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Abstract We study the smooth structure of convex functions by generalizing a pow-
erful concept so-called self-concordance introduced by Nesterov and Nemirovskii in
the early 1990s to a broader class of convex functions which we call generalized
self-concordant functions. This notion allows us to develop a unified framework for
designing Newton-type methods to solve convex optimization problems. The proposed
theory provides a mathematical tool to analyze both local and global convergence
of Newton-type methods without imposing unverifiable assumptions as long as the
underlying functionals fall into our class of generalized self-concordant functions.
First, we introduce the class of generalized self-concordant functions which covers
the class of standard self-concordant functions as a special case. Next, we estab-
lish several properties and key estimates of this function class which can be used to
design numerical methods. Then, we apply this theory to develop several Newton-type
methods for solving a class of smooth convex optimization problems involving gener-
alized self-concordant functions. We provide an explicit step-size for a damped-step
Newton-type scheme which can guarantee a global convergence without performing
any globalization strategy. We also prove a local quadratic convergence of this method
and its full-step variant without requiring the Lipschitz continuity of the objective
Hessian mapping. Then, we extend our result to develop proximal Newton-type meth-
ods for a class of composite convex minimization problems involving generalized
self-concordant functions. We also achieve both global and local convergence without
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additional assumptions. Finally, we verify our theoretical results via several numerical
examples, and compare them with existing methods.

Keywords Generalized self-concordance - Newton-type method - Proximal Newton
method - Quadratic convergence - Local and global convergence - Convex optimization
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1 Introduction

The Newton method is a classical numerical scheme for solving systems of nonlinear
equations and smooth optimization [47,50]. However, there are at least two reasons
that prevent the use of such methods from solving large-scale problems. Firstly, while
these methods often have a fast local convergence rate which can be up to a quadratic
rate, their global convergence has not been well-understood [46]. In practice, one can
use a damped-step scheme utilizing the Lipschitz constant of the objective derivatives
to compute a suitable step-size as often seen in gradient-type methods, or incorpo-
rate the algorithm with a globalization strategy such as line-search, trust-region, or
filter to guarantee a descent property [47]. Both strategies allow us to prove a global
convergence of the underlying Newton-type method in some sense. Unfortunately, in
practice, there exist several problems whose objective function does not have global
Lipschitz gradient or Hessian such as logarithmic or reciprocal functions. This class
of problems does not provide us some uniform bounds to obtain a constant step-size
in optimization algorithms. On the other hand, using a globalization strategy for deter-
mining step-sizes often requires centralized computation such as function evaluations,
which prevent us from using distributed computation and stochastic descent methods.
Secondly, Newton algorithms are second-order methods which often require a high
per-iteration complexity due to the operations on the Hessian mapping of the objec-
tive function or its approximations. In addition, these methods require the underlying
functionals to be smooth up to a given smoothness levels which does not often hold
in many practical models.

Motivation In recent years, there has been a great interest in Newton-type methods
for solving convex optimization problems and monotone equations due to the devel-
opment of new techniques and mathematical tools in optimization, machine learning,
and randomized algorithms [6,11,16,18,34,42,43,54,55,57,58,61]. Several combi-
nations of Newton-type methods and other techniques such as proximal operators [8],
cubic regularization [42], gradient regularization [55], randomized algorithms such
as sketching [54], subsampling [18], and fast eigen-decomposition [26] have opened
up a new research direction and attracted a great attention in solving nonsmooth and
large-scale problems. Hitherto, research in this direction remains focusing on specific
classes of problems where standard assumptions such as nonsingularity and Hessian
Lipschitz continuity are preserved. However, such assumptions do not hold for many
other examples as shown in [62]. Moreover, if they are satisfied, then we often get
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a lower bound of possible step-sizes for our algorithm which may lead to a poor
performance, especially in large-scale problems.

In the seminal work [45], Nesterov and Nemirovskii showed that the class of log-
barriers does not satisfy the standard assumptions of the Newton method if the solution
of the underlying problem is closed to the boundary of the domain of a barrier func-
tion. They introduced a powerful concept called “self-concordance” to overcome this
drawback and developed new Newton schemes to achieve global and local conver-
gence without requiring any additional assumption, or a globalization strategy. While
the self-concordance notion was initially invented to study interior-point methods, it is
less well-known in other communities. Recent works [1,14,38,62,67,72] have popu-
larized this concept to solve other problems arising from machine learning, statistics,
image processing, scientific computing, and variational inequalities.

Our goals In this paper, motivated by [1,63,72], we aim at generalizing the self-
concordance concept in [45] to a broader class of smooth and convex functions. To
illustrate our idea, we consider a univariate smooth and convex function ¢ : R — R.
If ¢ satisfies the inequality |¢"(t)] < M,¢"(¢)*/? for all ¢ in the domain of ¢ and
for a given constant M, > 0, then we say that ¢ is self-concordant (in Nesterov and
Nemirovskii’s sense [45]). We instead generalize this inequality to

9" (1)] < Mg ()%, )

for all ¢ in the domain of ¢, and for given constants v > 0 and M, > 0.

We emphasize that generalizing from univariate to multivariate functions in the
standard self-concordant case (i.e., v = 3) [45] preserves several important properties
including the multilinear symmetry [40, Lemma 4.1.2], while, unfortunately, they do
not hold for the case v # 3. Therefore, we modify the definition in [45] to overcome
this drawback. Note that a similar idea has been also studied in [1,63] for a class of
logistic-type functions. Nevertheless, the definition using in these papers is limited,
and still creates certain difficulty for developing further theory in general cases.

Our second goal is to develop a unified mechanism to analyze the convergence
(including global and local convergence) of the following Newton-type scheme:

A= K — s )T RN, (2)

where F can be represented as the right-hand side of a smooth monotone equation
F(x) = 0, or the optimality condition of a convex optimization or a convex—concave
saddle-point problem, F’ is the Jacobian map of F, and s; € (0, 1] is a given step-
size. Despite the Newton scheme (2) is invariant to a change of variables [16], its
convergence property relies on the growth of the Hessian mapping along the Newton
iterative process. In classical settings, the Lipschitz continuity and the non-degeneracy
of the Hessian mapping in a neighborhood of a given solution are key assumptions to
achieve local quadratic convergence rate [16]. These assumptions have been consid-
ered to be standard, but they are often very difficult to check in practice, especially
the second requirement. A natural idea is to classify the functionals of the underlying
problem into a known class of functions to choose a suitable method for minimizing
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it. While first-order methods for convex optimization essentially rely on the Lipschitz
gradient continuity, Newton schemes usually use the Lipschitz continuity of the Hes-
sian mapping and its non-degeneracy to obtain a well-defined Newton direction as
we have previously mentioned. For self-concordant functions, the second condition
automatically holds, but the first assumption fails to satisfy. However, both full-step
and damped-step Newton methods still work in this case by appropriately choosing
a suitable metric. This situation has been observed and standard assumptions have
been modified in different directions to still guarantee convergence of Newton-type
methods, see [16] for an intensive study of generic Newton-type methods, and [40,45]
for the self-concordant function class.

Our approach We attempt to develop some background theory for a broad class of
smooth and convex functions under the structure (1). By adopting the local norm
defined via the Hessian mapping of such a convex function from [45], we can prove
some lower and upper bound estimates for the local norm distance between two points
in the domain as well as for the growth of the Hessian mapping. Together with this
background theory, we also identify a class of functions using in generalized linear
models [37,39] as well as in empirical risk minimization [68] that falls into our gen-
eralized self-concordance class for many well-known loss-type functions as listed in
Table 2.

Applying our generalized self-concordant theory, we develop a class of Newton-
type methods to solve the following composite convex minimization problem:

F* = min [F@ = rm+em}. 3)

- X
where f is a generalized self-concordant function in our context, and g is a proper,
closed, and convex function that can be referred to as aregularization term. We consider
two cases. The first case is a non-composite convex problem in which g is vanished
(i.e., g = 0). In the second case, we assume that g is equipped with a “tractably”
proximal operator [see (34) for the definition].

Our contribution To this end, our main contribution can be summarized as follows.

(a) We generalize the self-concordant notion in [40] to a more broader class of smooth
convex functions which we call generalized self-concordance. We identify sev-
eral loss-type functions that can be cast into our generalized self-concordant
class. We also prove several fundamental properties and show that the sum and
linear transformation of generalized self-concordant functions are generalized
self-concordant for a given range of v or under suitable assumptions.

(b) We develop lower and upper bounds on the Hessian mapping, the gradient map-
ping, and the function values for generalized self-concordant functions. These
estimates are key to analyze several numerical optimization methods including
Newton-type methods.

(c) We propose a class of Newton methods including full-step and damped-step
schemes to minimize a generalized self-concordant function. We explicitly show
how to choose a suitable step-size to guarantee a descent direction in the damped-
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step scheme, and prove a local quadratic convergence for both the damped-step
and the full-step schemes using a suitable metric.

(d) We also extend our Newton schemes to handle the composite setting (3). We
develop both full-step and damped-step proximal Newton methods to solve this
problem and provide a rigorous theoretical convergence guarantee in both local
and global sense.

(e) We also study a quasi-Newton variant of our Newton scheme to minimize a
generalized self-concordant function. Under a modification of the well-known
Dennis—Mor¢ condition [15] or a BFGS update, we show that our quasi-Newton
method locally converges at a superlinear rate to the solution of the underlying
problem.

Let us emphasize the following aspects of our contribution. Firstly, we observe that
the self-concordance notion is a powerful concept and has widely been used in interior-
point methods as well as in other optimization schemes [28,35,62,72], generalizing
it to a broader class of smooth convex functions can substantially cover a number
of new applications or can develop new methods for solving old problems including
logistic and multimonomial logistic regression, optimization involving exponential
objectives, and distance-weighted discrimination problems in support vector machine
(see Table 2 below). Secondly, verifying theoretical assumptions for convergence
guarantees of a Newton method is not trivial, our theory allows one to classify the
underlying functions into different subclasses by using different parameters v and
My, in order to choose suitable algorithms to solve the corresponding optimization
problem. Thirdly, the theory developed in this paper can potentially apply to other
optimization methods such as gradient-type, sketching and sub-sampling Newton,
and Frank—Wolfe’s algorithms as done in the literature [49,54,57,58,62]. Finally, we
also show that it is possible to impose additional structure such as self-concordant
barrier to develop path-following scheme or interior-point-type methods for solving
a subclass of composite convex minimization problems of the form (3). We believe
that our theory is not limited to convex optimization, but can be extended to solve
convex—concave saddle-point problems, and monotone equations/inclusions involving
generalized self-concordant functions [67].

Summary of generalized self-concordant properties We provide a short summary on
the main properties of generalized self-concordant (gsc) functions in Table 1.

Although several results hold for a different range of v, the complete theory only
holds for v € [2, 3]. However, this is sufficient to cover two important cases: v = 2
in [1,2] and v = 3 in [45].

Related work Since the self-concordance concept was introduced in 1990s [45], its
first extension is perhaps proposed by [1] for a class of logistic regression. In [63],
the authors extended [1] to study proximal Newton method for logistic, multinomial
logistic, and exponential loss functions. By augmenting a strongly convex regularizer,
Zhang and Lin in [72] showed that the regularized logistic loss function is indeed
standard self-concordant. In [2] Bach continued exploiting his result in [1] to show
that the averaging stochastic gradient method can achieve the same best-known con-
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Table 1 A summary of generalized self-concordant properties

Result Property Range of v

Definitions 1 and 2 Definitions of gsc functions v>0

Proposition 1 Sum of gsc functions v>2

Proposition 2 Affine transformation of gsc v e (0, 3] for general A
functions with v > 3 for over-completed A
A(x) =Ax+b

Proposition 3(a) Non-degenerate property v>2

Proposition 3(b) Unboundedness v>0

Proposition 4(a) gsc and strong convexity v e (0,3]

Proposition 4(b) gsc and Lipschitz gradient v=>2
continuity

Proposition 6 If f* is the conjugate of a gsc ve € (0,60)if p=1
function (univariate)
f,thenv 4+ vy, =6 v €[3,6)if p>1

(multivariate)

Propositions 7, 8, 9, and 10 Local norm, Hessian, v>2
gradient, and function value
bounds

vergence rate as in strongly convex case without adding a regularizer. In [62], the
authors exploited standard self-concordance theory in [45] to develop several classes
of optimization algorithms including proximal Newton, proximal quasi-Newton, and
proximal gradient methods to solve composite convex minimization problems. In
[35], Lu extended [62] to study randomized block coordinate descent methods. In
a recent paper [22], Gao and Goldfarb investigated quasi-Newton methods for self-
concordant problems. As another example, [53] proposed an alternative to the standard
self-concordance, called self-regularity. The authors applied this theory to develop a
new paradigm for interior-point methods. The theory developed in this paper, on the
one hand, is a generalization of the well-known self-concordance notion developed in
[45]; on the other hand, it also covers the work in [1,61,72] as specific examples. Sev-
eral concrete applications and extensions of self-concordance notion can also be found
in the literature including [28,32,49,53]. Recently, [14] exploited smooth structures
of exponential functions to design interior-point methods for solving two fundamental
problems in scientific computing called matrix scaling and balancing.

Paper organization The rest of this paper is organized as follows. Section 2 develops
the foundation theory for our generalized self-concordant functions including defini-
tions, examples, basic properties, Fenchel’s conjugate, smoothing technique, and key
bounds. Section 3 is devoted to studying full-step and damped-step Newton schemes
to minimize a generalized self-concordant function including their global and local
convergence guarantees. Section 4 considers the composite setting (3) and studies
proximal Newton-type methods, and investigates their convergence guarantees. Sec-
tion 5 deals with a quasi-Newton scheme for solving the noncomposite problem of
(3). Numerical examples are provided in Sect. 6 to illustrate advantages of our theory.
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Finally, for clarity of presentation, several technical results and proofs are moved to
the appendix.

2 Theory of generalized self-concordant functions

We generalize the class of self-concordant functions introduced by Nesterov and
Nemirovskii in [40] to a broader class of smooth and convex functions. We iden-
tify several examples of such functions. Then, we develop several properties of this
function class by utilizing our new definitions.

Notation Given a proper, closed, and convex function f : R? — R U {4 00}, we
denote by dom(f) := {x € R? | f(x) < 4 oo} the domain of f, and by df (x) :=
{w eRP | f(y) = f(x)+ (w,y —x), Vy € dom(f)} the subdifferential of f
at x € dom(f). We use C3(dom(f)) to denote the class of three times continuously
differentiable functions on its open domain dom( f). We denote by V f its gradient
map, by V2 f its Hessian map, and by V3 f its third-order derivative. For a twice con-
tinuously differentiable convex function f, V2 f is symmetric positive semidefinite,
and can be written as V2 £ (-) > 0. If it is positive definite, then we write VZ£() > 0.

Let R4 and R denote the sets of nonnegative and positive real numbers, respec-
tively. We use S f and S _’; . to denote the sets of symmetric positive semidefinite and
symmetric positive definite matrices of the size p x p, respectively. Given a p x p
matrix H > 0, we define a weighted norm with respect to H as ||u|l g := (Hu, u)l/2
for u € RP. The corresponding dual norm is [[v]|}; := <H_1v, v)l/z. If H =1, the
identity matrix, then |lully = |lull;; = llull,, where |||, is the standard Euclidean
norm. Note that || - |5 = I| - |l2.

We say that f is strongly convex with the strong convexity parameter ¢ > 0 if
fG)— %f [|-11? is convex. We also say that f has Lipschitz gradient if V f is Lipschitz
continuous with the Lipschitz constant L ¢ € [0, +00), i.e., [V f(x) = VD" <
Ly|lx — yl|l forall x, y € dom(f).

For f € C3(dom(f)), if V2f(x) > O ata given x € dom(f), then we define a
local norm [ju]|, := (V2 f(x)u, u)'/? as a weighted norm of u with respect to V2 f(x).
The corresponding dual norm [[v||%, is defined as [|v||¥ := max {(v, u) | llull, < 1} =

(sz(x)_lv, v)l/z for v € R”.

2.1 Univariate generalized self-concordant functions

Let ¢ : R — R be a three times continuously differentiable function on the open
domain dom(g). Then, we write ¢ € C> (dom(y)). In this case, ¢ is convex if and
only if ¢”(¢) > 0 for all r € dom(g). We introduce the following definition.

Definition 1 Let ¢ : R — R be a c3 (dom(¢)) and univariate function with open
domain dom(g), and v > 0 and M, > 0 be two constants. We say that ¢ is (M, v)-
generalized self-concordant if

" ()] < Myg" (1), Vt € dom(p). “
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The inequality (4) also indicates that ¢”(r) > 0 for all ¢ € dom(f). Hence, ¢ is
convex. Clearly, if ¢(t) = %tz + bt for any constants a > 0 and b € R, then we have
¢"(t) = a and ¢"'(t) = 0. The inequality (4) is automatically satisfied for any v > 0
and M, > 0. The smallest value of M, is zero. Hence, any convex quadratic function
is (0, v)-generalized self-concordant for any v > 0. While (4) holds for any other
constant 1\;[(,, > M,, we often require that M,, is the smallest constant satisfying (4).

Example 1 Let us now provide some common examples satisfying Definition 1.

(a) Standard self-concordant functions If we choose v = 3, then (4) becomes
le"” ()] < Myep"” (1)3/? which is the standard self-concordant functions in R
introduced in [45].

(b) Logistic functions In [1], Bach modified the standard self-concordant inequality
in [45] to obtain |<p”’(t) < M,¢" (1), and showed that the well-known logistic
loss ¢(t) := log(1+e~") satisfies this definition. In [63] the authors also exploited
this definition, and developed a class of first-order and second-order methods to
solve composite convex minimization problems. Hence, ¢(¢) := log(1 +e™") is
a generalized self-concordant function with My, = 1 and v = 2.

(c) Exponential functions The exponential function ¢(¢) := e~ also belongs to (4)
with M, = 1 and v = 2. This function is often used, e.g., in Ada-boost [33], or
in matrix scaling [14].

(d) Distance-weighted discrimination (DWD) We consider a more general function
p(t) = riq on dom(¢p) = R4y and ¢ > 1 studied in [36] for DWD using in
support vector machine. As shown in Table 2, this function satisfies Definition 1

: _ q+2 _ 2(g+3)
WlthM(p—W\/Wa U—qTG(z,?)).
(e) Entropy function We consider the well-known entropy function ¢ (¢) := ¢ In(¢) for
t > 0. We can easily show that |¢"(¢)| = tiz = ¢ (1)*. Hence, it is generalized

self-concordant with v = 4 and M, = 1 in the sense of Definition 1.
(f) Arcsine distribution We consider the function ¢(t) := ﬁ fort € (—1,1).

This function is convex and smooth. Moreover, we verify that it satisfies Def-

inition 1 with v = 15—4 € (2,3) and M, = %ﬁ < 3.25. We can

generalize this function to ¢(t) := [(t —a)(b —1)]"? for t € (a, b), where
a < band g > 0. Then, we can show that v = % € (2,3).

(g) Robust regression Consider a monomial function ¢(t) := t? for g 62 (1,2)
studied in [71] for robust regression using in statistics. Then, M, = ———

Waq—D
and v = 2(2377) € (4, +00).

As concrete examples, the following table, Table 2, provides a non-exhaustive list of
generalized self-concordant functions used in the literature.

Remark 1 All examples given in Table 2 fall into the case v > 2. However, we
note that Definition 1 also covers [72, Lemma 1] as a special case when v € (0, 2).
Unfortunately, as we will see in what follows, it is unclear how to generalize several
properties of generalized self-concordance from univariate to multivariable functions
for v € (0, 2), except for strongly convex functions.
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Table 2 Examples of univariate generalized self-concordant functions (F Ll’l means that Vg is Lipschitz
continuous)

1

Function name Form of ¢(t) v My dom(¢) Application F L’l References
Log-barrier —1In(z) 3 2 Ryt  Poisson No [10,40,45]
Entropy-barrier tIn(t) — In(zt) 3 2 Ryt Interior-point No  [40]
Logistic In(1 +e7?) 2 1 R Classification yes [29]
Exponential et 2 1 R AdaBoost, etc No [14,33]
. — 2(g+3) q+2
q 2@q+3) _ gt2
Negative power t=4, (g >0) 7 T Riy+ DWD No [36]
Arcsine distribution 11 - 4 <325 (—1,1) Random walks No  [24]
—t
. 23—q) 2—q :

q __2=q9
Positive power t1, (q € (1,2)) P T @D Ry Regression No [71]
Entropy tIn(t) 4 1 R4 KL divergence No  [10]

Table 2 only provides common generalized self-concordant functions using in practice.
However, it is possible to combine these functions to obtain mixture functions that
preserve the generalized self-concordant inequality given in Definition 1. For instance,
the barrier entropy ¢ In(#) — In(#) is a standard self-concordant function, and it is the
sum of the entropy 7 In(¢) and the negative logarithmic function — log(¢) which are
generalized self-concordant with v = 4 and v = 3, respectively.

2.2 Multivariate generalized self-concordant functions

Let f : R? — R be a C3(dom( f)) smooth and convex function with open domain
dom( f). Given sz the Hessian of f, x € dom(f), and u, v € R”, we consider the
function ¥ (1) := (V2 f(x + tv)u, u). Then, it is obvious to show that

V(@) = (V2 f (x + to)[olu, u).
for t € R such that x 4+ v € dom(f), where V3 f is the third-order derivative of f.
It is clear that ¥ (0) = (sz(x)u, u) = ||u ||§. By using the local norm, we generalize

Definition 1 to multivariate functions f : R” — R as follows.

Definition 2 A C3-convex function f : R? — R is said to be an (M s, v)-generalized
self-concordant function of the order v > 0 and the constant My > 0 if, for any
x € dom(f) and u, v € R”, it holds

(V3 £ OO [vlu, )| < My lull2 o272 loll3 5)

Here, we use a convention that g = Oforthecase v < 2 orv > 3. We denote this class
of functions by F, My (dom( f)) (shortly, F, My, when dom( f') is explicitly defined).

Let us consider the following two extreme cases:
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1. If v =2, (5) leads to [(V? f(x)[v]u, u)| < My ||u|? [lv]l, which collapses to the
definition introduced in [1] by letting u = v.

2. Ifv=3and u = v, (5) reduces to [(V3 £ (x)[ulu, u)| < My ||lull}, Definition 2
becomes the standard self-concordant definition introduced in [40,45].

We emphasize that Definition 2 is not symmetric, but can avoid the use of multilinear
mappings as required in [1,45]. However, by [45, Proposition 9.1.1] or [40, Lemma
4.1.2], Definition 2 with v = 3 is equivalent to [40, Definition 4.1.1] for standard
self-concordant functions.

2.3 Basic properties of generalized self-concordant functions

We first show that if f; and f> are two generalized self-concordant functions, then
B1f1 + B2 f> is also a generalized self-concordant for any B, B2 > 0 according to
Definition 2.

Proposition 1 (Sum of generalized self-concordant functions) Let f; be (My,, v)-
generalized self-concordant functions satisfying (5), where My, > 0 and v > 2 for
i=1,...,m. Then, for i > 0,i =1,2,...,m, the function f(x) =Y -, Bi fi(x)
is well-defined on dom(f) = ﬂfnzl dom(f;), and is (My,v)-generalized self-
concordant with the same order v > 2 and the constant

My = max [,Bil_jMfl. |1 §i§m] > 0.

Proof 1t is sufficient to prove for m = 2. For m > 2, it follows from m = 2 by
induction. By [40, Theorem 3.1.5], f is a closed and convex function. In addition,
dom(f) = dom(f1) Ndom( f>). Let us fix some x € dom(f) and u, v € R”. Then,
by Definition 2, we have

‘<V3f‘(X)[v]u u)‘<M v2f; 24 v2 3y
! ’ = My Ji)u, u){(V- fi(x)v, v) 2 ||v||2 L i=1,2.

Denote w; := (szi(x)u, u) > 0ands; := (szi(x)v, v) > 0fori = 1,2. We can
derive

(V2 F v, u)| _ BV AW, u)| + B2 [(V2 G [v]u, )|
(V2 £ (ou, u) (V2 f (0w, v)' 7 (V2 f (0)u, u) (V2 f (0)v, v)' T
v=2 =2
My Brwis,® + My, frwas,” e
v=2 2 :
(Biwi + Bow2)(Bis1 + Bas2) 2 7]
(6)
. Biw o Bis Borw _
Leté = m € [O, 1] andn = m € [0, 1].Then, m = 1—5 >
0 and % = 1 —n > 0. Hence, the term [T] in the square brackets of (6)
becomes
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hE ) =Bl TMuEn'T + B My -1 —)'T. £.qel0. 1]

Since v > 2 and &, n € [0, 1], we can upper bound (&, ) as

WE ) < Bl IMpE+ By My (1—8), VE [0, 1].

The right-hand side function is linear in & on [0, 1]. It achieves the maximum at its
boundary. Hence, we have

1-% 1=
max h(§,n) < max { M. BTIM } .
£€[0,1],n€[0,1] &) = '31 fi :32 H

Using this estimate into (6), we can show that f(-) := B f1(:) + B2 f2(-) is (My, v)-
generalized self-concordant with M s := max { ,311 My, ,32]7E My, } O

Using Proposition 1, we can also see that if f is (M, v)-generalized self-
concordant, and 8 > 0, then g(x) := Bf(x) is also (Mg, v)-generalized self-
concordant with the constant M, := ﬂl_%M . The convex quadratic function
q(x) = %(Qx, x) +c'x with Q € S_’i is (0, v)-generalized self-concordant for
any v > 0. Hence, by Proposition 1, if f is (M ¢, v)-generalized self-concordant, then
fx)+ %(Qx, x) 4 ¢ x is also (M ¢, v)-generalized self-concordant.

Next, we consider an affine transformation of a generalized self-concordant func-
tion.

Proposition 2 (Affine transformation) Let A(x) := Ax + b be an affine transforma-

tion from R? to RY, and f be an (M 7, v)-generalized self-concordant function with

v > 0. Then, the following statements hold:

(a) Ifv e (0,3], then g(x) := f(A(x)) is (Mg, v)-generalized self-concordant with
Mg = My || AP

) Ifv>3and dmin(ATA) > 0, then g(x) = f(Ax)) is (Mg, v)-generalized self-
concordant with Mg := Mf)»min(ATA)%, where dmin(AT A) is the smallest
eigenvalue of AT A.

Proof Since g(x) = f(A(x)) = f(Ax + b), it is easy to show that Vzg(x) =

ATV? f(A(x))A and V3g(x)[v] = AT(V3 f(A(x)[Av])A. Let us denote by ¥ :=
Ax + b, it := Au, and v := Av. Then, using Definition 2, we have

(V3 g [vlu, )| = (AT (V3 F@IBDAu, u)| = [(V3 £ (&)[0]a, i)
(6)) 2 pionn o2 poans g =1 p~3—
S Mp(V2 @i, a) (V2 F@o,0)2 7 1513

= M ATV (A A, u) (AT V2 F(A@) AV, )2 Av3

v

= M(Vig(u, u)(Vig(x)v, v)2 7 Av]3 . )

(a) If v € (0, 3], then we have ||Av||g_” < AP~ ||v||%_”. Hence, the last inequality
(7) implies
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(V3g ) vlu, u)| < M| AP (V2g(x)u, u)(VZg(x)v, v) 2~ Hul37Y,

which shows that g is (M, v)-generalized self-concordant with Mg := M ¢ ||A ||3 v,

(b) Note that [Av[3 = vTATAv > Amln(ATA) [vl3 > 0, where Amin(AT A) is
the smallest eigenvalue of ATA. If Amin(ATA) > 0 and v > 3, then we have
||Av||3 Vo< )\mm(ATA)i ||v||2 V. Combining this estimate and (7), we can show

that g is (M, v)-generalized self-concordant with M, := Mf)»min(ATA)s%u. O

Remark 2 Proposition 2 shows that generalized self-concordance is preserved via an
affine transformations if v € (0, 3]. If v > 3, then it requires A to be over-completed,
i, Amin(ATA) > 0. Hence, the theory developed in the sequel remains applicable
for v > 3 if A is over-completed.

The following result is an extension of standard self-concordant functions (v = 3),
whose proof is very similar to [40, Theorems 4.1.3, 4.1.4] by replacing the parameters
My = 2 and v = 3 with the general parameters My > O and v > 0 (or v > 2),
respectively. We omit the detailed proof.

Proposition 3 Let f be an (M 7, v)-generalized self-concordant function with v > 0.
Then:

(@) Ifv > 2 and dom(f) contains no straight line, then V> f(x) > 0 for any x €
dom(f).

(b) If there exists x € bd(dom(f)), the boundary of dom(f), then, for any x €
bd(dom( f)), and any sequence {x;} C dom(f) such that limy_, o X = X, we
have limy_, oo f(xx) = 4+ 00.

Note that Proposition 3(a) only holds for v > 2. If we consider g(x) := f(A(x))
for a given affine operator A(x) = Ax + b, then the non-degenerateness of Vg is

only guaranteed if A is full-rank. Otherwise, it is non-degenerated in a given subspace
of A.

2.4 Generalized self-concordant functions with special structures

We first show that if a generalized self-concordant function is strongly convex or has
a Lipschitz gradient, then it can be cast into the special case v =2 or v = 3.

Proposition 4 Let f € F My,v bean (M ¢, v)-generalized self-concordant withv > 0.
Then:

(@ If v € (0,3] and f is also strongly convex on dom(f) with the strong con-
vexity parameter (g > 0 in £r-norm, then fis also (Mg, D)-generalized

self-concordant with v = 3 and Mf (F)S -,
(b) If v > 2 and V f is Lipschitz continuous with the Lipschitz constant Ly €

[0, + o0) in £r-norm, then f is also (Mf, V)-generalized self-concordant with
. ~ ¥l
V=2and My :=MfLJ2p .
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Proof (a) If f is strongly convex with the strong convexity parameter iy > 0 in £;-

norm, then we have (V2 f(x)v, v) > uy|lv||3 for any v € R”. Hence, ”5”2 =< \//lTr
In this case, (5) leads to

vl

P rtuten] < oy i (12) ol < i
] — — X
' vl BV ) R
Hence, f is (M 1 D)-generalized self-concordant with b = 3 and M =0 F>3 =

(b) Since V f is Lipschitz continuous with the Lipschitz constant L y € [0, + 00)
in £>-norm, we have ||v||2 (V2 f(x)v,v) < Ly ||v||% for all v € R? which leads to

il < /Ly forall v e R?. On the other hand, f € ]—'Mf » with v > 2, we can show

vl =
that

ol )"~ =2
(V2 @)Ll )| = My ||u||;%( S Mol < MpLF vl

lvll2
Hence, f is also (M 1 v)-generalized self-concordant with b = 2 and M o=
v—2
Mfo2

Proposition 4 provides two important properties. If the gradient map Vf of a
generalized self-concordant function f is Lipschitz continuous, we can always classify
it into the special case v = 2. Therefore, we can exploit both structures: generalized
self-concordance and Lipschitz gradient to develop better algorithms. This idea is also
applied to generalized self-concordant and strongly convex functions.

Given n smooth convex univariate functions ¢; : R — R satisfying (4) fori =
1, ..., n with the same order v > 0, we consider the function f : R” — R defined
by the following form:

1 n
f@) == eila]x + by, ®)

i=1

where a; € R? and b; € R are given vectors and numbers, respectively for i =
1,...,n. This convex function is called a finite sum and widely used in machine
learning and statistics. The decomposable structure in (8) often appears in generalized
linear models [7,11], and empirical risk minimization [72], where ¢; is referred to as
a loss function as can be found, e.g., in Table 2.

Next, we show that if ¢; is generalized self-concordant with v € [2, 3], then f is
also generalized self-concordant. This result is a direct consequence of Propositions 1
and 2.

Corollary 1 If ¢; in (8) satisfies (4) fori =1, ..., n with the same order v € [2, 3]
and My, > 0, then f defined by (8) is also (My, v)-generalized self-concordant
in the sense of Definition 2 with the same order v and the constant My :=

n? ! max {M(pi ||a,~||§_U [1<i< n}
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Finally, we show that if we regularize f in (8) by a strongly convex quadratic term,
then the resulting function becomes self-concordant. The proof can follow the same
path as [72, Lemma 2].

Proposition 5§ Let f(x) := %Z?:l O (ai—rx—l—bi)—i—l//(x), where ¥ (x) := %(Qx, x)+
c'x is strongly convex quadratic function with Q € SJ[; o If @i satisfies (4) for
i = 1,...,n with the same order v € (0,3] and a constant My, > 0, then f

is (A;If, 3)-generalized self-concordant in the sense of Definition 2 with A;If =
v=3 — .
Amin(©)'7 max { My, ;™" | 1 < < n}.

2.5 Fenchel’s conjugate of generalized self-concordant functions

The primal-dual theory is fundamental in convex optimization. Hence, it is important
to study the Fenchel conjugate of generalized self-concordant functions.

Let f : R? — Rbean (M, v)-generalized self-concordant function. We consider
Fenchel’s conjugate f* of f as

f*@) =sup{(x,u) — f(u) | u € dom(f)}. &)

u

Since f is proper, closed, and convex, f* is well-defined and also proper, closed,
and convex. Moreover, since f is smooth and convex, by Fermat’s rule, if u™(x)
satisfies V f(u*(x)) = x, then f* is well-defined at x. This shows that dom( f*) =
{x € R? | Vf(u*(x)) = x is solvable}.

Example 2 Let us look at some univariate functions. By using (9), we can directly
show that:

1. If o(s) = log(1 + €%), then ¢*(t) = tlog(t) + (1 — t) log(1 — ¢).

2. If p(s) = s log(s), then ¢*(r) = &'~

3. If p(s) = €°, then @™ (r) =t log(t) —t.

Intuitively, these examples show that if ¢ is generalized self-concordant, then its
conjugate ¢* is also generalized self-concordant. For more examples, we refer to |3,
Chapter 13]. Let us generalize this result in the following proposition whose proof is
given in Appendix A.1.

Proposition 6 If f is (M, v)-generalized self-concordant in dom(f) C R” such
that V? f(x) > 0 for x € dom(f), then the conjugate function f* of f given by (9)
is well-defined, and (M g+, vy)-generalized self-concordant on

dom(f*) := {x € R? | f(u) — (x, u) is bounded from below on dom(f)} ,

where My« = My and v, = 6 — v provided that v € [3,6) if p > 1 and v € (0, 6) if
p=1L1

Moreover, we have V f*(x) = u*(x) and V> f*(x) = V2 f(u*(x)) ", where u*(x)
is a unique solution of the maximization problem max,, {(x, u) — f(u) | u € dom(f)}
in (9) for any x € dom( f*).
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Proposition 6 allows us to apply our generalized self-concordance theory in this
paper to the dual problem of a convex problem involving generalized self-concordant
functions, especially, when the objective function of the primal problem is generalized
self-concordant with v € (3, 4]. The Fenchel conjugates are certainly useful when we
develop optimization algorithms to solve constrained convex optimization involving
generalized self-concordant functions, see, e.g., [65,66].

2.6 Generalized self-concordant approximation of nonsmooth convex functions

Several well-known convex functions are nonsmooth. However, they can be approx-
imated (up to an arbitrary accuracy) by a generalized self-concordant function via
smoothing. Smoothing techniques clearly allow us to enrich the applicability of our
theory to nonsmooth convex problems.

Given a proper, closed, possibly nonsmooth, and convex function f : R? —
R U {4 oo}. One can smooth f using the following Nesterov’s smoothing technique
[41]

Sy = sup {xu) = fTw) — yow], (10)

uedom( f*)

where f* is the Fenchel conjugate of f, w : dom(w) € R? — R is a smooth convex
function such that dom( f*) € dom(w), and y > 0 is called a smoothness parameter.
In particular, if f is Lipschitz continuous, then dom( f*) is bounded [3]. Hence, the
sup operator in (10) reduces to the max operator.

Our goal is to choose an appropriate smoothing function w such that the smoothed
function f, is well-defined and generalized self-concordant for any fixed smoothness
parameter y > 0.

Example 3 Let us provide a few examples of well-known nonsmooth convex func-
tions:

(a) Consider the £1-norm function f(x) := ||x||; in R”. Then, it can be rewritten as

e lly = max {{x, u) | lulloo = 1}

P
= nl}ﬁ}x{(x,u —v) | Z(u,' +v)=1, u,v eRfi}.

i=1

We can smooth this function by f, by choosing w(u,v) := In2p) +
Zle(ui In(u;) + viIn(v;)). In this case, we obtain f,(x) = yln
(37, (e5/7 + e7i/7)) — y In(2p). This function is clearly generalized self-
concordant with v = 2, see [63, Lemma 4].

However, if we choose w(u) = p — 1P=1 J1- uiz, then we get f,(x) =
P X2 +v?— yp.In this case, f) is also generalized self-concordant with

2

v:%andeV =3y~ 3.
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(b) Thehinge loss function ¢(¢) := max {0, 1 — ¢} canbe writtenas ¢(¢) = % 1 —¢t]+

(1=1) _d-t
%(1 —1). Hence, we can smooth this function by ¢, (¢) := y In (%) +

%(1 — t) with a smoothness parameter y > 0. Clearly, ¢, is generalized self-
concordant with v = 2.

In many practical problems, the conjugate f* of f can be written as the sum
f* = @ + 8y, where ¢ is a generalized self-concordant function, and &, is the
indicator function of a given nonempty, closed, and convex set I{. In this case, f), in
(10) becomes

Jy @) :==sup {(x,u) — o) —you)|uecld}. (an

If  is a generalized self-concordant function such that v, = v,, and U =
dom(w) N'dom(g), then f, is generalized self-concordant with vy, = 6 — v, as
shown in Proposition 6.

2.7 Key bounds on Hessian map, gradient map, and function values

Now, we develop some key bounds on the local norms, Hessian map, gradient map,

and function values of generalized self-concordant functions. In this subsection, we

assume that the Hessian map V2 f of f is nondegenerate at any point in its domain.
For this purpose, given v > 2, we define the following quantity for any x,y €

dom(f):

My lly —xl it v=2

. . (12)
(5 =) Mply—xI3" Iy —xIy2if v>2.

dy(x,y) = {

Here, if v > 3, then we require x # Y Otherwise, we set dy,(x, y) :=0ifx = y. In
addition, we also define the function @, : R — R as

_ ! 5 if v>2
@,(7) :={ -2 (13)
et if v=2,

with dom(@,) = (o0, 1) if v > 2, and dom(®,) = R if v = 2. We also adopt the
Dikin ellipsoidal notion from [40] as WO(x;r) :={y e R? | d\(x,y) <r}.

The next proposition provides a bound on the local norm defined by a generalized
self-concordant function f. This bound is given for the local distances ||y — x|, and
ly — x|y between two points x and y in dom( f).

Proposition 7 (Bound of local norms) If v > 2, then, for any x € dom(f), we have
Wo(x; 1) € dom(f). For any x,y € dom(f), let d,(x, y) be defined by (12), and
wy () be defined by (13). Then, we have

= 1 = 1
wy (=dy(x, )2 ly = xlly = lly = xlly < @ (do(x, y)2 [ly — x|l - (14)
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If v > 2, then the right-hand side inequality of (14) holds if d,(x, y) < 1.

Proof We first consider the case v > 2. Letu € R” and u # 0. Consider the following
univariate function

1,2
b(1) = <v2f(x +tuu, u> 2 = ul>y, .

It is easy to compute the derivative of this function, and obtain

o) = (2 — v) (V3 f(x + tw)lulu, u) (2 — v> (V3 f(x + tu)[ulu, u)

2 (V2 f(x + tuyu, u)% 2 lleell 1 -
Using Definition 2 with u = v and x + fu instead of x, we have |¢’(t)} <
Y2 M ||ull3”". This implies that ¢(t) > ¢(0) — “52M |lul3" |¢|. On the other
hand, we can see that dom(¢) = {t € R | ¢(¢) > 0}. Hence, we have dom(¢) con-

tains | — 20(0) T 200) 5= |. Using this fact and the definition of ¢,
W=2)Mpllully™ " (v=2)M¢llully

. 2fu]| 2
we can show that dom(f) contains {y :=x +tu | |t] < Lﬂ . However,
Ww=2)Mpllull
ly—x112=2 ly=xI3"" 23

since |t| =

==—, the condition |7| <
fluel llaells

d,(x,y) < 1. This shows that WO(x; 1) € dom( f).
Since | fol ¢/ (1)dt| < fol |¢'(1)| dr, integrating ¢’ (¢) over the interval [0, 1] we get

T is equivalent to
X

W=2)Mpllull3™"

2— 2— v—2 3_
leelly o — Ml | < TMf flall37" .
Using u = y — x in the last inequality, we get |||y —xllgfv —lly = x[27V] <

”T_sz ly — x||3_U which is equivalent to

—1
_ _ v—2 _ _
Ly = xIy7% < Iy — x|} 2<1_TMf ly = xI3 7% llx = ylI3 )
=y —xIV72 (1 = dy(x, y)) 7!
2 2 v—2 2 3 -
Ly = xl1572 > lly — x| <1+TMf ly —x[~ ||x—y||2“>

=y —xI22 (1 +dy(x, )",

given that d,,(x, y) < 1. Taking the power of ﬁ > 0 in both sides, we get (14) for
the case v > 2.

Now, we consider the case v = 2. Let 0 # u € R”. We consider the following
function

o@1) :=1In ((sz(x ¥ tu)u, u>) =1n (Jul?, ).

@ Springer



162 T. Sun, Q. Tran-Dinh

(V3 ftt)[uluu) (V3 f et [ulu,u
(V2 f(x+twyuu) lul2,,

again Definition 2 with # = v and x + fu instead of x, we obtain |¢’(t)’ < My |ull,.
Since | fol ¢'()dt| < fol |¢/ ()| dt, integrating ¢’ () over the interval [0, 1] we get

in (2., = 10 (Jul?)

Substituting ¥ = y — x into this inequality, we get |ln ly — x||y —Inlly — x|, | <

L, Using

Clearly, it is easy to show that ¢'(r) =

< Mg llul,.

My My

=t ly — xllp. Hence, In|ly — x|, — = Iy — xll, < Infly — x[l, <Infly — x|, +

% Ily — x|l,. This inequality leads to (14) for the case v = 2. O
Next, we develop new bounds for the Hessian map of f in the following proposition.

Proposition 8 (Bounds of Hessian map) For any x,y € dom(f), let d,(x,y) be

defined by (12), and @, (-) be defined by (13). Then, we have

(1= dy. NI72 V21 @) < V21 () < [1—dy (e 12 V£ ifv > 2. (15)
T DONIVEF() < VEF(y) 2 MV f () fv=2. (16)
where (15) holds if d,,(x,y) < 1 for the case v > 2.

Proof Letv > 2 and 0 # u € R”". Consider the following univariate function on
[0, 1]:

W (t) = <V2f(x iy — X)), u> t €0, 1].
If we denote by y; ;= x +1(y —x), then y, —x = t(y — x), ¥(t) = ”””51’ and
V' (1) = (V3 f(y)ly — x]u, u). By Definition 2, we have

_ - lye—xll,, T2 -
W' 0] = Myl ly = 21572y = %137 = Mpw o [P |y - 613

which implies

dIny (1) lye—xlly, 7V72 3-p
' =y [ B ] gy - a7)

Assume thatd, (x, y) < 1. Then, by the definition of y, and d,,(-), we have d, (x, y;) =
tdy(x,y) and ||y, — x|, =t ||y — x||,. Using Proposition 7, we can derive

1
v=2

Dy — x|, <4 [1 — =D ly = x137" Iy —x||;;—2] lye — xll,
_ 1
=11 —dy(x, y)] 2y =l
=[1—-dyC, )t 2 ly —xll, .

Hence, we can further derive

L [
T Tl —du(x, e
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Integrating % with respect to ¢ on [0, 1] and using the last inequality and (17),

we get

a1 Ligl
/ nlﬂ(t)dt 5/ ny(r) dt
0 dt 0 dt
1 dt
< — X v—2 — X 37”/ _—
<ly ;= lly > L T—dy(x. )

Clearly, we can compute this integral explicitly as

37| | v 2dyx. y)
‘m [nuni]‘ a 'ln[w(mﬂ = - Doy M dx ]

=1In [(1 —dv(x,y))v;—zz].

Rearranging this inequality, we obtain

o w2 (V2w u) =
l—dy(x, )7 < —2 = — < [1—dy(x,y)]72.
[ (x, ]2 < ||u||§ 2 Fon ) < (x, )]

Since this inequality holds for any 0 # u € RP”, it implies (15). If u = 0, then (15)
obviously holds.
Now, we consider the case v = 2. It follows from (17) that

n ||u||f, _ /ldlnw(t)dt‘</1
flull? 0 dt “Jo

1
< Mf/ ly = xlladt = My lly — xll, .
0

dIny (1)
dt

dt

Since this inequality holds for any u € R?, it implies (16). O

The following corollary provides a bound on the mean of the Hessian map
Gx,y) = fol V2f(x + 7(y — x))dt whose proof is moved to Appendix A.2.

Corollary 2 For any x,y € dom(f), let d,(x, y) be defined by (12). Then, we have

1
K€, (dy (x, )V f(x) < f VZf(x +t(y — x)dt < ©y(dy(x, y)Vf(x), (18)
0
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where —t

lfte ifv=2

e (t) = 1—(2—02 U ifv=4
@[@] if v>2andv # 4,

and

e’:] lfU =2

Ky(t) = M v—4 Fo=4
(:j_:zzt) [@} ifv>2and v # 4.

Here, if v > 2, then it requires dy(x,y) < 1 forx,y € dom(f) in (18).

We prove a bound on the gradient inner product of a generalized self-concordant
function f.

Proposition 9 (Bounds of gradient map) For any x, y € dom(f), we have

By (=dy (e, ) Iy = xI3 < (VFG) = V@), y = x) <@y (dulx, ) Iy = xII7, (19)

where, if v > 2, then the right-hand side inequality of (19) holds ifd, (x, y) < 1, and

f_l . _
n(l—t .

on(t) =] "= . fv=4 (20)
(‘;%i) % otherwise.

Here, @, (t) > 0 for all T € dom(w,).

Proof Let y; :== x 4+ t(y — x). By the mean-value theorem, we have

1

! I
V1) =y =0 = [ (21000 =0y == [ iy a0 @D

We consider the function @, defined by (13). It follows from Proposition 7 that
@y (—dy (e, y0)) llye = xI13 < llye — X135, < @y (dy (e, 30)) lye — x5

Now, we note thatd, (x, y;) = td, (x, y)and ||y; — x||, =t ||y — x|, thelastestimate
leads to

= 1 =
@y (=t (e, ) Ny = X113 = 5 lye = x5, < @y (tdu e, ) Ny = %13
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Substituting this estimate into (21), we obtain

1
||y—x||)%fO @y (—tdy(x, y)dt < (VF(y) —Vfx),y—x)
1
< ||y—x||,%/0 By (1dy(x. y)) d.

Using the function @y (1) from (13) to compute the left-hand side and the right-hand
side integrals, we obtain (19). O

Finally, we prove a bound on the function values of an (M ¢, v)-generalized self-
concordant function f in the following proposition.

Proposition 10 (Bounds of function values) For any x, y € dom(f), we have

oy (=dy (x, ) Iy = *[I7 < f() = f) = (VF(x), y —x) < oy (dolx, ) Iy —x[I5, (22)

where, if v > 2, then the right-hand side inequality of (22) holds if d,(x,y) < 1.
Here, d,(x, y) is defined by (12) and w,, is defined by

erftgfl ifv=2
—r—lnz(l—r) ifv=3
e T
wy(T) 1= (l—r)ln(21—1)+r ifv=4 (23)

T
2(3—v
(H) % [ﬁ ((l ) = 1) — l] otherwise.
Note that w,(t) > 0 for all T € dom(w,).

Proof For any x, y € dom(f), let y; := x +t(y — x). Then, y; —x = t(y — x). By
the mean-value theorem, we have

1
10V = £ = (V1. y =2 = [ K900 =9 £, 3 =0t
Now, by Proposition 9, we have

@y (—dy(x, y0)) lye = X113 <AV =V @), yi—x) < @y (do(x, y0) Iy — xI17 .

Clearly, by the definition (12), we have d,(x, y;) = td,(x,y) and |y, —x||, =
t |y — x||,. Combining these relations, and the above two inequalities, we can show
that

1
Iy — XII)%/O twy (—tdy(x, y)dt < f(y) = f(x) = (Vf(x),y —x)

1
< ||y—x||§/0 @y (tdy (x, ) dt.
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By integrating the left-hand side and the right-hand side of this estimate using the
definition (20) of w, (t), we obtain (22). O

3 Generalized self-concordant minimization

We apply the theory developed in the previous sections to design new Newton-type
methods to minimize a generalized self-concordant function. More precisely, we con-
sider the following non-composite convex problem:

= mIiRl}] f(x), (24)

where f : R” — Ris an (M, v)-generalized self-concordant function in the sense
of Definition 2 with v € [2,3] and My > 0. Since f is smooth and convex, the
optimality condition V f (x}) = 0 is necessary and sufficient for x} to be an optimal
solution of (24).

The following theorem shows the existence and uniqueness of the solution x} of
(24). It can be considered as a special case of Theorem 4 below with g = 0.

Theorem 1 Suppose that f € Fu rv(dom(f)) for given parameters My > 0 and
v € [2,3]. Denote by omin(x) := Amin(V2f(x)) and A(x) = IV £ for x €
dom( f). Suppose further that there exists x € dom(f) such that omin(x) > 0 and

3—v
Ax) < 2 [omin(x)] 2
4 - U)Mf

Then, problem (24) has a unique solution x; in dom( f).

We say that the unique solution x*% b of (24) is strongly regular if V? f (x ) > 0.
The strong regularity of x% ¥ for (24) is equivalent to the strong second order optlmal-
ity condition. Theorem 1 covers [40, Theorem 4.1.11] for standard self-concordant
functions as a special case.

We consider the following Newton-type scheme to solve (24). Starting from an
arbitrary initial point x° € dom( f), we generate a sequence {xk } >0 as follows:

k+1 .

= xR gnf . where nf = —V2 NIV (R, (25)

nt’ nt

and 7 € (0, 1] is a given step-size. We call nk, a Newton direction.

— If 7y = 1 for all kK > 0, then we call (25) a full-step Newton scheme.
— Otherwise, i.e., x € (0, 1), we call (25) a damped-step Newton scheme.

Clearly, computing the Newton direction nﬁt requires to solve the following linear
system:
V2 fhnk, = —v b, (26)
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Next, we define a Newron decrement A and a quantity B, respectively as

M=l la = IV FEOI% and Bei=Mylnklla=Ms|V? )TV GO 2. (27)
With A and Bk given by (27), we also define

B ifv=2

dy =
TG - M ity e 2.3).

(28)

Let us first show how to choose a suitable step-size 7 in the damped-step Newton
scheme and prove its convergence properties in the following theorem whose proof
can be found in Appendix A.5.

Theorem 2 Let {xk} be the sequence generated by the damped-step Newton scheme
(25) with the following step-size:

7 In(1 + Bp) ifv=2

k

7
)
L [1 - (1+ 554, 4“} ifv e (2,31,

T = 29)

where L, Bi are defined by (27), and dy is defined by (28). Then, 1. € (0, 1], {xk} in
dom( f), and this step-size guarantees the following descent property

FEED < £5) — A, (30)

where Ay = 13t — w, (tedy) 2037 > 0 with o, defined by (23).
Assume that the unique solution x; of (24) exists. Then, there exists a neighborhood
J\/(x;) such that if we initialize the Newton scheme (25) at x° € N(x}) N dom( f),

then the whole sequence {xk } converges to x} at a quadratic rate.

Example 4 (Better step-size for regularized logistic and exponential models) Consider
the minimization problem (24) with the objective function f(-) := ¢(-) + %H . ||%,
where ¢ is defined as in (8) with ¢; (t) = log(1 + e~ ") being the logistic loss. That is

1 <& T %
Fx) = - § log(1 4 e~ % *) + E||x||§.
i=1

As we shown in Sect. 2 that f is either generalized self-concordant with v = 2 or
generalized self-concordant with v = 3 but with different constant M 7.
Let us define R4 := max {||a;||2 | 1 <i < n}. Then, if we consider v = 2, then we
3 _

have M}z) = R4 due to Corollary 1, while if we choose v = 3, then M p; #R A

due to Proposition 4. By the definition of f, we have V2 f(x) = yI. Hence, using this
inequality and the definition of A and By from (27), we can show that

Be=MP IV f) V@) = B = M (31)
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For any 7 > 0, we have ity 1

Using this elementary result and (31), we

. T 140.5t°
obtain
(2) In(1+p8k) 1 1 3)
T = > > =T .
k Pr F058 = 1po5mPay — K

2) (3)
Tk

This inequality shows that the step-size t; given by Theorem 2 satisfies > 17,

where r,f”) is a given step-size computed by (29) for v = 2 and 3, respectively. Such

a statement confirms that the damped-step Newton method using rk(z) is theoretically

better than using tk(3). This result will be empirically confirmed by our experiments in
Sect. 6. O

Next, we study the full-step Newton scheme derived from (25) by setting the step-
size 7y = 1 for all k > 0 as a full-step. Let

oy = Amin (sz(xk)>

be the smallest eigenvalue of v? f (x%). Since V2 f (x*) > 0, we have o, > 0. The
following theorem shows a local quadratic convergence of the full-step Newton scheme
(25) for solving (24) whose proof can be found in Appendix A.6.

Theorem 3 Let {xk} be the sequence generated by the full-step Newton scheme (25)

by setting the step-size T, = 1 for k > 0. Let d{f = d, (x*, x¥*1) be defined by (12)

and Ay be defined by (27). Then, the following statements hold:

(a) If v = 2 and the starting point x° satisfies oy 1 2)\0 < %, then both sequences
{gk_l/ zkk} and {dé‘} decrease and quadratically converge to zero, where dy ~
0.12964.

3—v
(b) If2 < v < 3, and the starting point x° satisfies oy °

1 . 2dy 1
Ao < M—fmln{%zﬂ R

3w
then both sequences { o T Ak } and {d{f} decrease and quadratically converge to

zero, where d) is the unique solution of the equation (v — 2) R, (d,) = 4(1—dv)%
in d, with R, (-) given by (56).
(¢) If v = 3 and the starting point x° satisfies Ay < ﬁ, then the sequence {\i}

decreases and quadratically converges to zero.

As a consequence, if {d{f} locally converges to zero at a quadratic rate, then {||xk —
x} I Hk} also locally converges to zero at a quadratic rate, where Hy =1, the identity
matrix, if v = 2; Hy = V2f(xK) ifv = 3; and Hy = V2 (0371 if2 < v < 3.
Hence, { xk} locally converges to x;, the unique solution of (24), at a quadratic rate.

If we combine the results of Theorem 2 and Theorem 3, then we can design a

two-phase Newton algorithm for solving (24) as follows:
— Phase 1 Starting from an arbitrary initial point x° € dom(f), we perform the

damped-step Newton scheme (25) until the condition in Theorem 3 is satisfied.
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— Phase 2 Using the output x/ of Phase I as an initial point for the full-step Newton
scheme (25) with 7 = 1, and perform this scheme until it achieves an g-solution
x* to (24).

We also note that the damped-step Newton scheme (25) can also achieve a local
quadratic convergence as shown in Theorem 2. Hence, we combine this fact and the
above two-phase scheme to derive the Newton algorithm as shown in Algorithm 1
below.

Algorithm 1 (Newton algorithm for generalized self-concordant minimization)

1: Inputs: Choose an arbitrary initial point x° € dom(f) and a desired accuracy
e > 0.

2: Output: An e-solution x* of (24).

3: Initialization: Compute d; according to Theorem 3 if needed.

4: For k =0, -- -, kmax, perform:

5. Compute the Newton direction nﬁt by solving V2 f (x* )nﬁt = —Vf(xh).
Compute Ay := ||nﬁt||xk, and compute fi = Mf||nﬁt||2 if v # 3.

If A, < ¢, then TERMINATE and return x*.

If Phase 2 is used, then compute o, = Amin(V2F(x6))if2 < v < 3.

If Phase 2 is used and (Ax, o) satisfies Theorem 3, then set 74 :=1 (full-step).

° ® 2D

Otherwise, compute the step-size tx by (29) (damped-step)

k

10:  Update x**! := xk 4+ nk .

11: End for

Per-iteration complexity The main step of Algorithm 1 is the solution of the symmetric
positive definite linear system (26). This system can be solved by using either Cholesky
factorization or conjugate gradient methods which, in the worst-case, requires O(p?)
operations. Computing Ax requires the inner product (nﬁt, V £ (x%)) which needs O(p)
operations.

Conceptually, the two-phase option of Algorithm 1 requires the smallest eigenvalue
of V2 f (x*) to terminate Phase 1. However, switching from Phase 1 to Phase 2 can
be done automatically allowing some tolerance in the step-size t;. Indeed, the step-
size 1 given by (29) converges to 1 as k — oo. Hence, when 7 is closed to 1, e.g.,
7 > 0.9, we can automatically set it to 1 and remove the computation of A4 to reduce
the computational time.

In the one-phase option, we can always perform only Phase 1 until achieving an
g-optimal solution as shown in Theorem 2. Therefore, the per-iteration complexity of
Algorithm 1 is O( %) + O(p) in the worst-case. A careful implementation of con-
jugate gradient methods with a warm-start can significantly reduce this per-iteration
computation complexity.
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Remark 3 (Inexact Newton methods) We can allow Algorithm 1 to compute the New-
ton direction nﬁt approximately. In this case, we approximately solve the symmetric
positive definite system (26). By an appropriate choice of stopping criterion, we can
still prove convergence of Algorithm 1 under inexact computation of nﬁt. For instance,
the following criterion is often used in inexact Newton methods [16], but defined via
the local dual norm of f:

V2 £ Emf + VFEO I < IV £

for a given relaxation parameter x € [0, 1). This extension can be found in our
forthcoming work.

4 Composite generalized self-concordant minimization

Let f € fo,v(dom( f)), and g be a proper, closed, and convex function. We con-
sider the composite convex minimization problem (3) which we recall here for our
convenience of references:

F* := min [F(x) = f(x) —i—g(x)}. 32)
xeRP
Note that dom(F) := dom(f) N dom(g) may be empty. To make this problem non-
trivial, we assume that dom(F’) is nonempty. The optimality condition for (32) can be
written as follows:
0e V™) +agx™). (33)

Under the qualification condition 0 € ri (dom(g) — dom( f)), (33) is necessary and
sufficient for x* to be an optimal solution of (32), where ri (X) is the relative interior
of X.

4.1 Existence, uniqueness, and regularity of optimal solutions

Assume that V2 f (x) is positive definite (i.e., nonsingular) at some point x € dom(F).
We prove in the following theorem that problem (32) has a unique solution x*. The
proof can be found in Appendix A.4. This theorem can also be considered as a gen-
eralization of [40, Theorem 4.1.11] and [62, Lemma 4] in standard self-concordant
settings in [40,62].

Theorem 4 Suppose that the function f of (32) is (Mg, v)-generalized self-
concordant with My > 0 and v € [2,3]. Denote by opmin(x) = )»min(sz(x))
and A(x) := |V f(x) + v|f for x € dom(F) and v € 9g(x). Suppose further that
there exists x € dom(F) such that opmin(x) > 0 and

2 [Omin(x)] T

M) <= V)M

Then, problem (32) has a unique solution x* in dom(F).
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Now, we recall a condition such that the solution x* of (32) is strongly regular in
the following Robinson’s sense [56]. We say that the optimal solution x* of (32) is
strongly regular if there exists a neighborhood I/ (0) of zero such that for any § € ¢/(0),
the following perturbed problem

min {(V () = 8. =) + (V) (& = x).x = x*) + g0}

has a unique solution x*(8), and this solution is Lipschitz continuous on U/ (0).

If V2f(x*) > 0, then x* is strongly regular. While the strong regularity of the
solution x* requires a weaker condition than V2 f (x*) > 0. For further details of the
regularity theory, we refer the reader to [56].

4.2 Scaled proximal operators

Given a matrix H € S ﬁ 4, we define a scaled proximal operator of g in (32) as
prox -1(x) = argmin { g(2) + 1z = x| (34)

Using the optimality condition of the minimization problem under (34), we can show
that

Yy =Pproxg-i,(x) <= 0€ H(y —x) +9g(y) <= xey—+ H™'9g(y)
=+ H '9g)(y).

Since g is proper, closed, and convex, prox -1, is well-defined and single-valued. In
particular, if we take H = I, the identity matrix, then prox - g(-) = proxg(~), the
standard proximal operator of g. If we can efficiently compute prox -1, (-) by a closed
form or by polynomial time algorithms, then we say that g is proximally tractable.
There exist several convex functions whose proximal operator is tractable. Examples
such as £1-norm, coordinate-wise separable convex functions, and the indicator of
simple convex sets can be found in the literature including [3,21,51].

4.3 Proximal Newton methods

The proximal Newton method can be considered as a special case of the variable
metric proximal method in the literature [8]. This method has previously been studied
by many authors, see, e.g., [8,34]. However, the convergence guarantee often requires
certain assumptions as used in standard Newton-type methods. In this section, we
develop a proximal Newton algorithm to solve the composite convex minimization
problem (32) where f is a generalized self-concordant function. This problem covers
[62,64] as special cases.
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Givenx* € dom(F), we first approximate f at x* by the following convex quadratic
surrogate:

0 (xix¥) = fxb) + <Vf(xk), x— xk> n %(sz(xk)(x — XMy x — xk).

Next, the main step of the proximal Newton method requires to solve the following
subproblem:

ZF = argmin [Qf(x; <y + g(x)] - proxvzf(xk),lg(x" - vzf(x")*lw(xk)). (35)

x€edom(g)

The optimality condition for this subproblem is the following linear monotone inclu-
sion:

0e VFuh + V2 rahEE — x5 + agh). (36)

Here, we note that dom(Q 7 (:; x¥)) = R”. Hence, dom(Q 7 (+; ¥ +g()) = dom(g).
In the setting (32), z¥ may not be in dom(F). Our next step is to update the next
iteration x**1 as

AR = k4 rkn];m =({1- rk)xk + tkzk, 37
where nfmt = 7% — xk is the proximal Newton direction, and 73 € (0, 1] is a given
step-size.

Associated with the proximal Newton direction n];m, we define the following prox-

imal Newton decrement and the £,-norm quantity of n];m as

k
pnt ”xk

he = I and B := My |ngyll2- (38)
Our first goal is to show that we can explicitly compute the step-size tx in (37) using
M and By such that we obtain a descent property for F. This statement is presented

in the following theorem whose proof is deferred to Appendix A.7.

Theorem 5 Let { xk} be the sequence generated by the proximal Newton scheme (37)

starting from x° € dom(F). If we choose the step-size Ty, as in (29) of Theorem 2, then
1 € (0, 1], {x*} in dom(F), and

F*h < F(eb)y — Ay, (39)

where Ay ‘= )»%‘L’k — wy (trdy) rkz)»% > 0 for tx > 0 and dy, as defined in Theorem 2.

There exists a neighborhood N (x*) of the unique solution x* of (32) such that
if we initialize the scheme (37) at x% e N(x*) N dom(F), then {xk} quadratically
converges to x*.

Next, we prove a local quadratic convergence of the full-step proximal Newton
method (37) with the unit step-size 7z = 1 for all k& > 0. The proof is given in
Appendix A.8.
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Theorem 6 Suppose that the sequence {xk} is generated by (37) with full-step, i.e.,
7 = 1 fork > 0. Let d* := d,(x*, x**1) be defined by (12) and 1y be defined by
(38). Then, the following statements hold:

(@) If v = 2 and the starting point x° satisfies gal/z)uo < dy/My, then both

sequences [g,:l/ zkk} and {dé‘} decrease and quadratically converge to zero,
where d; ~ 0.35482.

_3-v *
(b) If2 < v < 3, and the starting point x° satisfies gy, © Ao < ML/ min {%, %}

3—v
then both sequences { o

Ak} and { d,’f} decrease and quadratically converge

to zero, where d}; is the unique solution to the equation (v — 2) R, (d,) = 4(1 —
dy)7=2 in dy with Ry(-) given in (56).
(c) If v = 3 and the starting point x0 satisfies Ay < %, then the sequence {Ay}
decreases and quadratically converges to zero, where d; ~ 0.20943.
As a consequence, if {d{f} locally converges to zero at a quadratic rate, then { l|xk —
XX Hk} also locally converges to zero at a quadratic rate, where Hy = 1, the identity
matrix, if v = 2; Hy = V2K if v =3; and Hy = V2RIV if2 < v < 3.

Hence, {xk} locally converges to x*, the unique solution of (32), at a quadratic rate.

Similar to Algorithm 1, we can also combine the results of Theorems 5 and 6 to
design a proximal Newton algorithm for solving (32). This algorithm is described in
Algorithm 2 below.

Algorithm 2 (Proximal Newton algorithm for composite generalized self-concordant
minimization)

1: Inputs: Choose an arbitrary initial point x° € dom(F) and a desired accuracy
e>0.

2: Output: An e-solution x* of (32).
3: Initialization: Compute d;; according to Theorem 6 if needed.

4: Fork =0, - -, kmax, perform:

k

5. Compute the proximal Newton direction 7,

by solving (35).
Compute 1y := ||I’l][§m||xk, and compute Sy = Mf||n'gm||2 if v #£ 3.
If Ax < &, then TERMINATE.

If Phase 2 is used, then compute o, = Amin(V2F(x6))if2 < v < 3.

If Phase 2 is used and (A, o) satisfies Theorem 6, then set 7 :=1 (full-step).

° »®» 2D

Otherwise, compute the step-size 1 by (29) (damped-step).
10:  Update x**! := xk + nf .
11: End for
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Implementation remarks The main step of Algorithm 2 is the computation of the
proximal Newton step n]];m, or the trial point z¥ in (35). This step requires to solve a
composite quadratic-convex minimization problem (35) with strongly convex objec-
tive function. If g is proximally tractable, then we can apply proximal-gradient methods
or splitting techniques [3,4,44] to solve this problem. We can also combine acceler-
ated proximal-gradient methods with a restarting strategy [19,23,48] to accelerate
the performance of these algorithms. These methods will be used in our numerical
experiments in Sect. 6.

Asnoticed in Remark 3, we can also develop an inexact proximal Newton variant for
Algorithm 2 by approximately solving the subproblem (35). We leave this extension
to our forthcoming work.

5 Quasi-Newton methods for generalized self-concordant minimization

This section studies quasi-Newton variants of Algorithm 1 for solving (24). Extensions
to the composite form (32) can be done by combining the result in this section and the
approach in [62].

A quasi-Newton method for solving (24) updates the sequence {xk} using

K= Xk BV F(xY), where By = H'and Hy ~ V2f(x*),  (40)

where the step-size 7; € (0, 1] is appropriately chosen, and x* € dom(f) is a given
starting point.

Matrix Hy is symmetric and positive definite, and it approximates the Hessian matrix
V2 £ (x¥) of f at the iteration x* in some sense. The most common approximation
sense is that Hj satisfies the well-known Dennis—Moré condition [15]. In the context
of generalized self-concordant functions, we can modify this condition by imposing:

(Hi — V2 F (%)) (xk — x%)|I%
im - ! - SR 0, wheres = xjork = xk. 41)
k—o00 ||x — xf||);

Clearly, if we have limy_, oo || Hx — V2 f(x¥)|l; = 0, then, with a simple argument,
we can show that (41) automatically holds. In practice, we can update Hj to maintain
the following secant equation:

Hip1s8 = K, where s€:=x**1 —xk and y* .= v —vreh). @2

There are several candidates to update Hj to maintain this secant equation, see, e.g.,
[47]. Here, we propose to use a BEGS update as

Hit1 = Hy + = . 43)

YEOMT (Hes®) (His®)T
(K, sk) ((Hysk, sk)

In practice, to avoid the inverse By = Hk_1 , we can update this inverse directly [47] in
lieu of updating Hy as in (43). Note that the BFGS update (43) or its inverse version
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may not maintain the sparsity or block pattern structures of the sequence { Hy} or { By}
even if V2 f is sparse.

The following result shows that the quasi-Newton method (40) achieves a super-
linear convergence whose proof can be found in Appendix A.9.

Theorem 7 Assume that x} € dom( f) is the unique solution of (24) and is strongly

regular. Let {xk} be the sequence generated by (40). Then, the following statements
hold:

(a) Assume, in addition, that the sequence of matrices { Hy} satisjiies the Dennis—Moré
condtion (41) with x = x}. Then, there exist ¥ > 0, and k > 0 such that, for
all k > k, we have || x* — x;~||x;, < r and {xk} locally converges to x}- at a
superlinear rate.

(b) Suppose that Hy is chosen such that Hy € SJ’:JF. Then, (yk, zk) > 0 forallk > 0,
and hence, the sequence {Hy} generated by (43) is symmetric positive definite,
and satisfies the secant equation (42). Moreover, if the sequence {xk} generated
by (40) satisfies Y - l|x* — x; ||x*f < 400, then {xk} locally converges to the
unique solution x} of (24) at a superlinear rate.

Note that the condition Y - [|xk — x} IIX;_ < + 00 in Theorem 7(b) can be guar-

k+1

anteed if ||x —x}llx} < pllxk —x}||x} for some p € (0, 1) and k > k > 0. Hence,

if {xk} locally converges to x} at a linear rate, then it also locally converges to x} at
a superlinear rate. ‘ ‘

6 Numerical experiments

We provide five examples to verify our theoretical results and compare our methods
with existing methods in the leterature. Our algorithms are implemented in Matlab
2014b running on a MacBook Pro. Retina, 2.7 GHz Intel Core i5 with 16Gb 1867
MHz DDR3 memory.

6.1 Comparison with [72] on regularized logistic regression

In this example, we empirically show that our theory provides a better step-size for
logistic regression compared to [72] as theoretically shown in Example 4. In addition,
our step-size can be used to guarantee a global convergence of Newton method without
linesearch. It can also be used as a lower bound for backtracking or forward linesearch
to enhance the performance of Algorithm 1.

To illustrate these aspects, we consider the following regularized logistic regression
problem:

1 n
fri= min {00 = = 3 euta)x + w) + T3], (44)

x i—=1
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—o-- Algorithm 1 (v = 2)
—s— Algorithm 1 (v = 3)
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Fig. 1 The convergence of Algorithm 1 for news20 .binary (left: relative objective residuals, middle:
relative norms of gradient, and right: step-sizes)

where £(s) = log(1+ e™*) is the logistic loss, u is a given intercept, y; € {—1, 1} and
a; € R? are given as input data fori = 1,...,n,and y > 0 is a given regularization
parameter.

As shown previously in Proposition 5, f can be cast into an (M @) , 3)-generalized
self-concordant function with M & _ \Lﬁmax{llainz | 1 <i < n}. On the other
hand, f can also be considered as an (M % , 2)-generalized self-concordant with

MP = max{lail2 |1 <i <n).

f
We implement Algorithm 1 using two different step-sizes ‘L'k(z) = ln(lﬂtﬂ") and
1153) = — —ag suggested by Theorem 2 for v = 2 and v = 3, respectively. We

140.5M 7 3
terminate Algorithm 1 if ||V £ (x%)|l2 < 1078 max {1, |V £ (x?) |2}, where x° = 0 is
an initial point. To solve the linear system (26), we apply a conjugate gradient method
to avoid computing the inverse V2 f (x€)~! of the Hessian matrix V2 f (x¥) in large-
scale problems. We also compare our algorithms with the fast gradient method in [40]
using an optimal step-size for strongly convex functions which has an optimal linear
convergence rate.

We test all algorithms on a binary classification dataset downloaded from [12] at
https://www.csie.ntu.edu.tw/~cjlin/libsvm/. As suggested in [72], we normalize the
data such that each row a; has ||a;||» = 1 fori = 1, ..., n. The parameter is set to
y = 1073 as in [72].

The convergence behavior of Algorithm 1 for v = 2 and v = 3 is plotted in Figure 1
for the news20 problem.

As we can see from this figure that Algorithm 1 with v = 2 outperforms the

case v = 3. The right-most plot reveals the relative objective residual m, the

IV.f )l :
ma{ LIV SO0 T] and the left-most figure
displays the step-size 1,52) and tk(3). Note that the step-size 1:153) of Algorithm 1 depends

on the regularization parameter y. If y is small, then rkG)

middle one shows the relative gradient norm

is also small. In contrast,

the step-size tk(z) of Algorithm 1 is independent of y.

Our second test is performed on six problems with different sizes. Table 3 shows
the performance and results of the 3 algorithms: Algorithm 1 with v = 2, Algorithm 1
with v = 3, and the fast-gradient method in [40]. Here, n is the number of data points,
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p is the number of variables, i ter is the number of iterations, error is the training
error measured by 21—n Z;‘:l (1 —sign(y; (aiTx +1))), and f(xk) is the objective value
achieved by these three algorithms.

We observe that our step-size 1152) using v = 2 works much better than r,§3) using
v = 3 as in [72]. This confirms the theoretical analysis in Example 4. This step-
size can be useful for parallel and distributed implementation, where evaluating the
objective values often requires high computational effort due to communication and
data transferring. Note that the computation of the step-size r,fz) in Algorithm 1 only
needs O(p) operations, and do not require to pass over all data points. Algorithm 1
with v = 2 also works better than the fast gradient method [40] in this experiment,
especially for the case n > 1. Note that the fast gradient method uses the optimal
step-size and has a linear convergence rate in this case.

Finally, we show that our step-size Tk(z) can be used as a lower bound to enhance a
backtracking linesearch procedure in Newton methods. The Armijo linesearch condi-
tion is given as

FO* +any) < FON —anV e Tng, (45)

where c; € (0, 1) is a given constant. Here, we use ¢; = 10~° which is sufficiently
small.

— Inourbacktracking linesearch variant, we search for the best step-size t € [rk(z) , 1],

This variant requires to compute r,fz) which needs O(p) operations.
— In the standard backtracking linesearch routine, we search for the best step-size
T € (0, 1].

Both strategies use a bisection section rule as t <« 7/2 starting from v <« 1. The
results on 3 problems are reported in Table 4.

As shown in Table 4, using the step-size 1,52) as a lower bound for backtracking
linesearch also reduces the number of function evaluations in these three problems.
Note that the number of function evaluations depends on the starting point x° as well
as the factor ¢y in (45). If we set ¢; too small, then the decrease on f can be small.
Otherwise, if we set ¢ too high, then our decrement ¢ 7V f (xk)Tnflt may never be
achieved, and the linesearch condition fails to hold. If we change the starting point x°,

the number of function evaluations can significantly be increased.

6.2 The case v = 2: matrix balancing

We consider the following convex optimization problem originated from matrix bal-
ancing [14]:
* . Xi—X;
‘= min x) = ajie’’ i 46
fro=min {fo0 = 3 ayet ) (46)
I=<i,j<p
where A = (a;j)pxp is a nonnegative square matrix in R”*?. Although (46) is a
unconstrained smooth convex problem, its objective function f is not strongly convex
and does not have Lipschitz gradient. Existing gradient-type methods do not have a
theoretical convergence guarantee as well as a rule to compute step-sizes. However,
(46) is an important problem in scientific computing.
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By Proposition 1 and Corollary 1, f is generalized self-concordant with M = /2
and v = 2. We implement Algorithm 1 and the most recent method proposed in [14]
(called Boxed-constrained Newton method (BCNM)) to solve (46). Note that [14] is
not directly applicable to (46), but it solves a regularization of this problem. Since
V2 £ (x) is not positive definite, we use a preconditioned conjugate gradient gradient
(PCG) method to solve the linear system in Algorithm 1. We use an accelerated
projected gradient method (FISTA) [4] to solve the subproblem for the method in
[14]. We terminate PCG and FISTA using either a tolerance 1072 or a maximum
of 200 iterations. For the outer loop, we terminate Algorithm 1 and BCNM using
the same stopping criterion: 8 f; := ||V f (x*) 2/ max {1, [V f(x9) [} < 1078, We
choose x¥ := 07 as an initial point.

We test both algorithms on several synthetic and real datasets. The synthetic data
is generated as in [52] with different structures. The basic matrix H = (H;;) pxp is
a p x p upper Hessenberg matrix defined as H;; = 0if j <i —1,and H;; =1
otherwise. H; differs from H only in that Hj; is replaced by p2; H, differs from H
only in that H» is replaced by p?; and Hy = H + (p*> — DI,. We use these matrices
for A in (46). We take p = 1000, 5000, 10000, and 15000. We name each problem
instance by “Hdy”, where H stands for Hessenberg, and y = 1073 p.

The real data is downloaded from https://math.nist.gov/MatrixMarket/searchtool.
html with different structures from different application fields, suggested by [13].
Since we require the matrix A to be nonnegative, we take Ag := max {0, A} (entry-
wise). For the real data, if A is highly ill-conditioned, then we add a uniform noise
U[0, 0] to A, where o = 107> max{a;;|1 < i, j < p}.

The final results of both algorithms are reported in Table 5, where p is the size
of matrix A; iter/siter is the maximum number of Newton-type iterations /
PCG or FISTA iterations; time[s] is the computational time in second; § f; is
the relative gradient norm defined above; .4 is the ratio of the computational time
between Algorithm 1 and BCNM; and 8x* is the relative difference between x* given
by Algorithm 1 and BCNM.

As we can see from our experiment, both methods give almost the same result in
terms of the objective values f(x¥) and approximate solutions x*. Given the same
stopping criteria and solution quality, Algorithm 1 outperforms BCNM in all datasets
in terms of average computational time which is specified by fr; = iﬁiﬂ. In
particular, for many asymmetric and/or ill-conditioned datasets (e.g., H2d5, or bwm),
Algorithm 1 is approximately from 8 to 17 times faster than BCNM.

6.3 The case v € (2, 3): distance-weighted discrimination regression.
In this example, we test the performance of Algorithm 1 on the distance-weighted

discrimination (DWD) problem introduced in [36]. In order to directly use Algorithm 1,
we slightly modify the setting in [36] to obtain the following form:
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1 ¢ 1 T
= min fx) =~ +c'E
x=[w.§.u]T €RP n ; (a;' w + pyi + &)
+l 2 2 2 47
> yillwllz +vau” + y3llElly ) ¢ (47)
where g > 0,a;,y; i =1,...,n) and c are given, and y; > 0 (s = 1, 2, 3) are three

regularization parameters for w, u and &, respectively. Here, the variable x consists of
the support vector w, the intercept w, and the slack variable £ as used in [36]. Here, we
penalize these variables by using least-squares terms instead of the £1-penalty term as
in [36]. Note that the setting (47) is not just limited to the DWD application above,
but can also be used to formulate other practical models such as time optimal path

planning problems in robotics [69] if we choose an appropriate parameter g.
1

Since  ¢(1) = @ 18 (Mg, v)-generalized self-concordant  with
— +2 - o 2(g+3) . ..

M, = wﬂi’/m nat2 and v = qu € (2,3), using Proposition 1,

we can show that f is (My, 2;‘1:23))-generalized self-concordant with My :=

2 max | @] i, TS |1 i < ) here, e is the i-th unit
vector). Problem (47) can be transformed into a second-order cone program [25], and
can be solved by interior-point methods. For instance, if we choose ¢ = 1, then, by
introducing intermediate variables s; and r;, we can transform (47) into a second-order
cone program using the fact that — < s;isequivalent to /(r; — 5;)% + 22 < (r; +5;).

We implement Algorithm 1 to solve (47) and compare it with the interior-point
method implemented in commercial software: Mosek. We experienced that Mosek is
much faster than other interior-point solvers such as SDPT3 [60] or SDPA [70] in this
test. For instance, Mosek is from 52 to 125 times faster than SDPT3 in this example.
Hence, we only present the results of Mosek.

We also incorporate Algorithm 1 with a backtracking linesearch using our step-
size 1 (LS with 1) as a lower bound. Note that since f does not have a Lipschitz
gradient map, we cannot apply gradient-type methods to solve (47) due to the lack of
a theoretical guarantee.

Since we cannot run Mosek on big data sets, we rather test our algorithms and
this interior-point solvers on 6 small and medium size problems using data from [12]
(https://www.csie.ntu.edu.tw/~cjlin/libsvm/). We choose the regularization parame-
ters as y; = y = 107 and y3 = 10~7. Note that if the data set has the size of
(n, p), then number of variables in (47) becomes p + n + 1. Hence, we use a built-in
Matlab conjugate gradlent solver to compute the Newton direction n (- The initial
point x% is chosen as w® := 0, u° := 0 and £° := 1. In our algorlthms we use
IV £ (x> < 1078 max {l, IV £(x9) ||2} as a stopping criterion.

Note that, by the choice of y; fori = 1,2, 3 as ymin := min {y1, 2, 13} = 1077 >
0, the objective function of (47) is strongly convex. By Proposition 4(a), we can cast
this function into an (M f v)-generalized self-concordant with b = 3 and M o=

_=q

HZ]E:’]”) My, where M is given above. We also implement Algorithm 1 using b = 3
to solve (47).
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The results and performance of the four algorithms are reported in Table 6 for two
cases: ¢ = 1 and g = 2. We can see that Algorithm 1 with v = 2 outperforms the case
D = 3 in terms of iterations. The case v = 2 is approximately from 3 to 13 times faster
than the case D = 3. This is not surprising since M  depends on ymin, and it is large

(3)
Tk

since ymin 1S small. Hence, the step-size computed by using M £ is smaller than

1152) computed from M s as we have seen in the first example. Mosek works really well
in this example and it is slightly better than Algorithm 1 with v = 2. If we combine
Algorithm 1 with a backtracking linesearch, then this variant outperforms Mosek.
All the algorithms achieve a very high accuracy in terms of the relative norm of the
¢ IVL6D1

IV )2
parallelizable and their performance can be improved by exploiting this structure as

studied in [72] for the logistic case.

gradien which is up to 1078, We emphasize that our methods are highly

6.4 The case v = 3: portfolio optimization with logarithmic utility functions.

In this example, we aim at verifying Algorithm 2 for solving the composite generalized
self-concordant minimization problem (32) with v = 3. We illustrate this algorithm on
the following portfolio optimization problem with logarithmic utility functions [59]
(scaled by a factor of %):

n
fr= min 1 f() == > log(w/x) [x =0, 1Tx=1¢, (48)

i=1

where w; € Rf_ fori = 1,..., n are given vectors presenting the returns at the i-th
period of the assets considered in the portfolio data. More precisely, as indicated in [9],
w; measures the return as the ratio w;; = v; j/v;_1,; between the closing prices v; j
and v;_,j of the stocks on the current day i and on the previous day i — 1, respectively;
1 € R? is a vector of all ones. The aim is to find an optimal strategy to assign the
proportion of the assets in order to maximize the expected return among all portfolios.

Note that problem (48) can be cast into an online optimization model [27]. The
authors in [27] proposed an online Newton method to solve this problem. In this case,
the regret of such an online algorithm showing the difference between the objective
function of the online counterpart and the objective function of (48) converges to zero
at a rate of «/Lﬂ as n — oo. If n is relatively small (e.g., n = 1000), then the online
Newton method does not provide a good approximation to (48).

LetA:={x eR’ |x >0, 17x = 1} be the standard simplex, and g (x) := 8 (x)
be the indicator function of A. Then, we can formulate (48) into (32). The function f
defined in (48) is (M f, v)-generalized self-concordant with v = 3 and My = 2.

We implement Algorithm 2 using an accelerated projected gradient method [4,
40] to compute the proximal Newton direction. We also implement the Frank—Wolfe
algorithm and its linesearch variant in [20,30], and a projected gradient method using
Barzilai and Borwein’s step-size to solve (48). We name these algorithms by FW,
FW-LS, and PG-BB, respectively.
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We emphasize that both PG-BB and FW-LS do not have a theoretical guarantee
when solving (48). FW has a theoretical guarantee as recently proved in [49], but
the complexity bound is rather pessimistic. We terminate all the algorithms using
xktl — XK, < emax {1, ||xk||2}, where ¢ = 1078 in Algorithm 2, ¢ = 107°
in PG-BB, and ¢ = 10~ in FW and FW-LS. We choose different accuracies for
these methods due to the limitation of first-order methods for attaining high accuracy
solutions in the last three algorithms.

We test these algorithms on two categories of dataset: synthetic and real stock data.
For the synthetic data, we generate matrix W with given price ratios as described above
in Matlab. More precisely, we generate W := ones(n, p)+N (0, 0.1) which allows the
closing prices to vary about 10% between two consecutive periods. We test with three
instances, where (n, p) = (1000, 800), (1000, 1000), and (1000, 1200), respectively.
We name these three datasets by PortfSyn1, PortfSyn2, and PortfSyn3, respectively.
For the real data, we download a US stock dataset using an excel tool http://www.
excelclout.com/historical-stock-prices-in-excel/. This tool gives us the closing prices
of the US stock market in a given period of time. We generate three datasets with
different sizes using different numbers of stocks from 2005 to 2016 as described in [9].
We pre-processed the data by removing stocks that are empty or lacking information
in the time period we specified. We name these three datasets by Stockl, Stocks2, and
Stocks3, respectively.

The results and the performance of the four algorithms are given in Table 7. Here,
iter gives the number of iterations, time is the computational time in second,
error measures the relative difference between the approximate solution x* given
by the algorithms and the interior-point solution provided by CVX [25] with the high
precision configuration (up to 1.8 x 10712): |x* — x| /max {1, | % | }-

CVX ||
From Table 7 we can see that Algorithm 2 has a comparable performance to the first-

order methods: FW-LS and PG-BB. While our method has a rigorous convergence
guarantee, these first-order methods remains lacking a theoretical guarantee. Note
that Algorithm 2 and PG-BB are faster than the Fiw method and its linesearch variant
although the optimal solution x* of this problem is very sparse. We also note that
PG-BB gives a smaller error to the CVX solution. This CVX solution is not the
ground-truth x* but gives a high approximation to x*. In fact, the CVX solution is
dense. Hence, it is not clear if PG-BB produces a better solution than other methods.

6.5 Proximal Quasi-Newton method for sparse multinomial logistic regression.

We apply our proximal Newton and proximal quasi-Newton methods to solve the
following sparse multinomial logistic problem studied in various papers including
[31]:

n m

. 1 9 <z> D
F* .— {F = I:_ (1 (wY’,x J (l) )]
= min (x):= " og( E e E i ) o

j=1 i=1

Hyiveewn] | (49)
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Fig. 2 Left: convergence behavior of three methods, right: performance profile in time [second] of 5
methods

where x can be considered as a matrix variable of size m x p formed from
xM o lm) vec(-) is the vectorization operator, and y > 0 is a regularization
parameter. Both yl.(j ) € {0, 1} and w") are given as input data fori = 1, ..., m and
j=1...,n

The function f defined in (49) has a closed form Hessian matrix. However, forming
the full Hessian matrix V? f (x) requires an intensive computation in large-scale prob-
lems when n >> 1. Hence, we apply our proximal-quasi-Newton methods in this case.
As shown in [63, Lemma 4], the function f is (M s, v)-generalized self-concordant
with v =2 and My := % max {[lwP |, | 1 < j <n}.

We implement our proximal quasi-Newton methods to solve (49) and compare
them with the accelerated first-order methods implemented in a well-established soft-
ware package called TFOCS [5]. We use three different variants of TFOCS: TFOCS
with NO7 (using Nesterov’s 2007 method with two proximal operations per iteration),
TFOCS with N83 (using Nesterov’s 1983 method with one proximal operation per
iteration), and TFOCS with AT (using Auslender and Teboulle’s accelerated method).

We test on a collection of 26 multi-class datasets downloaded from https://

www.csie.ntu.edu.tw/~cjlin/libsvm/. We set the parameter y in (49) at y := %

after performing a fine tuning. We terminate all the algorithms if | x**t! — xk|| <
1070 max {1, [lx*]|}.

We first plot the convergence behavior in terms of iterations of three proximal
Newton-type algorithms we proposed in this paper in Figure 2 (left) for the dna
problem with 3 classes, 2000 data points, and 180 features.

As we can see from this figure, the proximal Newton method takes fewer iterations
than the other two methods. However, each iteration of this method is more expensive
than the proximal-quasi-Newton methods due to the evaluation of the Hessian matrix.
In our experiment, the quasi-Newton method with L-BFGS outperforms the one with
BFGS.

Next, we build a performance profile in time [second] to compare five different
algorithms: two proximal quasi-Newton methods proposed in this paper (BFGS and
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L-BFGS), and three variants of the accelerated first-order methods implemented in
TFOCS.

The performance profile was studied in [17] which can be considered as a standard
way to compare different optimization algorithms. A performance profile is built based
on a set S of n, algorithms (solvers) and a collection P of n, problems. We build a
profile based on computational time. We denote by T;; := computational time required
to solve problem i by solver j. We compare the performance of solver j on problem
i with the best performance of any algorithm on this problem; that is we compute

aosize{i € P | rij < 7}
for T € R4. The function p; : R — [0, 1] is the probability for solver j that a
performance ratio is within a factor T of the best possible ratio. We use the term
“performance profile” for the distribution function p; of a performance metric. In the
following numerical examples, we plotted the performance profiles in log,-scale, i.e.
pj(T) == n—lpsize{i € P |logy(rij) < 7 :=log, T}.

Figure 2 (right) shows the performance profile of five algorithms on a collection
of 26 problems indicated above. The proximal quasi-Newton method with L-BFGS
achieves 13/26 (50%) with the best performance, while the BFGS obtains 10/26
(38%) with the best performance. In terms of computational time, both proximal
quasi-Newton methods outperform the optimal proximal gradient methods in this
experiment. It is also clear that our proximal quasi-Newton-type methods achieve
a more accuracy solution in this experiment compared to the accelerated proximal

gradient-type methods implemented in TFOCS.

. T o~
the performance ratio r;; 1= mllke} Now, let p;(7) :=

7 Conclusion

We have generalized the self-concordance notion in [45] to a more general class
of smooth and convex functions. Such a function class covers several well-known
examples, including logistic, exponential, reciprocal, and standard self-concordant
functions, just to name a few. We have developed a unified theory with several basic
properties to reveal the smoothness structure of this functional class. We have provided
several key bounds on local norms, Hessian mapping, gradient mapping, and function
value of this functional class. Then, we have illustrated our theory by applying it to
solve a class of smooth convex minimization problems and its composite setting. We
believe that our theory provides an appropriate approach to exploit the curvature of
these problems and allows us to compute an explicit step-size in Newton-type methods
that have a global convergence guarantee even for non-Lipschitz gradient/Hessian
functions. While our theory is still valid for the case v > 3, we have not found
yet a representative application in a high-dimensional space. Therefore, we limit our
consideration to Newton and proximal Newton methods for v € [2, 3], but our key
bounds in Sect. 2.7 remain valid for different ranges of v with v > 0.

Our future research is to focus on several aspects. Firstly, we can exploit this the-
ory to develop more practical inexact and quasi-Newton-type methods that can easily
capture practical applications in large-scale settings. Secondly, we will combine our
approach and stochastic, randomized, and coordinate descent methods to develop new
variants of algorithms that can scale better in high-dimensional space. Thirdly, by
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exploiting both generalized self-concordant, Lipschitz gradient, and strong convex-
ity, one can also develop first-order methods to solve convex optimization problems.
Finally, we plan to generalize our theory to primal-dual settings and monotone oper-
ators to apply to other classes of convex problems such as convex—concave saddle
points, constrained convex optimization, and monotone equations and inclusions.

Acknowledgements This work is partially supported by the NSF-grant No. DMS-1619884, USA.

A Appendix: The proof of technical results

This appendix provides the full proofs of technical results presented in this paper. We
prove some technical results used in the paper, and missing proofs in the main text.
We also provide a full convergence analysis of the Newton-type methods presented in
the main text.

A.1 The proof of Proposition 6: Fenchel’s conjugate

Let us consider the set X := {x € R” | f(u) — (x, u) is bounded from below on
dom( f)}. We first show that dom( f*) = X.

By the definition of dom(f*), we have dom(f*) = {x € R? | f*(x) < + 00}.
Take any x € dom(f*), one has f*(x) = maxyedom(s) {{(x,u) — f(w)} < +o0.
Hence, f(u) — (x,u) > — f*(x) > —oo for all u € dom(f) which implies x € X.

Conversely, assume that x € X'. By the definition of X, f(u#) — (x, u) is bounded
from below for all u € dom( f). That is, there exists M € [0, + 00), such that f(u) —
(x,u) > —M for all u € dom(f). By the definition of the conjugate, f*(x) =
max,edom(f) 1{X, u) — f(u)} < M < 4 oo. Hence, x € dom(f*).

For any x € dom(f*), the optimality condition of max, {(x,u) — f(u)}is x =
V f(u).Letusdenote by x(u) = V f(u). Then, we have f*(x(u)) = (x(u), u)— f (u).
Taking derivative of f* with respect to x on both sides, and using x(«) = V f (1), we
have

Vef (xu) = u+u'xu) —u,Vfu)=u.

We further take the second-order derivative of the above equation with respect to u to
get

V2 A Oe)x) () = 1.
Using the two relations above and the fact that x], (1) = V2 f(u), we can derive

(V¥ (x(u)), X, (u)v) = (u, x,u)v) = (V> f(w)v, u) (50)
(V2 F* (e (u))x) (), X, (w)yw) = (v, x, ()w) = (V2 f(u)v, w), (51)

where u € dom(f), and v, w € R”. Using (50) and (51), we can compute the third-
order derivative of f* with respect to x(u) as
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(V2 £ (@), 0wl (v, (v} = (V2 @) @, x @) L w)

— 2(V2 f*(xw)x) (w)v, (x}, (w)v),w)
(50

= (((x, (u)v, v))ly, w)
— 2V F* (e (u)x, v, (x, (w)v),w)

D (v F ) wlv, v) — 20, w)v),w, v)

= —(V3 fw)[wlv, v). (52)

Denote & := x,(u)w and n := x/(u)v. Since x| (u) = V2 f(u), we have
& = sz(u)w, n = sz(u)v, and w = sz(u)_lé. Using these relations and
V2 f*(x(u))x/,(u) = T, we can derive

(52) () _ _
= (V3 F)[wlv, v) < My oll2 w272 w3~

= M4 (V2 f v, v)(V2 f yw, w) T w] 3™
= My(n, V2 f*(x(w)x'(u)v)
(&, V2 £* (e (w))x' (yw) T V2 f ()~ &3
= M (V2 F* (), M (V2 f*(x ())E, €)'T
(V2 f*(x )&, V2 f*(xu))E)> .

(V3 £*(x(u)[E]n, 1)

For any H € 8£+, we have (H&, &) < ||HE||, ||£]|,. For any v > 3, this inequality
leads to

(HE,£)'T |HEIP™ < (HE. &) T |Ey 3.

Using this inequality with H = V2 f*(x(u)) into the last expression, we obtain

(V3 FECeu)IET, )| < M (V2 F*Ge@u))n, n) (V2 (e w))E, £) 2 )57
= Myl IENT €5,

By Definition 2, weneed v —3 =3 —v,and 4 —v = v, —2 which hold if v, = 6 —v.
Under the choice of v, the above inequality shows that f* is (M p=, v,)-generalized
self-concordant with M s+ = My and v, = 6 — v. However, to guarantee v — 3 > 0
and 6 —v > 0, werequire 3 < v < 6.

Finally, we prove the case of univariate functions, i.e., p = 1. Indeed, we have

x@ = f'@w), (f9'x@)=u, and (f9)"xc@)x'@) = 1. (53)

Here, f’ is the derivative of f with respect to u. Taking the derivative of the last
equation on both sides with respect to u, we obtain

(F5)" ) (" w))® + () (e u))x" ) = 0.
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Solving this equation for (f*)"” (x(«)) and then using (53) and x" (1) = f""(u), we
get

= [((f*" @) " )|
= Mp((f) (@) T

ONZ _ D" @) (w)
()" e = [LEG0

< My | (O @)y (1)’

This inequality shows that f* is generalized self-concordant with v, = 6 — v for any
v e (0, 6). O

A.2 The proof of Corollary 2: bound on the mean of Hessian operator

Let y; := x 4+ t(y — x). Then d,(x,y;) = td,(x,y). By (15), we have
=)
Vi 4ty —x) = (I—=2dy(x,y)72 V2 f(x) and V2 f(x + t(y — x)) =
2
(1 —1dy(x, y))r2 sz(x). Hence, we have

1
LV < [V = de < T, VR ),
. 1 2 7 . 1
where I,(x,y) = [y (I —1dy(x,y)"2dt and I,(x,y) = [,
(1 —dy(x, y))v%zz‘ dt are the two integrals in the above inequality. Computing these

integrals explicitly, we can show that

1—(1—dy(x,y))? - —In(1—dy(x,y
—Ifv=4,thenl (x,y) = %(’xy)y)) and 7, (x,y) = %T?;;C)))'

— Ifv # 4, then we can easily compute I, (x, y) = vfl‘:az)y) (1 — (1 =dy(x, y))ﬁ>,

- w=2) vt
and I, (x,y) = Ty e (1 — (1 =dy(x,y)) H).

Hence, we obtain (18).
Finally, we prove for the case v = 2. Indeed, by (16), we have e~ YIV2 £ (x) <
V2 f(ye) < e2EYIV2 £(x). Since da (x, y;) = td>(x, y), the last estimate leads to

1 1 1
<f e_dZ("’y)Tdr> V2 f(x) 5/ V2 f(yo)dT < </ ed2<X~y>fdr> V2 f(x),
0 0 0
which is exactly (18). O

A.3 Techical lemmas

The following lemmas will be used in our analysis. Lemma 1 is elementary, but we
provide its proof for completeness.
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Lemma 1 (a) For a fixed r > 1 and t € (0, 1), consider a function vy, (t) =
A=y =rtd=0" 4 ¢ (0, 1). Then, ¥ is positive and increasing on (0, t] and

rt2(1—t)"
1i1(1)1+ v (1) = 4, 111? V(1) = 400, and sup |V (1) < C(f) < + o0,
11— t—1- _

0<t<f
where C,(f) := % € (0, + 00).
(b) Fort > 0, we also have e[jﬁ < (% + L) e

Proof The statement (b) is rather elementary, we only prove (a). Since r > 1,
lim, o+ (1 — (1 — 1) —rt(1 —1)") = lim,_ o+ rt>(1 —¢)" = 0and re?(1 —1)" > 0
fort € (0, 1), applying L”Hospital’s rule, we have

lim,_ o+ r(r + Dt(1 — 1) !
lim, o+ rt2 — Q2+ r)d —1)r!
lim, ,o+(r +1) r+1

T limLrC—C+trn 2

lim ¢, (1) =
t—0t

The limit lim,_, ;- ¥ (t) = + oo is obvious.

r+1
Next, it is easily to compute ¥/ (r) = U= *r[(;(tr_zt))-r+(r1+2)t—2_ Let m,(¢) :== (1 —

1)1 (rt 4+ 2) + (r + 2)t — 2 be the numerator of ¥/ (t).

We have m/.(t) =r +2 — (1 — )" (r®t +2rt +r +2),and m”(t) = r(r + D)(r +
2)t(1 —t)"~!. Clearly, since r > 1, m”(t) > 0 for ¢ € [0, 1]. This implies that m/. is
nondecreasing on [0, 1]. Hence, m/,(t) > m/,(O) = 0 for all ¢ € [0, 1]. Consequently,
m, is nondecreasing on [0, 1]. Therefore, m, (t) > m,(0) = O for all r € [0, 1]. Using
the formula of v/, we can see that v, (¢) > 0 for all # € (0, 1). This implies that y,
is nondecreasing on (0, 1). Moreover, lim,_, o+ ¥, (t) = % > 0. Hence, ¥, (t) > 0
for all ¢ € (0, 1). This implies that ¥, is bounded on (0, £] C (0, 1) by ¥, (7). O

Similar to Corollary 2, we can prove the following lemma on the bound of the
Hessian difference.

Lemma 2 Given x, y € dom(f), the matrix H(x, y) defined by

1
H(x,y) = V> f(x)~1/? [ f (V2 f(x +1(y —x) — V2f(x))df] VZf)TV2, (54)
0

satisfies
I1Hx, I < Ry (dv(x, y) di(x, y), (55)

where R, (t) is defined as follows for t € [0, 1):

G+4)¢ yv=2
Ro(t) = { 1-0-0"2 - (45)ra-ni3 (56)
v lf2 <V S 3.
(‘U‘%;)ﬂ(l—t)m
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Moreover, for a fixed t € (0, 1), we have supy—,; |R,(t)| < M, (7), where

o 1-1-02 = (B)ia-0= 5§y
M, (f) := max e , (— + —) e't e (0,4 00).
(“g) 2(1—7)

Proof By Corollary 2, if we define G(x, y) := fol [VZf(x+1(y—x) = V2f(0)]
dt, then

[, (dy(x.y) = 1] V2 f(x) 2 G(x,y) 2 [Ku(dy(x,y) — IVPf(x).  (57)
Since H(x,y) = V2 f(x)"'2G(x, y) V> f (x)~ /2, the last inequality implies
I1H (x, y)|| < max {1 —«,(dy(x, ), €u(dy(x, ) — 1}.
Let Crnax (1) := max {1 —k, (1), %, (1) — 1} be for 1 € [0, 1). We consider three cases.
(a) For v = 2, since e™! + ¢’ > 2, we have l%‘ft + ett;l > 2 which implies
Coax (1) =Kp(t) — 1 = et’tﬁ Hence, by Lemma 1, we have Cax (1) < (% + %) te

which leads to R, (¢) := (% + %) el
(b) For v € (2, 3], we have

cmaxa):max{l w2 -a-n7], 42 %H—l]—l}

(v=2) o
v— 1

= — — 1] - 1

“ v)tl:(]_[)ﬁfz

Indeed, we show that (2’__1)2;[ 14,u — 1] + % [1 — (1 - t)ﬁ] > 2. Letu :=
(1-1)v=2

= > 0and v := ;= > 0. The last inequality is equlvalent to th[ = z)“ — ]
% [1 — (1 —1)"] = 2t which can be reformulated as 5—%+ u(l 5 -2t > 0.
Consider s(t) := % — % + u(ll o~ (l_t)v — 2t. It is clear that S’(f) = W +
1=t 1T—2=0—-0"" —I—(l—t)v 2 -2 >0forallt € [0, 1). We obtain
s(t) > 5(0) = 0. Hence, Copay (1) = (Sf_f))t[(l ,l)v ;- 1] 1

Let us define r = 4 2 = ﬁ — 1. Then, it is clear that v = 2 + %, and
v € (2, 3] is equivalent to r > 1. Now, using Lemma 1 with r = % —1>1, we

. 1= (1-1)v=2 7(4:”)“14)3%5 .
obtain R, (t) := s = . Put (a) and (b) together, we obtain (55)
S )2 (1—1)v=2

with R, defined by (56). The boundedness of R, follows from Lemma 1. O
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A.4 The proof of Theorem 4: solution existence and uniqueness

Consider a sublevel set LF(x) := {y € dom(F) | F(y) < F(x)}of F in (32). For any
y € Lr(x) and v € dg(x), by (22) and the convexity of g, we have

F(x) = F(y) = F&) + (V&) + v,y = x) + o, (=du(x, ) |y — x[I7 .
By the Cauchy-Schwarz inequality, we have

wy (=dy(x, ) Iy = xll, < IV + vk (58)

Now, using the assumption V2 f(x) > 0 for some x € dom(F'), we have opin (x) :=
Amin(sz(x)) > (, the smallest eigenvalue of sz(x).

M . .
(@) If v = 2, then da(x,y) = My |y — x|, < ﬁ |y — x|l,. This estimate
together with (58) imply

M;y M;y
wy (—da(x, y)) da(x, y) < \/T() IVf(x) +olly = JT(X)MX) (59)
We consider the function s2(f) := wy(—1)r = 1 — 1=¢ s5(t) =

4 . . .
“tz; L > 0 foral s e R4. Hence, s2(¢) is increasing on R,. However,

. o My
s7(1) < 1 and 11m s7(t) = 1. Therefore, if mk(x) < 1, then the equation

$2(0) — 75—
0<d(x, y) < t*,(59) holds. This condition leads to M 7 ||y — x|l, < t* < 400
which implies that the sublevel set £ (x) is bounded. Consequently, solution x*
of (32) exists.

(b) If 2 < v < 3, then

)A(x) = 0 has a unique solution t* € (0, + 00). In this case, for

v M
due.y) = (5 -1) —L Iy =%l

Omin(X) 2

This inequality together with (58) imply

v My x
Wy (—dy (. ) dy(.3) = (5 1) —Lo IVF @) + ol

Omin(X) 2
% Mg
S
2 Omin(X) 2
We consider s,(t) := w,(—t)t. After a few elementary calculations, we can
easily check that s, is increasing on Ry and s,(¢) < ﬂ for all + > 0, and
Iim s,() = "_2 Hence, if (i — ]) —A(x) < ”;, then, similar to
t——+00

Omin(x) 2~
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Case (a), we can show that solution x* of (32) exists. This condition implies that
3—v
20min(x) 2
M) < SEE

(¢c) If v =3, thend;(x, y) = % ly — x||.. Combining this estimate and (58) we get
_ My «
w3 (—d3(x, y)) d3(x,y) < - IVF)+ vl

With the same proof as in [40, Theorem 4.1.11], if % IV f(x)+ vl < 1 which
is equivalent to A(x) < Mip then solution x* of (32) exists.

Note that the condition on A(x) in three cases (a), (b), and (c) can be unified. The
uniqueness of the solution x* in these three cases follows from the strict convexity of
F. O

A.5 The proof of Theorem 2: convergence of the damped-step Newton method

The proof of this theorem is divided into two parts: computing the step-size, and
proving the local quadratic convergence.

Computing the step-size t;: From Proposition 10, for any x*, x**!1 € dom(f), if
d, (x*, x¥t1) < 1, then we have

FEED < F6R) (VD A =) + o, (du(xk, x"“)) ka“ [

¥k

. 2
Now, using (25), we have (V f(x%), x¥+1 — xF) = _g, (||Vf(xk)||;k) = —qal.
On the other hand, we have

(25) _ 27)
Ik — xR 2= (VPR TV AR, VIR = A,

25 27) t2p?
It = I E (V2 F IV £, V2 F TV pty

Using the definition of d,,(-) in (12), the two last equalities, and (28), we can easily
show that d, (x*, xk*1) = 7,.d. Substituting these relations into the first estimate, we
obtain

FOEN = 760 = (@ = o (mdo 7))

We consider the following cases:

2
(a) If v = 2, then, by (23), we have 1 (7) := AJT — (2—’;) (e"% — rd) — 1) with
d; = Bx. This function attains the maximum at 73 = Indl d':dk) = ]n(lﬁt B ¢ ©, 1)
with
Ak 2 A 2
m(w = () [0+domardo—a] = () [a+poma+s0-p]
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Itis easy to check from the right-most term of the last expression that Ay := ni(tx) > 0
for 7y > 0.

2
(b) If v = 3, then, by (23), we have ni(7) = A2T + (3—:) [tdy +In(1 — 7dy)]
with dy = 0.5M ;. We can show that 1, () achieves the maximum at 7y = 1+1_dk =

1 .
m (S (0, 1) with

A% 2 \? 0.5M ¢ Ay 0.5M ¢ Ay
() = —+ | — ——— 4+l - —— ).
1+0.5M ¢k My 14+0.5M g 1+0.5Mp

We can also easily check that the last term Ay := nx(7x) of this expression is positive
for Ay > 0.

(¢)If 2 < v < 3, then we have d; = M;_z (% - 1) A;_2ﬁg_”. By (23), we have

Ay—2 w\: (v=2)72 26-1)
(24 2k Y A T ) A o = _
nk(f)_(kﬁdw—v)r (%) mooa=m (- ma® -1).

Our aim is to find t* € (0, 1] by solving max,¢[o, 1] 7 (t). This problem always has a
global solution. First, we compute the first- and the second-order derivatives of n; as
follows:

/ 2 lv-2 v—d 1 2 =2
@) =xr1———— (1 — (1 — tdy) v~ ) and n; () = —A (1 — tdp) 2.
drv—4
Let us set 1, (zx) = 0. Then, we get
v=2
1 4—v Ay .. .
T = T 1—{1+ de € (0,1) (by the Bernoulli inequality),
k V-

with

( _)»_,% . 4—vy (1 4—vd>2v
Ll T L
A 2 v-2 ) ) 4—\1d v
+<Z> 26— ) _< +v—2"> '

In addition, we can check that 17,/(’ (tr) < 0. Hence, the value of t; above achieves the
maximum of 7 (). Then, we have Ay := ng(tx) > nx(0) = 0.

The proof of local quadratic convergence Let x} be the optimal solution of (24). We
have

I — x5 e = % = we V2 F OO TV ) — x5
= (1 = @) Ix* =l + wellxh = x5 = V2 £ OO TV F ) e
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Hence, we can write
I = x5 = A=) I = x3llw+ el V£
< [VI(7) = V=V P05 —e | e 60)
Let us define Ty := H sz(xk)*l[Vf(x}) — V)=V by —xk)]

consider three cases as follows: a
(a) For v = 2, using Corollary 2, we have (%) V2 f(xk) < fol V2 f(xk +

and
Xk

t(x; — xkyde < (eﬁg—;l) V2 f(x%), where B := Mf||xk — x}||2. Using the above
inequality, we can show that

AN P e ) S
¥ <max {1 — _ , —— — X = x% |«
Bk B Flx
Ek_l_B _
e 8 .
= ——— | Bullx* = x}ll .
Bi

Leto, = Amin(sz(xk)). We first derive

IV2f GOV FED 2 = V2 DTV = VeI
=l fy V2FOITIV2F Gk 4y — xRk = xde
= V2 fOHTIRPR G )V f 2R =)
< = IKGE It — .

where K (x*, x%) = Jo V2L T2V F (k4 t(x% — xK)V2 £ (xk)71/2d1. Using
Corollary 2 and noting that f; := My [|xk — x} |2, we can estimate || K (x¥, x})||

IA

B . . .. .
£ Ek L Using the two last estimates, and the definition of B¢, we can derive

_ M pePe—1
B =MV F G TIV D2 = FT= Inh =2}l = Mye

I =% Il
NG
provided that ﬁk < 1. Since, the step-size 7y = é In(1+ Br), wehave 1 — 73 < ’37" <
Mye|xF—x%| i Pi_1-p
TJ. On the other hand, E—;Eﬂk $

into (60) and using these relations, we have

IA

for all 0 < B; < 1. Substituting Ty

k 2
Mfe [lx _x} ”xk

k+l * en k *
N

provided that B; < 1. On the other hand, by Proposition 8, we have ||x*+!

B 1Bk
b}

IA

—X}”xk-ﬂ

kH o —1 Bet+Bis1 51 it 3 My ok x
e lx xfllxk ando; | <e +o, . Inaddition, B < @Hx xf||xk
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Combining the above inequalities, we finally get

ke * k * 2

X — X k+1 = = X" —X k

I f”X + < M el HBeritBr I f”x

———— < My _— .
VCk+1 Ik

k_ o *
Under the fact that fr < 1, and Br4+1 < 1, this estimate shows that {%}

I =21l &

Tor we can also conclude

quadratically converges to zero. Since || x* — x} 2 <

that {||xk — x} ||2} quadratically converges to zero.
(b) For v = 3, we can follow [40]. However, for completeness, we give a short

2
proof here. Using Corollary 2, we have (1 — e+ %k) V2 k) < fol V2 f(xk +

1) - xNdr < ﬁvZf(xk), where ry 1= 0.5M f||x* — X%l < 1. Using the
above inequality, we can show that

0.5M sllx* — x3112,
1= 0.5M plxk = x I

r/? Tk k *
Ty <max {ry — — T X" = X%l =

371

Substituting T into (60) and using 7z = we have

1
l+0.5Mf)\.k ’

O.SM/')»k | P

I+l
[|x*F X — x|

— x* < J =
xf”xk T 14+05Mpag

1 0.5M sllx* — x312,
1+ 0.5Mf)»k 1— 0.5Mf||xk — x} ”x"

+

Next, we need to upper bound Ag. Since V f (x}) = 0. Using Corollary 2, we can
bound Ay as

e = VLIS = IV FEH TRV = VI
= fy V@R T2V LGk 1 = 1) (5 — 2yl
<k = il fy VEFQRT2VEF 4 r (e — xR V2 ()T 2
Corollary 2 ||Xk_x} Ik

= e <2 xk = x* ,
- 170.5Mf||x’<7xf“xk <2 f”xk

provided that M [|xk — x} I« < 1. Overestimating the above inequality using this
bound, we get

k * 12
0.5M¢|lx _xf”Xk
1-0.5M gk —x% || &
2 2 2
< Myl = x%112 + Myllxk — x5 )12, = 2M |k — x5 )2,
flx flx iy

I = lle < 0.5M pAxlct — xfle +
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provided that My [|xk — x} Il ,x < 1. On the other hand, we can also estimate |kt —

[k —x% || g . . .
X5 k1 < VAL . Combining the last two inequalities, we
/ X
1=0.5M (It = g+ lxE =5 )
get
2My|lx* — x% )12,
”xk-H _x;”XkJrl < flx

1= 2M g |lxk = x3112, = 0.5M pllxk — x|k

2M ¢ 1
2m,osm,; = WMypont € [Ov 2Mf]'

then [|x**! —x% || 1 < 4Mp[|x* xf||2,.Thisshows

The right-hand side function ¥ (t) =

ek
Hence, if || x —x}llxk < 2M ,

that if x° € dom( f) is chosen such that ||x° }|| 0 < Tf then {||x — )Cf”xk}
quadratically converges to zero.
(c) Forv € (2, 3), with the same argument as in the proof of Theorem 3, we can
show that
I = x5 e < Ro@dyl|x* = x ] e

where R, is defined by (56) and d¥ := M} 7% (5 — 1) xk — x% |37V lxk — x5 "%,
Using again the argument as in the proof of Theorem 3, we have '

||)ck'"'1 — x}Ika+1

3—v

2
Tp11

X% = x5

k k
< Co(d, Ik = x30)
2
o
=k

Here, C, (-, -) is a given function deriving from R,,. Under the condition tllat d,’f and
[|x* —x} || .« are sufficiently small, we can show that C,, (d,’f, [|xk —x} k) < Cy.Hence,

k_x*_
the last inequality shows that {%} quadratically converges to zero. Since
7

—k
3

7|k x5 lm, < [|x* —x% |l ¢, where Hy := V2 £(x*) "2, we have [|x* X m, <

Hx =7k
——L= Hence, we can conclude that { [ xF — x* p Il &, } also locally converges to zero
2
I
at a quadratic rate. O

A.6 The proof of Theorem 3: the convergence of the full-step Newton method

We divide this proof into two parts: the quadratic convergence of [ 55 } and the
v
Ty

quadratic convergence of {||x* — X% Hk}

}: Since the full-step Newton scheme

updates x*T1 .= xk — V2 F(x*)~ 1Vf(xk) if we denote by nf = xk*1 — xk =
—V2f(xk)_1Vf(xk) then the last expression leads to Vf(xk) —I— sz(xk)nﬁt =0.
In addition, [|nk, ||« = ||Vf(xk)||zk = M. Using the definition of d, (-, -) in (12), we
denote d* := d, (x*, x*1).
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First, by V f (x¥) + V2 f (xk)nﬁ[ = 0 and the mean-value theorem, we can show
that

VR = ViR — vk — V2 bRk

1
= f I:sz(xk + tnﬁt) — sz(xk):l ”ﬁtdt-
0

Let us define G := fl [V2f(x + tnﬁt) — sz(xk)] dt and Hy = sz()ck)_l/2
GkVZf(xk) /2 Then, the above estimate implies Vf(xk“) = Gkn Hence, we
can show that

2
(19565015 ] = (V27 (657 Gy, Gy
= (H V2 £ (20, V2 O 2

Mpgs

< | Hill? ”nm”xk = | HlI*2.
By Lemma 2, we can estimate
IHyll < Ru(dbat,

where R, is defined by (56). Combining the two last inequalities and using Proposition
8, we consider the following cases:

(a) If v = 2, then we have 22

2
2y = e[|V ] which implies hxer <

k

ak dk d

- kN 7k «/Ek 2 1 e“2 . .
TR Mi.Notethat A, > Y2 and — < =B n th in li
e hz(dz)d2 r. Note that A, > M, a d%r1 =5 ased on the above inequality,
we have

Ak+1 i dk Mk 2
SMiRy(dy)e™: | — ) .
Ok+1 N

By a numerical calculation, we can easily check that if d§ < dj ~ 0.12964, then

2
A A
o, (_k) .

V1 (o
Consequently, if 20 \5 < MLf min {d},0.5} =
A < b and 2L < M
Nl
by induction. Under the condition j% < d2 , the above inequality shows that the
ratio [ ;3} converges to zero at a quadratic rate.
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Now, if v > 2, then we consider different cases. Note that
* 92
xk ] ’

_ ks ky 7k
)"k-‘rl = (1 du)v Rv(du)dy)\'k (61)

W = (0 =dT [|Vreth

which follows that

Note that & = (% — 1) M |d* [ A2 and o, < (1 — db)720; " Based on
these relations and (61) we can argue as follows:
(b) If 2 < v < 3, then Ay > |d*|, /&y which follows that df <

3
(5 —1)Mgo, * i Hence,
2
A1 _dmy v Ak
< —dh PR (5—1) VY
2 2
Trt1 ol

If dX < d¥, where @} is the unique solution to the equation
R, (df
(o) oo
2 T a—dh

2
3w 3y
then o, Hz A1 < 2My (g . kk) . Note that it is straightforward to check that

this equation always admits a positive solution. Hence, if we choose x* € dom( f) such

_3—v *
thato, * Ao < MLf min {%, %}, then we can prove the following two inequalities

together by induction:

_3=v 3—v
d‘]f = dll;(_H and Qk+12 Ayl S0y :

e
_3v
In addition, the above inequality also shows that { o, Ak} quadratically converges

to zero. "
(c) If v = 3, then d§ = Tj)\k’ and

Ry@)

M1 < (1 —dHTR3 (@) dENy = M —23" )2,
k+1_( 3) 3( 3) 3Nk f2(1—d§) k

Directly checking the right-hand side of the above estimate, one can show that if

k * 2 : 1 . * 1
dy < dj = 0.5, then g1 < 2M A7 Hence, if Ao < M—fm1n{2d3,0.5} = 21,

then we can prove the following two inequalities together by induction:

d§+l < d§ and Ag+1 < Ag.
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Moreover, the first inequality above also shows that {A;} converges to zero at a
quadratic rate.
The quadratic convergence of {||xk - x;|| Hy }: First, using Proposition 9 with

x:=xFandy = x}, and noting that Vf(x}) = 0, we have

&y (—dy (F, )X = x5 12 < (VAR xF —x%) S IV IS — 3

where the last inequality follows from the Cauchy-Schwarz inequality. Hence, we
obtain

@y (—dy (5, XD = x5l < IV LEO N = A (62)
We consider three cases:
(1) When v = 2, we have w,(t) = er_l. Hence, c?),,(—dv(xk,x;)) =
]_e—du(xk,x;.) B dv(xk,x})

1 k% . .. e
m > 5 >3 whenever d, (x*, x f) < 1. Using this inequality in

(62), we have ||x* — x}ll e < 2V ()%, = 22k provided that dy (x*, x%) < 1.
One the other hand, by the definition of o, we have /gk||xk —x}||2 < |Ixk —X}”xk.

.. . .. . oA .
Combining the two last inequalities, we obtain [x* — x}||2 < \/Tﬁ provided that

d, (xk’ x}) < 1. Since {j—%} locally converges to zero at a quadratic rate, the last

relation also shows that {|lx* — Xy ll2} also locally converges to zero at a quadratic
rate.

(2)Forv = 3, wehave &, (~d, (x*, %)) = anddy (x*, x%) = 2L |1k —

1
T+dy (F x5)
x5 —x% I

. . . k
- Jx @ < —
EnK7p Ak. This implies ||x

)C}”xk. Hence, from (62), we obtain
x} [k < l_o_gm as long as 0.5M yA; < 1. Clearly, since A, locally converges to
zero at a quadratic rate, ||x* — x} || .« also locally converges to zero at a quadratic rate.
v—4
(1+du (x",x;.)) .
dy (xk’x;_) -
1 v

I — 5554, (x*, x%) = 1 provided that d, (x*, x%) < § — 1. Similar to the case v = 2,

(3) For 2 < v < 3, we have cbv(—dv(xk,x})) = (ﬁ)

3—v v=2
we have g, * ||xk—x;||Hk < |Ix* —x}llxk < 2Xt, where Hy := V2 f(x¥)" 2. Hence,

23% . Since { ’}"% } locally converges to zero at a quadratic rate,

led oy

[ea?
{ ||xk — x; Il £, } also locally converges to zero at a quadratic rate. O

Ix* = x5l <

A.7 The proof of Theorem 5: convergence of the damped-step PN method

Given H € Sﬁ - and a proper, closed, and convex function g : R? — R U {+ oo}, we
define

P§(u) == (H +3g) "' () = argmin {g() + 3 (Hx, x) — (u, x)}.
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If H = V2 f(x) is the Hessian mapping of a strictly convex function f, then we can
also write Py F0 (u) shortly as Py (u) for our notational convenience. The following
lemma will be used in the sequel whose proof can be found in [62].

Lemma 3 Let g : R? — R U {4 00} be a proper, closed, and convex function, and
H € Sﬁ 1. Then, the mapping Pfl defined above is non-expansive with respect to the
weighted norm defined by H, i.e., for any u, v € R?, we have

[P a0 — PE )|y < llu— wlly (63)
Let us define

Se(u) == V2f()u— V) and ex(u,v) :=[V2f(x) — V2 f@)l(v —u), (64)

for any vectors x, u € dom(f) and v € R”. We now prove Theorem 5 in the main
text.

The proof of Theorem 5 Computing the step-size t;: Since z* satisfies the optimality
condition (36), we have

—V &) = V2 f(F gy € 0g(2h).
Using Proposition 10 we obtain
SO = 68 + o (V0. by ) + o (mdo T

k

Since x¥t1 = (1 — )xk + 7,25, using this relation and the convexity of g, we have

gGH ) < g(M) — (VA (65 + V2Ll b ).
Summing up the last two inequalities, we obtain the following estimate
FO < FOY = me(@).

With the same argument as in the proof of Theorem 2, we obtain the conclusion of
Theorem 5.

The proof of local quadratic convergence We consider the distance between x**! and
x* measured by [|x**! — x*||~. By the definition of x**!, we have

I — ¥l < (1= T lIx* — x*|ler 4 TellF — 3 e (65)
Using the new notations in (64), it follows from the optimality condition (33) and (36)
that 2F = P (S (%) + e« (xF, 25)) and x* = PE, (S« (x*)). By Lemma 3 and the

triangle inequality, we can show that

125 — ¥l < 1S () — S ) %0 A+ llexs (25, 25 1% (66)
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By following the same argument as in [62], if we apply Lemma 2, then we can derive
12+ () = S (e < Ro(dy 8%, Ny, X I3 = x* [l (67)

where R, (-) is defined by (56).
Next, using the same argument as the proof of (72) in Theorem 6 below, we can
bound the second term ||ey« (x¥, zk)||;';, of (66) as

[ —dyx* )72 — 1]k —ak e, ifv > 2
(edwxnxk>__1)”2k__xk”x, if v=2.

ko _k
llew (x%, 29 1% < {

Combining this inequality, (66), (67), and the triangle inequality, we obtain

{ 12 = x¥ e < Ruldy (%, 2D 1 = x* s, 69)
2% — x*[lee < Ry (dy (x*, xK))dy (*, xE) 6K — x4,
where Iév and R, are defined as
=)
A RO iy > 2 i ReOA=0P ol iy > 2
R,(t) := {2-(-nv=2 and R,(t) := ’(2*(1*’) ”’2)
LU ifv=2 Ry () ~1 2

t(2—e!)

respectively. After a few simple calculations, one can show that there exists a constant
¢y € (0,4 o0) such that if r € [0, d,], then both R, (¢) and R,(t) € [0, ¢,] (when
v=2

t — 0+, consider the limit), where &2 = % and d_v =1 (%)T forv > 2,
respectively. Using this bound, (65), (68), and the fact that t; < 1, we can bound

! = 2l = [ = 0 + ey (6 25| 1k = e (69)

Let 0* := omin(V2 f(x*)) be the smallest eigenvalue of V2 f(x*). We consider the
following cases: B
(a) If v = 2, then, for 0 < d, (x*, x*)y < d,, we can bound 1 — t; as

In(1 My
I—gp=1— B < B = Sk — 4k,

My =k OB ey
2 Vo S

% = 2%

My
é—*

On the other hand, we have d, (x*, x¥) = My [xk — x* |, < K — x* || ». Using

these estimates into (69), we get
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k+1 oMy i My k k
[ — Xt < —[1x" = e+ =l — X e ) 27— Xl
2o Vo
= M k2
2/c* .
x . 3CUMf . . 0 * . ij /o* 1
Let ¢} := N The last estimate shows that if ||x° — x*||,x < min M a |

then {|x* — x:||x~} quadratically converges to zero.
(b) If 2 < v < 3, then we first show that

k k 3—vy k -2 k
dy(x*, x") = (§ = 1) Myllx"—x* 57" I —x*|I5 " < (5 — 1) 7 1 =
(0.* 2
N 3§u
Hence, if ||xK — x*||x« < myd,, where m, := %%, then d, (x*, x*) < d,,.
Next, using the definition of d in (28), we can bound it as
) 3_
de =My (5 — 1) 126 = xF17 2 — 2437
-2
(15) k_ky v k_ k35
| Paver=
(I—dy (x*,xk)) v=2 (%) 2
M v kn O M0-2) X
< —L o (§ - D) lF = bl = e ek — e
(1=dy)(@*) 2 2(1=dy)(g*) 2
Using this estimate, we can bound 1 — 7 as follows:
4 V=2
—V 4—v
S B B (PR
l—a=l-z+z (! 1+§I§dk)
Bernoulll’imequahty 1 1 + 1 1 b2 %dk
di di 4—v 1+%dk
4—v
—5di. 4— My (4—v)
= 1J:4+)d < 95dk < — L epllak = x| = nyllxk — x|,
v—2 2(1=dy)(@*) 2
(4—v)M; o . . . .
where n,, := ————5—-¢, > 0. Substituting this estimate into (69) and noting that

2(1-d,)(c*) 2
dy (x*, x%) < o llxk = x*|e, we get

k+1 Cv k 2 k 2
”x e X*HX* < (nv + m_> ”x - X*||x* = Cj”'x - x*”x"
v

Hence, if ||x0 — x*|lx» < min {mvév, ci*}, then the last estimate shows that the
v

sequence {||xk — x| x*} quadratically converges to zero.
In summary, there exists a neighborhood A (x*) of x*, such that if x* € AN'(x*) N
dom(F), then the whole sequence {||xk —x* ||x*} quadratically converges to zero. O
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A.8 The proof of Theorem 6: locally quadratic convergence of the PN method

Since zX is the optimal solution to (35) which satisfies (36), we have V2 f(xFy)xk —
VF(xk) e (V2 (xR + ag)(Z5). Using this optimality condition, we get

k= gk = Pfk(sxk (xk) + exk(_xk7 Zk)) and
xk+2 — Zk+1 — Pfl\ (Sxk ()Ck+1) + e (xk-H, Zk+1))~

k+1

Let us define Agy1 = [Inpy

we have

|l k. Then, by Lemma (3) and the triangular inequality,

M1 < || Sek (XK — 8 4 (xk)”*k + ||€xk kL ) — e (o, Zk)“ik

70
_ ”Sxk(xkﬂ) _ Sxk(xk)||xk 4 ||€xk(xk+l,2k+l)||ik- (70)
Let us first bound the term || Sk (Kt — Sk (xk) ”ik as follows:
*
‘ Skt — S (xk)ka < Ry(d“)d (71)

where R, (1) is defined as (56). Indeed, from the mean-value theorem, we have

« 1
Sy — Sxk(xk)ka = H /0 [V2F X+ inb ) = V2 )k di

X

< HH(xk,xk“)H Ak,

where H is defined as (54). Combining the above inequality and (56) in Lemma 2, we
get (71).
Next we bound the term ||e« (x**1, Z5+1) ”ik as follows:

k+1, Zk+1) (72)

- {[(1 —dy g, iy > 2
xk =

e.k(x -
H ¥ (e — Dapss if v =2.

Note that

*
e (xk—H’ Zk+1)

; _ H [sz(xk) _ sz(xk+1)](zk+1 — Kty

xk
Yook k13
< |H G, XY g1,

where

e y) = V2@ (V20 = V25 () V2 f ()72
= 1= V2 /)~ AV f (V20T
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By Proposition 8, we have

max{l — (A —dy(x, )72, (1 —dy(x, y) 72 — 1}, ifv > 2

max {1 — e W) ed(.y) 1} if v=2.

IH (x, y)ll < :

This inequality can be simplified as

A —dy(r,y)2 — 1, ifv>2

73
eh @) if v=2. 73

IH (x, y)|l < {

Hence, the inequality (72) holds.
Now, we combine (70), (71), and (72), if v = 2, and assuming that d§ < In2, then
we get
ky 7k
- _ Ry (dy)d, N

Ak+1
— k
2 —eh

.. k> .. . .
By Proposmon 8, we have )»z 4 = e )»% 41 Combining this estimate and the last
inequality, we get

s
Ro(d5ydse™

Ak41 =
— k
2 —e¢h

Ak. (74)

k
Note that Ay > ‘/1%;"? and g,;il < e g,?l. It follows from (74) that

k
Mol _ M, Ro(db)e® ( Ak >2
N 2-eh \ ok

By a numerical calculation, we can check that if dk < dﬁ' ~ (0.35482, then

2
A A
et oy, <_k) .
VCk+1 Ik

Hence, if we choose x? ¢ dom(F) such that % < ML, min {d; 0.5} = %, then

we can prove the following two inequalities tog&her by induction:

Ak+1 - Ak

VT T Vo

d§+l < dé‘ and

These inequalities show the nonincreasing monotonicity of {dé‘} and {1 }. The above

inequality also shows the local quadratic convergence of the sequence [;—%{ }
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=2
Now, if v > 2 and assume that d¥ < 1 — () 7 , then

Ry (akydk

Xk+1 =
2—(1—dkyz

M.

By Proposition 8, we have )\,% g == df ) %Xf +1- Hence, combining these inequal-
ities, we get

;]
_ Rupdi(1 —dj) =

)\'k-‘rl = )
2 (1—dkys

M. (75)

Note that df = (3 = 1) My [ p*[; ™ 4% ocly = (1 —dh) 2oy and o) <
(1 - df)vﬁak_l. Using these relations and (75), we consider two cases:
(a) If v = 3, then d§ = %Ak, and

Ry —d)™! o Ra@(—dp!

Mt < - .
= s a—dh 2 ST e a—ah )™t

By a simple numerical calculation, we can show that if dé‘ < dé* ~ 0.20943, then
2 . 1 : * 2 g%

Ak+1 5 2Mf)y{<. Henc.e., if Ao < n m.1n {2d.3, 0.5} = M—fd3, then we can prove the

following two inequalities together by induction

d§+1 < d§ and Agy1 < Ag.

These inequalities show the non-increasing monotonicity of {dé‘} and {A¢}. The above
inequality also shows the quadratic convergence of the sequence {A;}.
b If 2 < v < 3, then &x > P52 /o, which implies that d{f <

(% - 1)Mf£k

3—v
2 k. Hence, we have

Kyl gk
)\k;vl - Ry (d))(1 dv)_2 (g B 1) M; );]iu
o2, 2—(1—dky—2 0,7

2
_3=v 3—v
If d* < d*, then Tpii Mol < 2My (gk 2 Xk) , where d is the unique solution

to the equation

Rmma—%r“<v )=2

) - —1
2—(1—dh2 2
Note that it is straightforward to check that this equation always admits a positive
3 x
solution. Therefore, if o, 2 h < MLf min { %, % }, then we can prove the following

two inequalities together by induction:

@ Springer



210 T. Sun, Q. Tran-Dinh

3—v 3—v

k k+1 T -2
dy <d," ando; | A1 S0; Ak

These inequalities show the non-increasing monotonicity of {d§ } and {Ax}. The above

inequality also shows the quadratic convergence of the sequence [ 2’1 ” }
2
T
Finally, to prove the local quadratic convergence of {xk } to x*, we use the same

argument as in the proof of Theorem 3 and Theorem 5, where we omit the details here.
O

A.9 The proof of Theorem 7: convergence of the quasi-Newton method

The full-step quasi-Newton method for solving (24) can be written as x¥*!1 = x* —

Bka(xk). This is equivalent to Hy (k1 — xky 4 Vf(xk) = 0. Using this relation
and Vf(x}) = 0, we can write

s = V2P V2 e —xp+ (VA0 — He) M =)

—Vf(xk)+Vf(x;)] . (76)

We first consider Ty := [[V2 £ (x*) ! [Vf(xk) — V) - VA (k- x;)] -
Similar to the proof of Theorem 3, we can show that

1
no=| [ ren T [vira et —xp-virag)] o=,
< Ru(d)dy|1x* =}l (77)

where R, is defined by (56) and dllj = M;_z (% — 1) |k — x}||g_”||xk - x}ll;:z.
f

Moreover, we note that
Se = IV2 L™ (He = V2 £ 6ep)) M =)
= Il (Hi = V2 £ () (M b,
Combining this estimate, (76), and (77), we can derive
I =Ly = Ru@db e —xpll + 1 (He = V2 (D) G =xb) ) (78)
First, we prove statement (a). Indeed, from the Dennis—Moré condition (41), we have
| (He = V27 G) 6 b < e+ =l

k+1 k
< i (I = 25 g+ 165 = ¥l )
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where lim_, o yx = 0. Substituting this estimate into (78), and noting that ||x* —
x}||2 < 01—,||xk — x}||x}, where o* 1= kmin(sz(x;)) > 0, we can show that

1
I —w

”xk-‘rl

— Xl < (Roe =2, + et =25l ). (79)

provided that ||xk—x}||x} < 7and R := max {Rv(d’;) | [|x% — Xllxs < f} < + 0.
Here, 7 > 0 is a given value such that R7 is finite. The estimate (79) shows that if
r is sufficiently small, {||xk - x}ll x}} superlinearly converges to zero. Finally, the
statement (b) is proved similarly by combining statement (a) and [62, Theorem 11]. O
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