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Abstract
The growing electricity demand impels the expansion of generation capacity. For an effective and detailed planning, it is 
vital to know the supply capacity and the growth potential of a power plant technology. For the growth of a power generation 
technology, the electricity generated from it needs reinvestment for the construction of newer power plants, other than just 
meeting the demand. This paper proposes a framework employing dynamic energy analysis to examine the capacity expansion, 
growth potential and energy dynamics of six different technologies (solar PV, wind, hydro, nuclear, coal and gas). The power 
plant characteristics include lifetime, construction time, energy payback time and energy reinvestment factor. Energy payback 
time, relative to the lifetime of a power plant, is the primary constraint in capacity expansion. We analyze energy reinvestment 
strategies, affecting the growth rate, and determine its optimal value. The solar PV power plant has the least maximum growth 
potential of 15%, while gas power plant has the highest maximum growth potential of 124%. Relationships are developed 
to find the minimum time frame required to follow a self-sustainable path with optimal reinvestment for any technology. A 
case study is presented to reach the global demand capacity target for the year 2030 following a low-carbon-emission path.

Graphical abstract
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List of symbols
C(t)  Capacity of the power plant under construction 

(MW)
D(t)  Demand capacity or load demand or energy pro-

vided to active consumers (MWh/y)
E(t)  Total energy produced from a power plant (MWh)
N  Time of analysis at which the demand capacity is 

maximum (y)
P(t)  Installed capacity of a power plant (MW)
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t  Time instant (y)
T  Lifetime of a power plant (y)
y  Year

Subscripts
β  Energy reinvestment factor of a power plant i 

(value lies between 0 and 1)
μ  Construction time of a power plant (y)
τ  Energy payback time of a power plant (y)
φ  Capacity factor of a power plant
α  Growth rate of a power plant  (y−1)
i  Technology type
max  Maximum
min  Minimum
opt  Optimal
thres  Threshold

Abbreviations
CED  Cumulative energy demand
EPBT  Energy payback time
EROI  Energy return on investment
GHG  Greenhouse gas
LCA  Life cycle assessment
NEA  Net energy analysis
PV  Photovoltaic

Introduction

The United Nations has estimated the world’s population 
to reach 11.2 billion by 2100 (UN, 2017). Expectedly, this 
population growth demands the expansion of power genera-
tion capacity to meet the electrical load demand in the future. 
Other than producing electricity, the electricity generation 
process is known to have negative impacts on the environ-
ment related to climate change and ecosystem (Khan 2019). 
Global warming has reached approximately 1  °C above 
pre-industrial levels in 2017 and is rapidly increasing at 
approximately 0.2 °C per decade (IPCC 2018). Fossil fuels 
are the primary sources of global carbon dioxide  (CO2) emis-
sions compared to renewable energy sources (NEA 2015). 
Global  CO2 emissions from electricity generation increased 
to 45% between 2000 and 2015 due to the domination of 
the large share of fossil fuels in electricity generation (IEA 
2017a, b). The average  CO2 concentration in the atmosphere 
reached 417 parts per million (ppm) in 2020 (NOAA 2020) 
from 280 ppm in pre-industrial time (IEA 2017a, b) due to 
significant dependence on fossil fuel for the total primary 
energy supply. Its concentration is recommended to be below 
350 ppm to avoid the negative impact of greenhouse gas 
(GHG) on human society and climate (Kenny et al. 2010). 
Renewable energy sources are sustainable, and their deploy-
ment has increased in recent years, but fossil fuels are still the 
predominant sources of energy in the world (Brockway et al. 

2019). Sims et al. (2003) suggested some ways to minimize 
GHG emissions from electricity generation process such as 
preferring efficient fuel conversions (e.g., cogeneration), the 
transition from high to low carbon-intensive fossil fuel (e.g., 
the transition to gas from coal), implementing carbon seques-
tration and decarbonization technology, and deployment of 
nuclear and renewable-based power plants. Additionally, 
negative emission technologies have to be supplemented to 
reduce overall emissions (Pires 2019). To ensure the access 
of electricity to our future generations and cut down the GHG 
emissions, a significant focus is to be given to following a 
low carbon path of electricity generation. Limiting the global 
warming to 1.5 °C or less would require reaching net zero 
 CO2 emissions by 2050 globally (IPCC 2018).

Sustainable energy is an energy which can meet today’s 
need without compromising the ability to meet the needs of 
our upcoming generation (Brundtland 1987). For this, the 
energy supply needs to be secure, affordable and environ-
mentally friendly (Wang et al. 2019). Moreover, it is neces-
sary to identify and deploy the power plants having higher 
energy delivering and growing potential, unlimited reserves, 
and lower GHG emissions. Kato et al. (1998) found out the 
 CO2 emissions produced by residential photovoltaic (PV) 
technology were lower than the average  CO2 emissions from 
utilities in Japan and suggested that frameless design and 
minimization of glass used in PV modules can decrease the 
energy payback time (EPBT) and  CO2 emissions signifi-
cantly. Alsema (2000) recommended that a grid-connected 
PV system in the long term can remarkably contribute to the 
reduction of  CO2 emissions. Raadal et al. (2011) suggested 
having a strict standard method and requirements for life 
cycle assessment (LCA) study due to the wide variations 
in GHG emissions obtained by authors for the power plant 
based on the same technology. Peng et al. (2013) concluded 
that PV technologies are environmentally friendly and sus-
tainable, and with the advancement in upcoming technolo-
gies, the PV system performance is expected to rise soon. 
Life cycle assessment study of a 1-MW PV power plant 
in China showed that its greenhouse gas production was 
938.45 g  CO2-eq./kWh lower than the traditional coal-fired 
power plant indicating PV as a benign technology to the 
environment compared to coal (Wu et al. 2017). Walms-
ley et al. (2017) analyzed the energy return on investment 
(EROI) and related GHG emissions of wind energy farms 
in New Zealand and compared them with the wind energy 
farms in Europe and America. Environmental impacts of 
power plants should not be limited only to GHG emissions 
but also need to consider acidification potential, photochemi-
cal ozone creation potential, eutrophication potential and 
human toxicity potential in the future LCA studies since the 
degree of these impacts was found to be different in nuclear-, 
wind- and hydro-based power plants (Siddiqui and Dincer 
2017). An LCA study conducted by Xu et al. (2018) showed 
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a better environmental performance of onshore wind over 
coal and gas power systems in China for most of the envi-
ronmental impacts including global warming potential but 
followed with higher abiotic depletion elements and ozone 
layer depletion potential.

Hondo (2005) developed a model to find the GHG emis-
sions per kWh of the electricity produced for nine differ-
ent power generation technologies, which could help select 
less carbon-intensive technologies. The nuclear power plant 
needs to be deployed with the growth rate of 10.5% per year 
from 2010 to 2050 to replace the fossil fuel power plants, but 
this high growth rate will result in all the energy produced 
from nuclear power plants utilized for its new construction. 
Hence, nuclear power cannot be claimed to be an emission-
free energy source (Pearce 2008). Solar PV, wind, hydro, 
and nuclear technologies have a negligible carbon footprint 
in comparison with oil-, gas- and coal-based power gen-
eration (Kessides and Wade 2011a). However, the power 
density (W/m2) of solar PV, wind and hydro is lower than 
coal, gas and nuclear power generation (Buceti 2014). The 
transition from fossil fuels to renewables is very challeng-
ing, mainly due to its lower power density and intermittent 
nature (Kessides and Wade 2011a). Harvesting renewable 
energy requires higher output energy production during its 
lifetime than the energy required during its design, manufac-
turing, installation, operation and decommissioning stages 
to forbid them from being an energy sink. The net energy 
analysis (NEA) is a method to evaluate power generation 
input and output energy in a quantitative way that can be 
followed to know the energy production potential of different 
types of power plants (Raugei 2019). Calculating the cumu-
lative energy demand (CED) separately for construction, 
operation, and decommissioning stages helps to identify the 
higher energy-demanding stage and the impacts (e.g., global 
warming, eutrophication, abiotic depletion, acidification) 
associated with each stage (Buonocore et al. 2015). Huang 
et al. (2017) assessed the environmental performance and 
net energy analysis of offshore wind power systems by using 
LCA and various energy indicators like CED, EROI and 
EPBT. EROI and EPBT play a very important role in assess-
ing the impact of energy systems on the economy (Cleveland 
et al. 1984; Hall et al 1986). They observed that the minimi-
zation in environmental impact and energy requirement is 
by 25% and 30%, respectively, when recyclable waste mate-
rials of the offshore wind power systems are reused. NEA 
and LCA, when combined, can give more insights regarding 
power generation and growth potential, which are very use-
ful for policymakers (Jones et al. 2017).

LCA and NEA are handy tools to examine and compare 
the overall energy used and the environmental impacts at 
different stages in the overall life of any product or a system. 
Since the environmental impact due to GHG emissions from 
the electricity sector has become one of the major problems 

of this century, many researchers are working with the LCA 
approach to calculate the energy associated and the environ-
mental impacts of power plants based on various technolo-
gies including solar PV, wind and coal. Life cycle energy 
analysis approach is useful to know the energy associated 
with the overall life of a power plant of any technology. 
Gibon et al. (2017) pointed out the shortcomings of LCA, 
asserting that it does not consider the consequences of fatal 
accidents, especially in nuclear power plants. Moreover, they 
found that carbon capture technology results in an increase 
in environmental impacts, other than GHG emissions. The 
static life cycle energy analysis expresses the results in terms 
of increasing energy demand and energy yield ratio. In con-
trast, the dynamic life cycle energy analysis is real time in 
nature as it considers the fundamental energy balance equa-
tion, which is a function of time (Mathur et al. 2004). Static 
analysis like carbon emission pinch analysis, with a single 
(Tan and Foo 2007) or multiple objectives (Krishna Priya 
and Bandyopadhyay 2017), may be able to help in determin-
ing the intended mix of various power plants. However, it 
fails to determine the ways to achieve it. Standard energy 
system analysis, based on LCA and NEA, is essentially static 
in nature. Different material and energy inputs and outputs 
are considered identical and typically; temporal changes are 
not accounted for. As LCA and NEA are not sufficient to 
know about the growth rate potential of energy technology, 
there is a need for dynamic energy analysis (Kessides and 
Wade 2011a), especially for the capacity expansion of elec-
tricity sector.

Power plants are in various stages of their life such as 
construction, generation and decommissioning. The total 
electricity production at any instant of time is dependent 
upon the overall installed capacity available at that time. 
To follow a low-emission pathway and meet the rising elec-
tricity demand, the electric power plants need to provide 
some of its electricity produced for the construction of newer 
power plants in addition to meeting the load demand. If the 
rate of construction of new power plants is lower, followed 
by higher rate decommissioning of old existing power plants, 
then the electricity generation capacity falls and may not be 
enough to meet the load demand. Growth rate of a power 
plant also plays an important role in reducing the emissions 
associated with the power plant (Pearce 2008). The tran-
sient behavior of different parameters are important for the 
appropriate capacity expansion of the electricity sector. This 
necessitates the need for the dynamic energy analysis.

Mathur et al. (2004) and Kessides and Wade (2011a) 
had presented the concept of power generation expansion 
where the operational power plants reinvest some amount of 
energy generated for the construction of new power plants 
while simulatenously providing electricity to consumers. As 
the growth of power plant is supported by the existing opera-
tional power plant, Mathur et al. (2004) and Kessides and 
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Wade (2011a) studied the growth of the power plant using 
the concept of both static and dynamic energy analyses. 
Mathur et al. (2004) reported a lower growth rate potential 
of PV power plants and suggested the need for their promo-
tion by some special schemes. Technologies requiring sig-
nificant CED and longer EPBT relative to their lifetime are 
the significant constraints on the growth of the power plant 
(Mathur et al. 2004; Kessides and Wade 2011a). Similarly, 
Becerra-Lopez and Golding (2007) studied the capacity 
expansion of power generation system in Far West Texas. 
However, they followed the dynamic exergy analysis and 
concluded that renewable technologies have an enormous 
potential to meet the load demand of the future. It is essen-
tial to have a diversification of the energy sources to have a 
sustainable electricity generation in the future (Carley and 
Andrews 2012). Renewables like PV and wind being inter-
mittent energy sources make energy storage vital and neces-
sary to maintain the balance of electricity demand and sup-
ply. PV power generation has a higher energy cost and less 
energy storage affordability compared to wind power gen-
eration (Carbajales-Dale et al. 2014). Emmott et al. (2014) 
developed a model to assess GHG reduction potential with 
the growth of PV electricity generation following dynamic 
carbon mitigation analysis to understand how renewable 
energy contributes in the transition to low carbon path. The 
higher growth rate of PV technology to replace high carbon-
intensive energy sources will initially require a significant 
carbon dioxide generation during construction and commis-
sioning stage (i.e., higher carbon investment). It may take a 
long time to mitigate atmospheric carbon dioxide (Emmott 
et al. 2014).

Unlike the static modeling, a dynamic energy model 
(Barrett and Spataru 2015) includes the short time-step 
dynamics and points out the path to fulfil the energy 
demands in various sectors with a suitable energy technol-
ogy over time (Capellán-Pérez et al. 2019). Static energy 
analysis cannot quantify the energy flow at a given instant 
of time. Dynamic life cycle energy analysis gives a basis 
to know about the power plant growth and electricity-
producing potential of a power plant at any instant of time 
by linking the energy demand for construction, operation, 
and decommissioning happening at different locations 
at any instant of time. Many studies have been done to 
forecast the growth of different power plants. However, 
to the best of our knowledge, energy reinvestment strate-
gies to vary the growth rate of a power plant and optimal 
energy reinvestment to transfer the maximum energy to 
meet the load demand are some interesting aspects, which 
have not been studied by researchers till date. Fulfilment 
of this research gap is the novelty of this work. The meth-
odology used in this study is a dynamic assessment of 
an overall energy system using fundamental energy bal-
ance equations to derive the time-dependent solutions for 

installation and capacity undergoing construction. The 
obtained solution is then used to assess the growth poten-
tial of various power plants. Emphasis has been given to 
find the growth potential of the different power plants 
without considering cost constraints, environmental con-
straints and cross-subsidy.

Dynamic analysis of power sectors

The model for dynamic analysis of electrical power sectors 
is developed in this section considering the energy genera-
tion and utilization. Consider a power plant of technology i 
at time t  with the installed capacity of Pi(t) and the capac-
ity under construction of Ci(t) . The lifetime, construction 
time, energy payback time and capacity factor of the power 
plant are represented by Ti , �i , �i and �i , respectively.

Figure 1 depicts the energy flow path for a power plant 
to follow its capacity expansion. The energy obtained from 
the installed capacity Pi(t) of the power plant is used for the 
construction of a new power plant of the same technology, 
to meet load demand and to supply energy for decommis-
sioning of the old power plant. In this paper, it is assumed 
that the energy generated from a power plant is reinvested 
for the growth of the power plant of the same technology. 
This assumption ensures no energy subsidy for the growth of 
a technology and can represent an independent indicator of 
overall sustainability assessment of the technology involved 
(Kessides and Wade 2011a). A fraction �i

(

0 ≤ �i ≤ 1
)

 of 
the total energy produced from the power plant of technol-
ogy i is provided for the construction of a new power plant 
of the same technology. The remaining fraction 

(

1 − �i
)

 of 
total energy is delivered to meet the current load demand 
of Di(t) . In other words, if Ei is the total energy available 
after accounting for the energy required for decommission-
ing, then �iEi is the energy provided for the construction of 
new power plant of technology i and 

(

i − �i
)

Ei is the energy 
delivered to meet the load demand or demand capacity of 
Di(t) . �i is the decision variable termed as energy reinvest-
ment factor for the power plant of technology i, based on 
which the growth rate 

(

�i
)

 increases or decreases.
It is assumed that the new power plant is commissioned 

immediately after the completion of its construction and an 
existing power plant is decommissioned immediately after 
their lifetime. The amount of energy required during con-
struction and decommissioning of the power plant is uni-
formly distributed over the construction time and its life-
time, respectively. The capacity factor of the power plant 
accounts for the energy required for decommissioning the 
power plant. No resource constraints, cost constraints, envi-
ronmental constraints and deficiency of land area to con-
struct the power plants are considered.
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Dynamic model

Writing the dynamic equation for the construction capacity 
of the power plant of technology i:

In Eq. (1), Ci(t + �t) and Ci (t) represent the capacity of 
the power plant under construction of technology i going 
at time t + �t and t respectively. The second term on the 
right represents the new capacity of the power plant under 
construction of same technology undertaken at time �t . 
The amount of energy utilized for the construction purpose 
at time �t is �i�iPi(t)�t . The term �t

�i

Ci(t)qi represents the 
part of energy given to the continuation of ongoing con-
struction Ci(t) . qi is termed as emplacement energy, which 
is defined as the energy per unit of installed capacity (Kes-
sides and Wade 2011a) and is related to the simple energy 
payback time, �i =

qi

�i

 . The third term �t
�i

Ci(t) represents the 
fraction of construction Ci(t) completed in �t time. Equa-
tion (1) can be simplified to the following dynamic equa-
tion for the construction capacity:

(1)Ci(t + �t) = Ci(t) +

�i�iPi(t)�t −
�t

�i

Ci(t)qi

qi
−

�t

�i

Ci(t)

Similarly, writing the dynamic equation for an installed 
capacity of technology i (Kessides and Wade 2011a):

In Eq. (3), Pi(t + �t) and Pi(t) represents the installed 
capacity of the power plant of technology i at time t + �t and 
t respectively. The decommissioning capacity of power plant 
should be the power plant commissioned Ti years back. How-
ever, to formulate a differential equation, it is assumed to be 
proportional to the fraction of the operating power plant 
(Kessides and Wade 2011a). The second term on the right 
�t

Ti
Pi(t) represents the fraction of Pi(t) decommissioned at 

time �t . The third term �t
�i

Ci(t) represents the new capacity 
added in time �t . The dynamic equation for the installed 
capacity can be written as:

(2)C
�

i
(t) =

�iPi(t)

�i
−

2Ci(t)

�i

(3)Pi(t + �t) = Pi(t) −
�t

Ti
Pi(t) +

�t

�i

Ci(t)

(4)P
�

i
(t) = −

Pi(t)

�Ti
−

Ci(t)

�i

Fig. 1  Energy reinvestment for 
capacity expansion
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It should be noted that in deriving Eqs. (2) and (4), con-
tinuum condition of energy generation and power consump-
tion is assumed. This is applicable as time-average values of 
different parameters are considered in the proposed frame-
work. Due to these time-average values, distinctions between 
dispatchable and non-dispatchable power plants are avoided. 
The approximate solution of the differential Eqs. (2) and (4) 
is expressed as (see Supplementary Information for detailed 
derivation):

where �i is the growth rate of the technology i and Pi0 is the 
initial installed capacity.

The total energy available from the installed power plant 
to meet the load demand or demand capacity is:

These differential equations are solved using numerical 
codes and analyzed to perform the dynamic analysis of the 
power plants.

Variation of growth rate with reinvestment factor

The growth rate of the technology i [Equation (S5)] can be 
rewritten as:

From Eq. (8), it can be observed that the growth rate of 
the power plant depends upon its construction time 

(

�i

)

 , 
lifetime 

(

Ti
)

 , energy payback period 
(

�i
)

 and energy reinvest-
ment factor 

(

�i
)

 . Parameters Ti , �i and �i can be known from 
life cycle energy analysis, while �i is the control or decision 
variable. To ensure that the power plant is expanding expo-
nentially with respect to time, we need to have the energy 
reinvestment factor at least higher than its threshold value 
(

𝛽i > 𝛽i,thres
)

 , in Eq. (8).

If the reinvestment factor is less than its threshold value 
(

𝛽i < 𝛽i,thres
)

 , then the generation capacity cannot grow 
with the progress of time. The installed capacity Pi(t) can 
grow exponentially for 𝛽i > 𝛽i,thres , can remain stagnant 
for �i = �i,thres , or can fall exponentially for 𝛽i < 𝛽i,thres . 

(5)Pi(t) = Pi0e
�it

(6)Ci(t) = Pi0�i

(

�i +
1

Ti

)

e�it

(7)Di(t) =
(

1 − �i
)

�iPi0e
�it

(8)
�i =

−
(

2

�i

+
1

Ti

)

+

√

(

2

�i

+
1

Ti

)2

+
4

�i

(

�i

�i
−

2

Ti

)

2

(9)�i,thres = 2
�i

Ti

Therefore, �i can be regulated to either expand or suppress 
any technology depending upon the requirement.

Likewise, the maximum growth is possible only when 
energy reinvestment factor is equal to 1 in Eq. (8).

The growth potentials of various technologies at differ-
ent energy reinvestment factors are graphically presented 
in Fig. 2 using the data of Table 1 in Eq. (8). The threshold 
reinvestment and the maximum growth rate, calculated using 
Eqs. (9) and (10), are presented in Table 2.  

For the analysis carried out on six different power plant 
technologies in the world, as shown in Table 2, it can be 
inferred that solar PV power plant has the least potential to 
grow with a maximum growth rate of 15.1%. The highest 
threshold reinvestment of solar PV power plant points out 
higher energy demand for its new construction to maintain 
growth. Coal and gas power plants hold the highest pos-
sibilities to grow themselves by using output energy avail-
able from their existing power plants because of the low-
est threshold reinvestment required than renewable power 
plants. The growth potential of the nuclear power plant is 
very high, significantly higher than that of renewable power 
plants and slightly lower than that of the non-renewable 
power plants. Therefore, without considering factors like a 
perceived risk to humankind, capital investments, waste dis-
posal, etc., the nuclear power plant has the most significant 
growth potential among other low-carbon technologies.

Sensitivity analysis

Sensitivity analysis is instrumental in identifying the most 
dominant parameters that influence the change in results. 

(10)
�i,max =

−
(

2

�i

+
1

Ti

)

+

√

(

2

�i

+
1

Ti

)2

+
4

�i

(

1

�i
−

2

Ti

)

2

Fig. 2  Growth rate α for different values of β for different power plant 
technologies
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Parameters in our study are energy payback time, construc-
tion time and lifetime. Table 3 shows the sensitivity analysis 
of these three parameters on the growth rate of solar PV 
power plant for some fixed energy reinvestment factors. We 
observe that the energy payback time is the highest, and 
the construction time is the least sensitive parameters. From 
Eq. (2), it may be observed that the rate of construction of 
new power plant increases with decreasing payback time, 
and thereby, it increases the growth rate. For 10% increase 

in the energy payback time, the growth rate is decreased by 
13.62%, and for 10% decrease in the energy payback time, 
the growth rate is increased by 16.38% when. Variation in 
the lifetime has a substantial change in the growth rate as 
it impacted the rate of change in the operating power plant 
[Eq. (4)]. Increase in the construction time increases the 
rate of construction of new power plant (2) and reduces 
the rate of operating power plant (4). These two competing 
effects make the construction time least significant. It may 
be observed from Table 3 that the construction time does not 
have a significant impact in comparison with other param-
eters. Like solar PV, similar results are observed for other 
technologies, indicating energy payback time as the most 
sensitive parameter. Therefore, research focus should be 
directed toward reducing the energy payback time through 
energy-efficient construction technologies and efficient 
energy conversions.

Changes in operating and atmospheric conditions, vari-
ations in availability of renewable resources, fluctuations 
in demand of various energy services and the lack of com-
plete understanding of the power plants cause parametric 
uncertainties. Sensitivity analysis plays an important role in 

Table 1  Global average values 
of parameters for various 
technologies

Sources: (a) Peng et  al. (2013); (b) Kenny et  al. (2010); (c) Weißbach et  al. (2013); (d) Neumeyer and 
Goldston (2016); (e) Kessides and Wade (2011b); (f) Voss (2001)

Technology i Lifed(year) Con-
struction 
 timed(year)

Capacity  factord Energy 
payback time 
(months)

Energy payback  timed 
(months, as considered in 
this study)

Solar PV 25 2 0.17 9–42a 27.3
Wind 25 3 0.23 4.8–16.8b 4.3
Hydro 70 4 0.36 21.9–36c 21.9
Nuclear 40 6 0.92 1.32e–2.9f 1.5
Coal 40 6 0.55 1.3d–3.6f 1.3
Gas 40 6 0.56 0.8f–1.08e 1

Table 2  Maximum growth rate and threshold reinvestment factors for 
different power plant technologies

Technology Maximum growth rate (%) 
(at � = 1)

Threshold reinvest-
ment factor 

(

�
thers

)

Solar PV 15.10 0.182
Wind 66.08 0.029
Hydro 18.55 0.052
Nuclear 98.58 0.006
Coal 107.07 0.005
Gas 124.34 0.004

Table 3  Sensitivity analysis in 
solar PV power plant

Parameter Parameter vari-
ation

�(variation) for 
� = 0.7

�(variation) for 
� = 0.5

�(variation) 
for � = 0.3

Energy payback time (τ)  +10% −11.4% −13.62% −22.71%
+5% −5.95% −7.11% −11.87%
−5% +6.51%  +7.79%  +13.04%
−10% +13.66%  +16.38%  +27.45%

Construction time (μ)  +10% −1.11% −0.87% −0.59%
+5% −0.56% −0.44% −0.29%
−5%  +0.57%  +0.45%  +0.30%
−10% 1.15%  +0.90% +0.60%

Lifetime (T)  +10%  +3.23%  +5.23%  +14.04%
+5% +1.69%  +2.74%  +7.36%
−5% −1.87% −3.03% −8.13%
−10% −3.95% −6.39% −17.16%
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identifying uncertainties associated with estimating different 
parameters associated with the proposed model. Effects of 
various probabilistic uncertainties such as variations in solar 
radiations (Arun et al. 2009) or wind velocities (Roy et al. 
2010) can be understood and quantified through probabil-
istic-based modeling. In the proposed methodology, time-
average values of these parameters are adopted and their 
influence on energy-sector modeling is neglected. On the 
other hand, epistemic uncertainties in parameters arise due 
to improper knowledge of operations of power plants. These 
epistemic uncertainties are important in appropriate plan-
ning for the future and may be accounted for either through 
interval arithmetic or through various scenario generations 
(Bandyopadhyay 2020). In the work, the later approach is 
adopted and discussed in the case study section.

Optimal energy reinvestment to have maximum 
demand capacity

As the demand capacity Di(t) in Eq. (7) depends upon the 
controlled variable 

(

�i
)

 , a graph is plotted to see the nature 
of this variation for a given time of analysis, t = N  (see 
Fig. 3). It can be noted that there exists an optimal energy 
reinvestment 

(

�i,opt
)

 at which the maximum energy can be 
supplied to meet the demand. The growth rate correspond-
ing to optimal energy reinvestment is termed as an optimal 
growth rate 

(

�i,opt
)

 and can be calculated for the correspond-
ing �i,opt using Eq. (8). Differentiating Eq. (7) and equating it 
to zero, �i, opt can be determined as a function of construction 
time 

(

�i

)

 , energy payback time 
(

�i
)

 , lifetime 
(

Ti
)

 and time 
of analysis (N).
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Figure 4 shows the variation of the optimal reinvestment 
of solar PV technology as a function of time of analysis. 
Graphically, it can be observed that both the optimal energy 
reinvestment and the optimal growth rate are negative for 
initial few years, signifying that solar PV power plant can-
not flourish in a short time range because of energy sink, 
which means energy supply is not enough to meet the load 
demand. Moreover, as the time is increasing both the optimal 
energy reinvestment and growth rate are rising and intersect-
ing at the 4th year. It may be noted further that the optimal 
energy reinvestment is positive after ~4.4 years; however, the 
growth rate is still negative. It is because the growth rate of 
a power plant of any technology i is possible only if energy 

reinvestment is higher than the threshold energy reinvest-
ment factor 

(

𝛽i,opt > 𝛽i,thres
)

 . This negative optimal energy 
reinvestment clinches that solar PV power plant cannot grow 
until 𝛽i,opt > 𝛽i,thres for which it needs to be subsidized. From 
Fig. 5, it can be noted that wind power plant requires less 
time to get its energy reinvestment paid off in comparison 
with the solar PV power plant. 

The minimum time required to have �i,opt = �i,thres can be 
obtained from Eq. (11):

From Eq. (12), it can be observed that T ′

i,min
 depends upon 

the construction time 
(

�i

)

 , the lifetime 
(

Ti
)

 and the energy 

(12)T
�

i,min
=

τi

(

2 +
�i
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)

(

1 −
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Ti

)

Fig. 3  Variation in demand supply with a change in reinvestment fac-
tor for solar PV power plant with a time of analysis of 17 years

Fig. 4  Variation of �opt and �opt of solar PV power plant with the time 
of analysis
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payback time 
(

�i
)

 . The minimum time required for different 
power plants is presented in Table 4. It can be noted that gas 
power plants require the least time horizon and solar PV 
power plants require the longest time horizon for develop-
ment. Similar to the previous observation, reduction in the 
energy payback time can help to flourish a technology in 
a short time frame. Low carbon technologies like nuclear 
and wind should be emphasized to decarbonize in a short 
period. However, solar PV and hydropower plants can help 
in decarbonizing over a longer time horizon.

Global energy analysis

According to Key World 2017 report (IEA 2017a, b), the 
primary source of electricity generation was still fossil fuel 
in 2015 with a share of 66.3% of total electricity production 
in the world, while in the same year renewables and nuclear 
shares were only 23.1% and 10.6%, respectively. As fossil 
fuels are the primary drivers of global warming and cli-
mate change, energy policy to increase the share renewable 
energy technology for energy consumption is considered as 
the primary path for sustainable development (Destek and 

Aslan 2017; Østergaard et al. 2020). Based on the life cycle 
of greenhouse gas emissions, fossil fuels are the most car-
bon-intensive energy sources (WNA 2011). Table 5 shows 
the lifecycle GHG emissions of various power plants. Low 
carbon intensity of renewable and nuclear technologies indi-
cates them as a potential technology to decarbonize rising 
emission to achieve the objective of Paris agreement (2015) 
of keeping earth temperature below 2 °C (NEA 2015).

The proposed model is applied to determine a low carbon 
path to meet the global energy demand for a 17-year time 
frame, starting from 2013 and ending in 2030. The energy 
production from all the power plants is combined to sat-
isfy the forecasted global demand. The energy reinvestment 
factor of each power plant is assumed to be constant over 
the given time frame of 17 years. To reduce GHG emis-
sion in 2030, the growth of non-renewable power plants is 
suppressed, and the growth of low-carbon power plants is 
encouraged. The installed capacity of various power plants 
in 2013 and 2030, provided in Fig. 6 (World Energy Outlook 
Special Report 2015), is used to determine the growth rate 
(

�i
)

 of technologies and is tabulated in Table 6. Based on 
these data, the global electricity demand is estimated to be 
26,268.64 TWh in 2030. The energy reinvestment 

(

�i
)

 cor-
responding to the growth rate 

(

�i
)

 of various power plants 
may be calculated as:

  
The energy reinvestment factors for different power plants 

are tabulated in Table 7 under Scenario-I, the base case sce-
nario. Two additional renewable dominated scenarios are 
proposed to reduce the overall GHG emission compared 
to the base-case scenario. In these three scenarios, basic 
parameters are assumed to be constant over the 17-year 
time frame. An additional scenario is proposed and ana-
lyzed, considering dynamic parameters. It should be noted 
that annual energy-based planning is considered in this case 
study. We have inherently assumed that the combination of 
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Fig. 5  Variation of βopt and αopt of wind power plant with the time of 
analysis

Table 4  Minimum time required to have �
i,opt = �

i,thres for different 
power plants

Technology � (years) � (months) T  (years) T
′

min
 (years)

Solar PV 2 27.3 25 5.78
Wind 3 4.3 25 0.78
Hydro 4 21.9 70 3.96
Nuclear 6 1.5 40 0.27
Coal 6 1.3 40 0.23
Gas 6 1 40 0.18

Table 5  Summary of lifecycle GHG emissions (WNA Report 2011)

Technology GHG emission factors (tonnes  CO2 e/GWh)

Mean Low High

Coal 888 756 1310
Gas 499 362 891
Solar PV 85 13 731
Nuclear 29 2 130
Hydro 26 2 237
Wind 26 6 124
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various power plants is sufficient to dispatch the required 
power demand.

It is observed that the reinvestment factor for a solar PV 
power plant for the base case (0.7398) is higher than the 
optimal reinvestment factor (0.6710), considering the time 
of analysis of 17 years. In the proposed scenarios, the opti-
mal reinvestment factor for the solar PV power plant is con-
sidered to deliver the maximum energy to demand on the 
planning year. It may further be observed that, other than 
solar PV and hydro, all other power plants are capable of 
meeting the total load demand of 2030 alone. However, con-
sidering only one such power plant may not be advisable as 
the present analysis does not consider other important factors 

Fig. 6  Global installed capacity 
and energy production: (a) in 
2013 and (b) forecast for 2030 
(World Energy Outlook Special 
Report 2015)

(a)

(b)

Solar
2.53%

Wind
5.89%

Hydro
20.96%

Nuclear
7.28%

Coal
34.90%

Gas
28.43%

Year: 2013

Total 
Installed 
Capacity 
5.381 TW

Solar
0.62%

Wind
2.91%

Hydro
17.23%

Nuclear
11.47%

Coal
44.50%

Gas
23.27%

Year: 2013

Total 
Energy 

Produced 
21599 TWh

Solar
10.23%

Wind
14.33%

Hydro
20.41%

Nuclear
6.62%

Coal
22.66%

Gas
25.75%

Year: 2030

Total 
Installed 
Capacity 
8.183 TW

Solar
4.01%

Wind
10.13%

Hydro
19.80%

Nuclear
14.14%

Coal
26.41%

Gas
25.51%

Year: 2030

Total 
Energy 

Produced 
28319 TWh

Table 6  Various technology 
parameters data taken for the 
study of global energy analysis 
2013–2030

Technology �(years) �(months) T(years) � P
0
(GW) t(year) P(GW) �

Solar PV 2 27.3 25 0.15 136 17 837 0.1068
Wind 3 4.3 25 0.28 317 17 1173 0.0769
Hydro 4 21.9 70 0.38 1128 17 1670 0.0230
Nuclear 6 1.5 40 0.84 392 17 542 0.0190
Coal 6 1.3 40 0.46 1878 17 1854 −0.0007
Gas 6 1 40 0.39 1530 17 2107 0.0188

Table 7  Energy reinvestment of different technology power plants 
taken for 2013–2030

Technology Reinvestment factors

Scenario-I Scenario-II Scenario-III Scenario-IV

Solar PV 0.7398 0.6710 0.6710 0.7398
Wind 0.0935 0.1029 0.1122 0.1029 with 

1% annual 
increase

Hydro 0.1427 0.1570 0.1712 0.1712
Nuclear 0.0116 0.0128 0.0140 0.0140
Coal 0.0052 0 0 0
Gas 0.0077 0.0101 0.0086 0.0028



679Capacity expansion of power plants using dynamic energy analysis  

1 3

like capital investment, land requirement, water requirement, 
etc. In the proposed scenarios, reinvestment factors for the 
low-carbon technologies are increased from the base case 
scenario. Reinvestments of other three technologies, i.e., 
wind, hydro and nuclear, are increased by 10% and 20% in 
Scenario-II and Scenario-III, as shown in Table 7. Addition-
ally, reinvestment for coal plants is suppressed completely, 
and reinvestment for the gas power plant is adjusted to sat-
isfy the energy demand of 26,268.64 TWh in 2030. In these 
three scenarios, constant values of different parameters are 
assumed over the planning horizon. In Scenario-IV, some of 
the parameters are assumed to be dynamic to demonstrate 
the advantages of the proposed method. In summary, the 
following four scenarios are considered in this analysis:

Scenario-I: Base-case scenario with parameter values 
based on the World Energy Outlook Special Report 
(2015),
Scenario-II: Renewable scenario (optimal reinvestment 
for solar PV and 10% higher reinvestment for wind, hydro 
and nuclear),
Scenario-III: Aggressive renewable scenario (optimal 
reinvestment for solar PV and 20% higher reinvestment 
for wind, hydro and nuclear), and
Scenario-IV: Aggressive renewable with technological 
changes.

In Scenario-IV, the capacity factors of the power plants 
are updated based on the 2019 operating values (EIA 2020): 
24.3% for solar PV; 34.3% for wind; 41.2% for hydro; 93.4% 
for nuclear; 47.5% for coal; and 37.8% for gas. The capacity 
factor for natural gas-based power plants is calculated based 
on the capacity-weighted capacity factors of combined-cycle 
power plants, gas-turbine power plants, steam-turbine power 
plants and internal combustion engines. Recent technologi-
cal advances in PV and wind reduced the energy payback 
periods for these power plants significantly (Steffen et al. 
2018). It is assumed that the energy payback periods for 
the PV and the wind power plants are going to be reduced 
annually by 5% and 3%, respectively. Contrary to renewable 
energy technologies, energy payback periods for fossil fuel-
based power plants experienced an increase in its values in 
recent years (Hu et al. 2013). The energy payback periods 
for the coal and the gas-based power plants are assumed to 
be increased annually by 3% and 2%, respectively. Further-
more, to phase out coal-based power plants, it is assumed to 
reduce the life of these power plants annually by 10%. Rein-
vestment factors for this scenario are tabulated in Table 7. 
It may be noted that the reinvestment factor for wind is 
increased annually by 1%.

Energy supply to demand and the global installed capac-
ity corresponding to all three scenarios are shown in Figs. 7 
and 8. In Scenario-II and Scenario-III, the energy supplied to 
the load from coal power plant reduces by 33.4% (see Fig. 7) 

Fig. 7  Forecasting global percentage share of various energy sources to meet load demand in 2030
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with a 33.8% reduction in installed capacity (see Fig. 8). As 
the coal power plants are further suppressed in Scenario-IV, 
energy supplied and installed capacity are reduced signifi-
cantly by 66%. In Scenario-II and Scenario-III, there is an 
increase in demand met by the gas power plant to adjust 
energy deficiency from other four power plants. The demand 
met by the gas power plant, in Scenario-II and Scenario-
III, is increased by 21.7% and 7.8% with a similar increase 
in installed capacity. However, due to significant growth in 
the renewables, the demand met by the gas power plants is 
reduced to 59%. In the base case, the overall energy sup-
plied from fossil fuel power plants is expected to reduce 
from 70 to 55.6%. On the other hand, in proposed renewable 
scenarios, the energy supplied from fossil fuel power plants 
can further go down significantly (52% in Scenario-II, 48% 
in Scenario-III and 26% in Scenario-IV).

From the present 18.3% renewable share, all scenarios 
are expected to have significant contributions from the 
renewables (29.3% in the base case, 31.9% in the renew-
able scenario, 34.6% in the aggressive renewable scenario 
and 55.2% in the aggressive renewable with technological 
changes). Similarly, contributions from nuclear power plants 
are expected to increase. Increase in installed capacity for 
the proposed scenarios is expected due to lower capacity 
factors of the renewable power plants. It can be noted that 
although solar PV installed capacity and energy production 

are less in the proposed scenarios, it is supplying slightly 
higher energy than Scenario-I; compared to 1.13% in the 
base case, 1.16% energy is supplied in the Scenarios-II and 
III. In the case of Scenario-IV, contributions from solar PV 
plant increase to 5.5%.

The GHG emissions in all four scenarios are calculated 
by multiplying the total energy produced with the mean 
GHG emission rate. Table 8 indicates that the total GHG 
emissions, in the proposed scenarios, are lower than the 
base case. Compared to Scenario-I, GHG emission can be 
reduced by 13.5% and 17.9%, in Scenario-II and Scenario-
III, respectively. With dynamic parameters, GHG emission 

Fig. 8  Forecasting global installed capacity and corresponding percentage share of various energy sources in 2030

Table 8  Global mean GHG emissions due to different power plants 
in 2030

Technology GHG emission (Mt)

Scenario-I Scenario-II Scenario-III Scenario-IV

Solar PV 96.56 78.49 78.49 471.72
Wind 74.62 88.43 104.41 220.29
Hydro 145.78 154.63 163.90 176.18
Nuclear 116.15 124.06 132.35 146.55
Coal 6640.46 4397.53 4397.53 2254.73
Gas 3604.28 4397.76 3887.18 2119.54
Total 10,677.85 9240.91 8763.86 5389.01
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can further be reduced by 49.5% in Scenario-IV. Based on 
the recommendations of IPCC (2018), Scenario-IV is closer 
to achieving net-zero CO2 emissions by 2050. As fossil fuel 
power plants dominate the GHG emission (about 95%), the 
overall reduction in GHG emission is achieved by increasing 
the share of low-carbon power plants. Additionally, it should 
be noted that the emission from solar PV power plants is 
reduced by 18.7% in Scenarios-II and III, compared to the 
base-case scenario, due to optimal reinvestment factor for 
this sector.

This study demonstrates that by adjusting the energy rein-
vestment factors, a significant reduction in GHG emission 
can be achieved. Various other scenarios may be created 
and studied by changing the energy reinvestment factors for 
various power plants. For example, if the perceived risk of 
the nuclear power plant is considered as a hindrance for the 
growth of these power plants, its energy reinvestment factor 
can be reduced. Through Scenario-IV, it has been demon-
strated that the parameters can be varied over the planning 
horizon dynamically, and a lower GHG emission can be 
achieved.

Conclusion

The mathematical model used in this study provides a rea-
sonable basis for drawing dynamic interpretations of the 
power plants of any technology. The result showed far-rang-
ing maximum growth rates, 15.1% for solar PV and 124.34% 
for gas based power plant technology. Furthermore, the opti-
mal energy reinvestment factor in meeting the maximum 
demand capacity highlighted that the renewable technol-
ogy power plants, especially solar PV power plants, need 
a longer time frame than other power plant technologies to 
proliferate. Unlike the construction time and lifetime of the 
power plant technology, energy payback time is found to be 
the most sensitive parameter to vary growth rate, while con-
struction time is found to be the least sensitive. The longer 
energy payback time of renewable technology relative to 
their life is the major constraint for their expansion as com-
pared to non-renewable technology indicating the require-
ment of subsidization for their flourishment. This observa-
tion suggests that the current research should be directed 
toward reducing energy payback time for most renewable 
energy technologies.

Moreover, global energy status and case studies are giving 
us a basis to identify the path to increase less carbon-inten-
sive renewable and nuclear technology power plant to meet 
future load demand by adjusting the energy reinvestment. It 
may be noted that the global average values are considered 
in this paper for the analysis of the global energy status and 
identifying low-carbon pathways. However, the proposed 
framework is generic and can be applied to specific locations 

or countries to identify the specific policies to achieve low-
carbon pathways for that region. As demonstrated through 
Scenario-IV, the IPCC (2018) recommendations of reaching 
net-zero  CO2 emissions by 2050 may be achieved.

This paper has tried to explain the single power plant 
energy dynamics by relaxing many inevitable constraints 
like resource availability, environmental emissions, infra-
structure setting and cost for expansion. Adding these con-
straints in the present model would have reduced the energy 
reinvestment and corresponding growth rate of any power 
plant. The model assumes exponential growth with an upper 
limit on its construction capacity possible. The assumptions 
made in this study are to make our study easier and get an 
approximate model. Moreover, in the present world, there 
are many sources subsidizing the deployment of other tech-
nologies. This model can help select the power plant tech-
nology and know its energy-producing potential for energy 
planners and policymakers and can also be used as a foun-
dation to develop a more complex mathematical model by 
considering more constraints and cross-subsidization. This 
work assumes the energy reinvestment is made only using 
the electricity generated. Factors like transportation of mate-
rials, requirement of fuels (gas/liquid), labor, etc., are not 
accounted for. Technical issues related to grid integration, 
grid stability, variations and uncertainties associated with 
renewables should be incorporated in the proposed frame-
work. Additionally, grid-level storage can significantly influ-
ence the overall planning of the electricity sector. Future 
research is directed toward relaxing some of the above-men-
tioned limitations.
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