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Abstract. We show that, when solving a linear system with an iterative
method, it is necessary to measure the error in the space in which the residual
lies. We present examples of linear systems which emanate from the finite
element discretization of elliptic partial differential equations, and we show
that, when we measure the residual inH−1(�), we obtain a true evaluation
of the error in the solution, whereas the measure of the same residual with
an algebraic norm can give misleading information about the convergence.
We also state a theorem of functional compatibility that proves the existence
of perturbations such that the approximate solution of a PDE is the exact
solution of the same PDE perturbed.

1 Introduction

Stationary physical phenomena are often driven by elliptic partial differential
equations. The discretization of equations of this kind often leads to a real
N ×N linear system,A · x = b, which is normally solved by Krylov-based
methods such as Conjugate Gradient ([8]) whenA is symmetric positive
definite or GMRES ([12]) in the general case. At each iteration step we
compute an approximationx(n) ∈ R

N of the solution of the linear system.
It is necessary, at this point, to introduce a stopping criterion in order to test
whetherx(n) is accurate enough for our purposes.

This work was supported by the “Istituto di Analisi Numerica – Consiglio Nazionale
delle Ricerche” (Pavia, Italy) through the European programme HCM, contract no:
ERBCHRXCT930420.
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In previous reports ([9,2]) stopping criteria based on a backward error
analysis of the algebraic problem were presented. In those reports, the al-
gebraic residualρ(n) = A · x(n) − b was computed. By using a norm of the
latter, it is possible to test whether the norm of the perturbations, for which
x(n) is the exact solution of a perturbed version of the original linear system,
is sufficently small.

In the present paper, we focus on the fact that, when considering Galerkin-
type discretizations of partial differential equations, the residualρ(n) defined
above is the discrete counterpart of a linear functional,R(n), which belongs
to the dual of the space that contains the exact solution. In particular, we
want to show the difference between the algebraic and the functional con-
vergence of a Krylov-based method when this method is applied to a linear
system, which comes from the Galerkin discretization of an elliptic partial
differential equation. We present the advantages of measuring the residual
in the correct norm.

In Sect. 2, we define the abstract variational problem and its Galerkin
discretization. In Sect. 3, we consider an elliptic partial differential equation
in divergence form, and with a solution defined in the Sobolev spaceH 1

0 (�).
We introduce the measure of the residual on the corresponding dual space
(H 1

0 (�))′ = H−1(�).
In Sect. 4, we describe a perturbation theory, in functional spaces, which

generalizes that of Rigal and Gaches ([11]). In particular, we introduce a
functional backward error analysis in such a way that an approximate finite
dimensional solution may be considered as the exact solution of a perturbed
version of the original continuous differential problem.

Finally, in Sects. 5 and 6, we describe practical aspects, test problems
and numerical experiments.

2 The Galerkin framework

Suppose that we have a boundary value problem for a differential equation
that can be set in the usual variational framework (a concrete example will
be stated in Sect. 3). This means that we have a Hilbert spaceV , with a
scalar product(· , ·)V , an induced norm‖ · ‖V , a bilinear formB onV × V

and a linear formL onV with the following properties:

(H)




B is continuous onV × V , i.e.,

∃M such that∀ u, v ∈ V,B(u, v) ≤ M‖u‖V ‖v‖V ;
B is coercive, i.e.,

∃γB > 0,∀ u ∈ V, |B(u, u)| ≥ γB‖u‖2V ;
L is continuous onV , i.e.,

∀ u ∈ V, |L(u)| ≤ C‖u‖V .
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We denote byBL(V ) the space of continuous bilinear formsV × V → R,
and byV ′ the topological dual space ofV . ThenV ′ is equipped with the
classical dual norm:

‖F‖V ′ = sup
v∈V \{0}

|F(v)|
‖v‖V .

The so-called variational formulation of the boundary value problem can
then be written as follows:

(P)

{
find u ∈ V such that

B(u, v) = L(v) ∀ v ∈ V.

It is well-known (Lax–Milgram Lemma) that, under assumption(H), prob-
lem (P) has a unique solution that depends continuously on the data (cf.,
e.g., [5]). The Galerkin discretization method consists in choosing a finite
dimensional subspaceVh of V and then solving problem(P) onVh, i.e.,

(P)h

{
find uh ∈ Vh such that

B(uh, vh) = L(vh) ∀ vh ∈ Vh.

Problem(P)h still has a unique solution, becauseB andL, when restricted
toVh, satisfy properties(H) (obviously we set‖vh‖Vh

= ‖vh‖V ∀ vh ∈ Vh).
Let {φi}i=1,...,N be a Lagrange basis forVh. Then,uh = ∑N

j=1 ujφj and
problem(P)h is equivalent to the linear system:

N∑
j=1

B(φj , φi)uj = L(φi), i = 1, . . . , N

which can be written:

A · x = b, where

A = (aij )1≤i≤N,1≤j≤N, with aij = B(φj , φi),

x = (xj )1≤j≤N, with xj = uj ,

b = (bi)1≤i≤N, with bi = L(φi).

If we solve the linear system with an iterative method, at stepn we will
have an approximate solutionx(n) = (x

(n)
j ) ∈ R

N with the corresponding

u
(n)
h ∈ Vh given byu(n)

h =
∑

j x
(n)
j φj .
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3 A test problem

Let � ⊂ R
2 be a convex polygonal domain. We consider the following

elliptic boundary value problem (generally non-symmetric) which is defined
in �: {

−div(ν∇u)+ β · ∇u+ αu = f in �

u = 0 on∂�
(1)

whereν ∈ L∞(�), β ∈ [C1(�̄)]2, α ∈ L∞(�), f ∈ L2(�). We assume the
coerciveness hypotheses 0< νmin ≤ ν(x) ≤ νmax < +∞ and−1

2divβ +
α ≥ 0 pointwise.As usual, we denote byH 1(�) the Hilbert space of square-
integrable functions, which are defined on�, with square-integrable first
derivatives. ThenH 1(�) is equipped with the scalar product and induced
norm:

(u, v) =
∫
�

uv +
∫
�

∇u∇v

‖u‖1,� = (u, u)
1
2 =

(∫
�

u2+
∫
�

|∇u|2
) 1

2

.

We then set
H 1

0 (�) = {
v ∈ H 1(�), v|∂� = 0

}
.

It is well-known that the semi-norm onH 1(�) given by

|u|1,� =
(∫

�

|∇u|2
) 1

2

is indeed a norm onH 1
0 (�) (Poincaré Lemma). In this wayH 1

0 (�) is a
Hilbert space with scalar product

(u, v) =
∫
�

∇u∇v

and induced norm|u|1,�. We denote byH−1(�) the topological dual space
of H 1

0 (�). Problem (1) can then be written, in variational form, as follows:

(P)




find u ∈ H 1
0 (�) such that∫

�

ν∇u · ∇v +
∫
�

(β · ∇u)v +
∫
�

αuv =
∫
�

f v, ∀ v ∈ H 1
0 (�),

where, referring to the previous section, we haveV = H 1
0 (�),

B(u, v) =
∫
�

ν∇u · ∇v +
∫
�

(β · ∇u)v +
∫
�

αuv,
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andL(v) = ∫
�
f v. Using the hypotheses stated above it is readily shown

that B is continuous and coercive onH 1
0 (�) andL ∈ H−1(�). A finite

element discretization of problem(P) with the use of continuous piecewise
linear elements can be described briefly as follows (for the sake of simplicity,
we assume that all integrals are computed exactly). LetTh be a family of
triangulations of�, i.e., eachTh is a set of disjoint triangles{T } which
covers� in such a way that no vertex of any triangle lies in the interior
of an edge of another triangle. We assume thatTh is compatible with the
polygonal boundary of�. Leth = max

T ∈Th

diam(T ). Consider then the space

Vh =
{
v : �→ R, v ∈ C0(�), v|∂� = 0, v|T is linear∀ T ∈ Th

}
.

ThusVh ⊂ H 1
0 (�). Next we describe the usual finite element basis forVh.

Let
{
Pj

}
j=1,...,N be the set of internal vertices ofTh (i.e., we exclude the

vertices lying on∂�). Then for allj , 1 ≤ j ≤ N , we define the function
φj ∈ Vh by

φj (Pi) =
{

1, i = j

0, i �= j

and then we extend it linearly on each triangleT . It is easy to show that{
φj

}
j=1,...,N is a basis forVh; hence, dimVh = N . The finite element ap-

proximation(P)h of problem(P) is then

(P)h




find uh ∈ Vh such that:∫
�

ν∇uh · ∇vh +
∫
�

(β · ∇uh)vh +
∫
�

αuhvh =
∫
�

f vh,

∀ vh ∈ Vh.

As shown in the previous section, problem(P)h is equivalent to a linear
systemA · x = b, with

aij = B(φj , φi) =
∫
�

ν∇φj · ∇φi +
∫
�

(β · ∇φj )φi +
∫
�

αφjφi

andbi =
∫
�
f φi . If we use an iterative method, at each step we will have a

vectorx(n) ∈ R
N , which in turn identifies a functionu(n)

h =
∑N

i=1 x
(n)
i φi ∈

Vh and a residualR(n)
h ∈ V ′h (V ′h is the topological dual space ofVh) which

is defined by

R
(n)
h (vh) =

∫
�

(
ν∇u(n)

h · ∇vh + (β · ∇u(n)
h )vh + αu

(n)
h vh − f vh

)
,

∀ vh ∈ Vh.
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3.1 Measuring the residual

We want to measure the norm ofR
(n)
h in V ′h. This can be done, for instance,

by solving the discretization of the Poisson problem{
−$ρ = R in �

ρ = 0 on∂�
(2)

in the same spaceVh. The Poisson problem (2) induces an isometryR �→ ρ

betweenH−1(�)andH 1
0 (�); we will see that its discretization onVh induces

an isometry betweenVh andV ′h. Let Rh ∈ V ′h (for simplicity we omit
the superscript(n)), and letρh be the solution of the following variational
problem: ∫

�

∇ρh∇vh = Rh(vh) ∀ vh ∈ Vh. (3)

Then

‖Rh‖V ′h = sup
vh∈Vh\{0}

|Rh(vh)|
|vh|1,� = sup

vh∈Vh\{0}

∣∣∣∣
∫
�

∇ρh∇vh
∣∣∣∣

|vh|1,� . (4)

Consequently, forvh = ρh in (4),

‖Rh‖V ′h ≥
|ρh|21,�
|ρh|1,� = |ρh|1,�,

and from the Cauchy–Schwarz inequality in (4) we obtain

‖Rh‖V ′h ≤ sup
vh∈Vh\{0}

|ρh|1,�|vh|1,�
|vh|1,� = |ρh|1,�,

and then
‖Rh‖V ′h = |ρh|1,�.

The variational problem (3) is, in turn, equivalent to the linear system inR
N

% · ρ = R, where%ij =
∫
�
∇φj · ∇φi , ρ = (ρi) ∈ R

N are the components
of ρh with respect to the basis{φi} andR = (Ri), i = 1, . . . , N , with
Ri = Rh(φi). If vh ∈ Vh, vh =∑N

i=1 viφi , then

|vh|21,� =
∫
�

|∇vh|2 =
N∑

i,j=1

vivj

∫
�

∇φi · ∇φj = (% · v, v).

Hence,

|ρh|21,� = (% · ρ, ρ) = (% ·%−1 · R,%−1 · R) = (R,%−1 · R).

Thus, from the computational point of view, we have to solve a linear system
and compute a scalar product.
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Remark 1 Using the previous arguments we can also prove that

‖Lh‖2V ′h = (b,%−1 · b),
whereLh = L|Vh

. Moreover, because% is symmetric, the following in-
equalities are satisfied

‖%‖−1/2
2 ‖R‖2 ≤ ‖Rh‖V ′h ≤ ‖%−1‖1/2

2 ‖R‖2, (5)

and

‖%‖−1/2
2 ‖b‖2 ≤ ‖Lh‖V ′h ≤ ‖%−1‖1/2

2 ‖b‖2, (6)

where‖.‖2 denotes the usual Euclidean norm of a vector and the spectral
algebraic norm of a matrix.

4 Theoretical study

In this section, we state some results in perturbation theory within an abstract
setting. Those who have some knowledge of matrix perturbation theory will
recognize equivalent results for the compatibility of the solution of a linear
system (see [11,9]).

4.1 A functional perturbation of problem (P)

Let ũ ∈ V be an approximation of the solutionu ∈ V of the problem(P)

stated in Sect. 1. We want to prove the following theorem.

Theorem 1 (Compatibility) We have the following equivalence.

∃δB ∈ BL(V ), ∃δL ∈ V ′ such that:
(B + δB)(ũ, v) = (L+ δL)(v),

∀ v ∈ V, and
‖δB‖BL(V ) ≤ α, ‖δL‖V ′ ≤ β.


⇔



‖ρũ‖V ′ ≤ α‖ũ‖V + β,

where ρũ ∈ V ′ is defined by
〈ρũ, v〉V ′,V = B(ũ, v)− L(v)

∀ v ∈ V.

Proof The proof will be given under the assumption thatV is only a Ba-
nach space, thereby showing that the theorem holds even in a more general
situation. For this reason, in this proof (and only here), we use the notation
of duality pairs.

⇒: This is obvious.

⇐: We will build two perturbations ofB andL, respectivelyδB andδL,
such that

B(ũ, v)+ δB(ũ, v) = L(v)+ δL(v)∀ v ∈ V.
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We set

∀ u ∈ V, 〈ρu, v〉V ′,V = B(u, v)− L(v),∀ v ∈ V ;

thenρu ∈ V ′. We denote byJu ∈ (V ′)′ = V ′′ the element of the bi-dual of
V which is associated tou in the canonical injection

J : V −→ V ′′I ⊂ V ′′

u �−→ Ju

defined by〈Ju, f 〉V ′′,V ′ = 〈f, u〉V ′,V ∀ f ∈ V ′. It is well-known thatJ is a
linear isometry (see, e.g., [3, III.4, p. 39] or [13, XIX.7]). We then have

‖Jũ‖V ′′ = ‖ũ‖V = sup
‖f ‖V ′≤1

〈Jũ, f 〉V ′′,V ′ = sup
‖f ‖V ′≤1

〈f, ũ〉V ′,V
= 〈fũ, ũ〉V ′,V

for a certainfũ ∈ V ′. One must keep in mind of the fact that, here, we
cannot associate a vectorv ∈ V to fũ unlessV is reflexive. In other words
we cannot find av ∈ V such that‖fũ‖V ′ = 〈fũ, v〉V ′,V , because‖fũ‖V ′ is a
sup and not a max. It is a max if (and only if)V is reflexive (see [3, p. 4] ).
Now, as has been done for the perturbation of a system of linear equations
([11]), we define:

δB(u, v) = − α

α‖ũ‖V + β
〈Ju, fũ〉V ′′,V ′ 〈ρũ, v〉V ′,V (7)

and

δL(v) = β

α‖ũ‖V + β
〈ρũ, v〉V ′,V . (8)

It is obvious thatδB is continuous and bilinear fromV × V to R, and that
δL ∈ V ′; an easy computation shows that

δL(v)− δB(ũ, v)

=
(

β

α‖ũ‖V + β
+ α

α‖ũ‖V + β
〈Jũ, fũ〉V ′′,V ′

)
〈ρũ, v〉V ′,V = 〈ρũ, v〉V ′,V

as required. Moreover, if we suppose that‖ρũ‖V ′ ≤ α‖ũ‖V + β, then obvi-
ously from formulæ (7) and (8) we have:

‖δB‖BL(V ) ≤ α, ‖δL‖V ′ ≤ β. "#
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Remark 2 If V is a reflexive Banach space, we can give a more significant
form to the perturbation termδB. In fact, in this case, we can identifyJu

andu and obtain from (7) that

δB(u, v) = − α

α‖ũ‖ + β
〈Ju, fũ〉V ′′,V ′ 〈ρũ, v〉V ′,V

= − α

α‖ũ‖ + β
〈fũ, u〉V ′,V 〈ρũ, v〉V ′,V

= − α

α‖ũ‖ + β
〈fũ ⊗ ρũ, (u, v)〉 ,

in analogy with the finite dimensional case (see, e.g., [9]).

4.2 Conditioning of (P)

In the theory of linear systems, we can define several condition numbers
which are associated with the problemA · x = b. These condition numbers
measure “the numerical difficulty” we have in solving the linear system.
The best known condition number is the condition number of the matrixA

itself,

κ(A) = ‖A‖2 · ‖A−1‖2.
The reciprocal ofκ(A) measures the distance, in spectral norm, ofA from
the class of singular matrices (see [6]). Furthermore, the condition number
of a problem can be defined as the least upper bound of the ratio of the norm
of perturbation in the solution to the norm of perturbation in the input data,
in the limit as the perturbation in the input data goes to zero (see, e.g., [1,9]
or [4]). Here we want to define a condition number for the problem(P) as
defined in Sect. 1.

Definition 1 (Condition number) Let δB ∈ BL(V ) and δL ∈ V ′ be two
perturbations of B and L such that

‖δB‖BL(V ) ≤ εα, ‖δL‖V ′ ≤ εβ.

The relative condition number, C(P), for the variational problem (P) is the
smallest constant C which satisfies the inequality

‖u− ũ‖V ≤ εC‖u‖V .
We have the following theorem.

Theorem 2 (Condition number)The condition number C(P) of definition
1 satisfies the bound

C(P) ≤ (α‖u‖V + β)

γB‖u‖V .
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Proof

(B + δB)(ũ, v) = (L+ δL)(v) ∀ v ∈ V

⇔ B(u− ũ, v) = −δL(v)+ δB(ũ, v) ∀ v ∈ V.

v = u− ũ ⇒ B(u− ũ, u− ũ) = −δL(u− ũ)+ δB(ũ, u− ũ).

B is coercive ⇒ | − δL(u− ũ)+ δB(ũ, u− ũ)| ≥ γB‖u− ũ‖2V
⇒ γB‖u− ũ‖2V ≤ ‖δL‖V ′‖u− ũ‖V

+‖δB‖BL(V )‖u− ũ‖V ‖ũ‖V .
u− ũ �= 0 ⇒ γB‖u− ũ‖V ≤ ‖δL‖V ′

+ ‖δB‖BL(V ) (‖u‖V + ‖u− ũ‖V )
⇒ (γB − εα)‖u− ũ‖V ≤ ε (β + α‖u‖V ) .

If εα < γB ⇒ ‖u− ũ‖V ≤ ε
(
1− ε α

γB

)−1
1
γB

(α‖u‖V + β) . "#

4.3 Practical consequences

It is easy to see that all the inequalities shown before hold even if we work in
Vh andV ′h instead of inV andV ′, and the constants involved do not depend
on Vh. This means that we have defined a “functional” condition number,
which is independent of the discretization. This may seem strange at first
glance, but it depends on the choice of the norms which are used to measure
the residual. For instance, in the discretization of the Laplace operator, the
“classical” condition number of the stiffness matrix is proportional to 1/h2,
while our “functional” condition number is always constant. It then seems
reasonable to consider

‖R(n)
h ‖V ′h
‖Lh‖V ′h

as the relative functional backward error onuh. Assume that

‖R(n)
h ‖V ′h
‖Lh‖V ′h

≤ ε.

According to the above definition of the condition number, from the previous
theorem (withα = 0 andβ = ‖Lh‖V ′h) we have

‖uh − u
(n)
h ‖Vh

‖uh‖Vh

≤ ε · ‖Lh‖V ′h
γB‖uh‖Vh

.

Since

B(uh, ·) = Lh in V ′h,
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we have

‖Lh‖V ′h ≤ M‖uh‖Vh

and then the following relative forward error bound holds:

‖uh − u
(n)
h ‖Vh

‖uh‖Vh

≤ εMγB
−1.

4.4 Stopping criteria and approximation error

We next propose a reasonable threshold for the relative functional backward
error defined above. Letu ∈ H 1

0 (�) be the exact solution of problem(P),
uh ∈ Vh its Galerkin approximation andu(n)

h ∈ Vh the algebraic approxi-
mation ofuh, computed with either the Conjugate Gradient or the GMRES
method. Then letR(n)

h be the residual functional associated withu
(n)
h .

Moreover, we know ana priori bound for the functional approximation
error. For instance, when using linear finite elements and under some mild
assumptions on the triangulationTh, we have (see, for example, [5] and [10,
pp. 110–111, Corollaire 5.1–3.])

|uh − u|1,� ≤ Ch|u|2,�,
where the constantC depends only on the domain and on the coefficients
of the equation.

In order to bound the global error|u(n)
h − u|1,�, we can add and subtract

uh and bound separately the functional algebraic error and the functional
approximation error:

|u(n)
h − u|1,� ≤ |uh − u|1,� + |u(n)

h − uh|1,�
≤ Ch|u|2,� + ‖uh‖Vh

MγB
−1ε.

Thus, it seems reasonable to stop the iteration when the upper bound of
the functional algebraic error becomes smaller than the upper bound of the
functional approximation error. Asymptotically, this can be achieved by the
following stopping criteria:

‖R(n)
h ‖V ′h
‖Lh‖V ′h

≈ h2. (9)

Finally, in several practical problems the linear form‖L‖V ′ is only ex-
perimentally determined. Therefore, it is perturbed by experimental errors
of which we know an upper bound for the functional norm.

In these situations, it can be sensible to substitute in (9) the formerh2

with the latter upper bound for the experimental error functional norm.
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5 Computational aspects

Measuring the norm of the residual in the way described above is inter-
esting, but it should not force us to spend too much time in computing it.
In this section, we briefly consider the cost of this computation. Note that
the implementation cost of our criteria depends only on the solution of the
isometry operator. For symmetric elliptic problems the symmetric bilinear
form B(·, ·), (B(u, v) = B(v, u)), induces a norm equivalent to‖ · ‖V and
a isometry betweenV andV ′. In these cases the corresponding linear sys-
tem is solved using Conjugate Gradient since the matrixA is symmetric
and positive definite. Because Conjugate Gradient minimizes at each step
the dual norm of the residual,(R(n), A−1R(n))1/2, on a Krylov subspace, it
is quite appropriate to use the results of [7] to evaluate this norm directly.
Frequently, a Krylov approximation method does not provide the residual
but the preconditioned residualP−1 · (A · x(n)− b), whereP is an algebraic
preconditioner. One should be aware of the fact that applying the isome-
try ($−1

h , or A−1 if A is symmetric and positive definite) to this algebraic
preconditioned residual may be senseless if it does not correspond to a func-
tional residual inH−1. If this occurs, we must computeρ = A · x(n) − b,
which costs an extra matrix/vector product.

In the following, we experiment only with unsymmetric operators.
When we dispose of the residual, we have to solve a Poisson problem on

the mesh which we built for our approximations.

– If our mesh is regular, we can use the FFT to solve the Poisson problem.
– If our mesh is not regular, the problem is more complex and deserves fur-

ther investigation. There are several possibilities: interpolate on a regular
grid and then use FFT; solve the Poisson problem at selected iterations;
etc.

– We can use a few iterations of the Conjugate Gradient algorithm to reach
a reasonable approximation of(R,%−1 · R) as is shown in [7].

Another and more practical way of bounding the functional residual is
the following. Using the inequalities (5) and (6) we have

κ(%)−1/2‖R(n)‖2
‖b‖2 ≤ ‖R

(n)
h ‖V ′h
‖Lh‖V ′h

≤ κ(%)1/2‖R(n)‖2
‖b‖2 .

Because the algebraic condition number of the matrix% (discretizing the
Poisson operator) is of orderh−2, we have

O(h)
‖R(n)‖2
‖b‖2 ≤ ‖R

(n)
h ‖V ′h
‖Lh‖V ′h

≤ O(h−1)
‖R(n)‖2
‖b‖2 .
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Therefore, we can use the following as a rough stopping criterion:

– selectε ≈ h2;

– IF ‖R(n)‖2
‖b‖2 ≤ ε THEN

IF
‖R(n)

h ‖V ′
h

‖Lh‖V ′
h

> ε THEN ε = hε ELSE STOP.

This stopping criterion can be implemented using the functional residual
only once, with a reasonable extra cost if we use the modified version of the
Conjugate Gradient algorithm proposed in [7]. We must point out that this
criterion can be misleading when

‖R(n)
h ‖V ′h
‖Lh‖V ′h

= O(h−1)
‖R(n)‖2
‖b‖2 .

For 1-D problems, this can be the case when

f (x) = sin(Nπx)

andR(n)
h is a smooth function. Nevertheless, this is not a common situation:

it is more common to have the opposite wheref is a regular andR(n)
h has the

erratic behavior typical of an irregular function. In this last case, the proposed
stopping criterion can force us to do more iterations than necessary.

6 Numerical experiments

In this section, we present some numerical experiments to illustrate the main
ideas of the paper. In all cases, the domain� is the square[0,1] × [0,1]
which is discretized with the mesh shown in Fig. 1 withh & 1/20. The
right-hand side is alwaysf (x, y) = 1.

For each test case, we follow the convergence history of the following
quantities:

– the Euclidean norm of the (algebraic) residual scaled with the right-hand

side, i.e.,
‖ρ(n)‖2
‖b‖2 (solid)

– the functional norm of the (functional) residual scaled with the right-hand

side, i.e.,
‖R(n)

h ‖V ′h
‖L‖V ′h

(dotted)

– the norm of the forward relative error inVh, i.e.,
‖u(n)

h − uh‖Vh

‖uh‖Vh

(dashed).
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Fig. 1.Mesh; 1601 elements, 863 nodes (740 internal),h & 1/20

In our experiments, we considered only the convection-diffusion equation.
Naturally, as far as the ratio diffusion/convection is of the same order (or
larger) thanh, the problem is diffusion-dominated and it behaves like a pure
diffusive case. When the ratio diffusion/convection becomes smaller, then
the problem becomes convection-dominated and the Galerkin method de-
scribed above produces a solution with spurious oscillations. In this case, a
stabilized method is needed, and the norms involved change. In the exper-
iments below, the values ofν have always been chosen in such a way that
the problem is diffusion-dominated.

For this case we have used the GMRES method without restarting (and
with no preconditioner). We have taken a fixed convectionβ = (1,3) with
ν = 0.1 (Fig. 2) andν = 0.01 (Fig. 3). Also in this case we see that the
algebraic norm of the residual is an overestimate of the exact error.

7 Conclusion

We have shown that, in the iterative solution of linear systems which arise
from the Galerkin discretization of elliptic partial differential equations, the
stopping criteria should rely on theH−1 norm residual measure.

This norm gives precise information about the true error, i.e., the error be-
tween the computed solution and the exact solution of the partial differential
equation.

Moreover, we show that the threshold in our stopping criterion can be
related to the value of the discretization error so that the algebraic part of
the error can be safely compared with the discretization error, and we can
stop when these two errors are of the same order. Some simple numerical
experiments show that, if the dual norms can be computed, then we stop
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Fig. 2.Convection-diffusion equation withβ = (1,3), ν = 0.1
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Fig. 3.Convection-diffusion equation withβ = (1,3), ν = 0.01

when the Euclidean norm of the algebraic residual is still very high, but
with a very satisfactory solution. Naturally, the drawback is that dual norms
are not always cheap to compute. Nevertheless, we are confident that in
some cases the computational cost can be reduced to an acceptable level.
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