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Abstract

In this paper we extend the Banach spaces-based fully mixed approach recently
developed for the coupled Stokes and Poisson—Nernst—Planck equations, to cover
the coupled Navier—Stokes and Poisson—-Nernst—Planck equations. In addition to the
velocity and pressure of the fluid, the velocity gradient and the Bernoulli-type stress
tensor are added as further unknowns. Similarly, fully mixed formulations for the
Poisson and Nernst—Planck sub-problems are achieved by considering, alongside the
electrostatic potential and the concentration of ionized particles, the electric current
field and total ionic fluxes as new mixed variables. As a consequence, two saddle-
point problems, one of them non-linear, and both involving nonlinear source terms
depending on the other unknowns, along with a perturbed saddle-point problem that
is in turn further perturbed by a bilinear form depending on the remaining unknowns,
constitute the resulting variational formulation of the whole coupled system. Fixed-
point strategies are then employed to prove, under smallness assumptions on the data,
the well-posedness of the continuous and associated Galerkin schemes, the latter for
arbitrary finite element subspaces under suitable stability assumptions. The main
theoretical tools utilized include the Babuska—Brezzi and Banach—Necas—Babuska
theories in Banach spaces, an abstract result for perturbed saddle-point problems (also
in Banach spaces), and the classical Banach and Brouwer fixed-point theorems. Strang-
type lemmas are then applied to establish a priori error estimates. Next, specific finite
element subspaces (defined by Raviart-Thomas elements of order £ > 0 and piece-
wise polynomials of degree < k) are shown to satisfy the required hypotheses, and this
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yields specific convergence rates. Finally, several numerical results are reported, con-
firming the theoretical findings and illustrating the good performance of the method.

Keywords Poisson—Nernst—Planck - Navier—Stokes - Fixed-point theory - Finite
element methods

Mathematics Subject Classification 35J66 - 65J15 - 65N12 - 65N15 - 65N30 - 47J26 -
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1 Introduction

Scope In this paper we develop a Banach spaces-based formulation yielding a new
mixed finite element method for the coupled Navier—Stokes and Poisson—Nernst—
Planck equations. This coupled PDE system is a remarkable example of multiphysics
models where electrically charged ions interact in a complex manner, and at different
spatial scales, with the flow behaviour of incompressible viscous fluid. Fluid mixtures
of this type are essential in modeling fuel cells, ion channel behavior in cell membranes
of biological tissues, electrodialysis and similar mechanisms used in the process of
water desalination, and many other instances.

These models for single-phase electrohydrodynamic flows are composed by the
coupled system of fluid flow (for example, the Navier—Stokes equations), ion transport
(the Nernst—Planck equations with advection) and electrostatics (here a generalized
Poisson equation). Obtaining accurate and stable numerical solutions for these com-
plex systems is key to produce reliable simulations. While the computation with
high-order methods and other schemes has been studied thoroughly in the literature
going back several decades, the rigorous theoretical analysis of finite element and sim-
ilar methods for the system under consideration here, initiated in the classical work
[25], where the authors establish convergence of a finite element method using a pro-
jection method a la Chorin—Temam. Subsequently, a number of discretization methods
have been proposed and their numerical analysis (discrete solvability, stability, con-
vergence) has been conducted, including primal [22-24], primal-mixed (meaning in
our context that the equations of Poisson—Nernst—Planck are written in mixed form
but the incompressible flow problem is in classical velocity—pressure formulation) [19,
20], discontinuous Galerkin, and virtual elements [14].

One of our goals is to include conservativity of momentum for each one of the
equations involved. A way of doing this is to use fully mixed formulations, that is,
solving also for other unknowns of interest such as pseudostress-type tensors, vor-
ticity, fluxes, and so on. Using numerical methods based on fully mixed variational
formulations enjoys many advantages. However, in such a case, regularity issues may
appear in treating the convective and advective terms as well as in the other coupling
mechanisms. Remedies exist, for example augmentation (adding redundant Galerkin
residual terms to endow the final formulation with the necessary regularity to con-
trol nonlinearities in usual Hilbert spaces). While this approach allows us to treat the
convective and advective nonlinearities, it fails in maintaining the key feature of local
conservativity (of momentum and mass, for example). Relatively recent efforts have

@ Springer



Banach spaces-based mixed finite element methods... Page3of44 31

been done in designing an alternative approach, where one looks at the fully mixed
forms of the underlying problem without augmenting them. In turn, one requires to
work on a more general functional setting, for example on Banach spaces. This is a
classic idea going back to the work [3], which has got fresh attention due to the possi-
bility of writing more and more complex nonlinearly coupled multiphysics problems
in mixed form. As a non-exhaustive list of contributions taking advantage of the use
of Banach frameworks for solving the aforementioned kind of problems, we refer to
[2,4,6-8,10, 11,17, 18, 21].

Using these arguments, in [13] the authors have recently introduced a Banach
spaces-based mixed finite element method for a slightly simpler model: the coupled
Stokes and Poisson—Nernst—Planck equations. Even if the underlying model differ-
ence is just the presence of the convective term, we note that the structure of a fully
mixed form for the Navier—Stokes equations requires a different setup—for example,
employing different mixed variables sought in different spaces than those used for
Stokes flows in fully mixed form. Moreover, the results in this paper extend further
the analysis carried out in [13] by utilizing a different fixed-point strategy.

Outline The rest of the manuscript is organized as follows. Notations and basic
definitions to be utilized throughout the paper are collected in the remainder of this
section. Section?2 states the strong form of the coupled problem, in its usual primal
form, and also defining the new mixed variables. The fully-mixed continuous formu-
lation is defined in Sect. 3, and its well-posedness analysis is developed in Sect. 4. The
Galerkin method is introduced and analyzed in Sect. 5 under suitable assumptions on
the finite element subspaces employed. In addition to its unique solvability, a generic
error estimate is also provided there. Next, Sect. 6 specifies finite element subspaces
satisfying the required stability properties, states the expected orders of convergence,
and describes the discrete conservation properties of the resulting method. Finally,
Sect.7 showcases a number of numerical examples which serve as computational
confirmation of the theoretical convergence rates computed in appropriate weighted
norms, as well as of the discrete conservativity, and other tests that exemplify the use
of the proposed family of fully mixed methods in the simulation of ionized electrolyte
flows.

Preliminary definitions and notational conventions Throughout the paper, 2 is
a bounded Lipschitz-continuous domain of R”, n € {2, 3}, with polygonal (resp.
polyhedral) boundary I' in R? (resp. R?), and whose outward unit normal at I" := 9
is denoted by v. Standard notation will be adopted for Lebesgue spaces L' (2) and
Sobolev spaces W () and Wé’t(Q), with/ > 0 and ¢ € [1, 4+00), whose norms,
either for the scalar and vectorial case, are denoted by ||-|[o.;; and ||-||; ;.. respectively.
Note that WO'(Q) = L'(Q), and if = 2 we write H (2) instead of W-2($2), with
norm and seminorm denoted by || - ||;.q and | - |; o, respectively. In addition, letting
t, t' € (1, +00) conjugate to each other, that is such that 1/r +1/¢t' = 1, we denote by
WU/ H(T) the trace space of W1 (), and let W~ 1/7"'(T") be the dual of W'/*"-(I")
endowed with the norms || - ||/ ;- and || - |1/, T, respectively. On the other hand,
given any generic scalar functional space M, we let M and M be the corresponding
vectorial and tensorial counterparts, whereas | - || will be employed for the norm of
any element or operator whenever there is no confusion about the spaces to which
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they belong. Furthermore, as usual, I stands for the identity tensor in R := R"*", and
| - | denotes the Euclidean norm in R := R". Also, for any vector field v = (v;)i=1
we set the gradient and divergence operators, respectively, as

n
i . 31)./' .
Vv = (gj>i,/‘_l,n’ div(v) := E E and v W:= (v;w;); j=1n-

Additionally, for any tensor fields T = (7;;);, j=1,, and & = (&ij)i, j=1,1, We let div(z)
be the divergence operator div acting along the rows of t, and define the transpose,
the trace, the tensor inner product operators, and the deviatoric tensor, respectively,
as
n

d 1
Z 7;¢ij, and T° = T — —tr(7)L.

n

ij=l1

n
t . .
T = (Tj)ijmte (D)= Ti, T =
i=1

On the other hand, given ¢ € (1, +00), we also introduce the Banach spaces

H(div,: Q) = [r cL3(Q): div(z) € L’(Q)], (1.1a)
H(div,; Q) = {r cL2(Q): div(r) € L’(Q)}, (1.1b)
H (div;: Q) = [r cL'(Q): div(r) € LI(Q)}, (1.1¢)

which are endowed with the natural norms defined, respectively, by

ITlldiv,;: == lITllo,e + Ildiv(Dllone YT e H(div,; Q), (1.2a)
T llgiv,:@ == Itllo,@ + Idiv(v)llo.e VT € H(div;; Q), (1.2b)
1Tl divi:e == ITlone + Idiv(D)llone VT e H (divi; Q). (1.2¢)

Then, proceeding as in [16, eq. (1.43), Section 1.3.4] (see also [5, Section 4.1] and
[10, Section 3.1]), it is easy to show that for each r > nz% there holds
(T-v,v) = / {r.w + vdiv(r)} V(z,v) € H(div;: Q) x H'(Q),
’ (1.3a)
(Tv,V) = / {1’ Vv + V-div(r)} V(z,v) € H(div,; Q) x H'(Q),
¢ (1.3b)

where (-, -) is the duality pairing between H~Y2(I") and H'/2(I"), as well as between
H~'/2(I") and H'/2(I"). Furthermore, given ¢, ' € (1, +00) conjugate to each other,
there also holds (cf. [15, Corollary B. 57])

(t-v,v)r = / {r Vv + vdiv(r)} VY (t,v) € H (dive; Q) x W' (Q),
Q
(1.4)
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where (-, )1 stands for the duality pairing between W~ !/%(I") and W/":(T").

2 The model problem

We consider the electrohydrostatic model describing the flow of a Newtonian and
incompressible fluid occupying the domain €2, and whose mathematical representa-
tion is given by the coupled Navier—Stokes and Poisson—Nernst—Planck equations. Its
behavior is determined by the concentrations &; and & of ionized particles, and by
the electric current field ¢. More precisely, and regarding firstly the fluid, we look for
the velocity u and the pressure p such that (u, p) is solution to the Navier—Stokes
equations

—uAu+o(Vou + Vp = — (¢ —&)e o+ f in Q,

2.1
divw) =0 in Q, u=g on T, fp:O,
Q

where p is the constant dynamic viscosity,  is the fluid density, ¢ is the dielectric
coefficient, also known as the electric conductivity coefficient, f is a source term, g is
the Dirichlet datum for u on I', and the null mean value of p has been incorporated
as a uniqueness condition for this unknown. Note that, due to the incompressibility of
the fluid (cf. second equation of (2.1)), g must satisfy the compatibility condition

f g-v=0. 2.2)
r
Furthermore, ¢, & and &; solve the Poisson—Nernst—Planck equations, given by

¢ =¢eVy in Q —divip) = (61 —-&) + f in Q,

2.3)
where x is the electrostatic potential, and for each i € {1, 2}
& —div(ci(VE + qi&ie ') — &u) = fi in Q, o
& =g on T,
o . lifi=1 .
where k1 and k» are the diffusion coefficients, g; := Clifi=2 is the charge of

each particle, f, fi,and f> are external forces, and g, g1 and g are Dirichlet data for
X, & and &, respectively, on I'. We end the description of the model by remarking
that ¢, k1, and x5 are all assumed to be bounded above and below, which means that
there exist positive constants &g, €1, k, and k, such that

g < ex) < ¢ and k < ki(x) <k
foralmostall x € 2, Vi e {1, 2}. 2.5)

@ Springer



31 Page6of44 C.l.Correaetal.

Since we are interested in employing a fully-mixed variational formulation for the
coupled model (2.1)—(2.4), we first adopt the approach from [11] (see also [10]) for
the fluid and introduce the velocity gradient and the Bernoulli-type stress tensor as
further unknowns, that is

t:=Vu in  and o := ut—%(u@u)—p]l in Q. (2.6)

In this way, noting that div(u ® u) = (Vu)u = tu, which follows from the fact that
div(u) = 0, we find that the first equation of (2.1) can be rewritten as

—div(e) + ;tu = -8l +f in Q.

Next, taking matrix trace and the deviatoric part of the second equation of (2.6), we
find that the latter and the incompressibility condition, which becomes now tr(t) = 0,
are equivalent to the pair

1
o = pt — %(u@u)d in Q and p = ——tr(a + %)(u®u)) in €,
n
2.7

whence the pressure can be eliminated from the formulation and computed afterwards
in terms of ¢ and u as indicated in the second column of (2.7).

On the other hand, for the Nernst—Planck equations we introduce for eachi € { 1, 2}
the total fluxes

o= ki (V& + qi&e 'g) —&u in Q,

so that the respective transport equation reads now & — div(e;) = fi in Q.
Consequently, (2.1)—(2.4) can then be rewritten in terms of t, o, u, @, x, o; and §;,
i€ {1, 2}, as

t=Vu in Q,

d =t — %(u@u)d in , div(o) — Stu = (§ —&)elo—f in Q,
u=g on I, thr(a + %(u@u)) =0,

lo = vy in @ —divip) = ¢ —&)+f in Q, (2.8)

&
X =g on T,

Lo =Vve +gigielo — k7 5w in Q,

Ki

g —div(e;,) = f; in Q, & =g on I, ie{l2}

And we note that the uniqueness condition for p rewrites equivalently as the null mean
value constraint for tr(s + %(u® u)).
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3 The fully-mixed formulation

In this section we derive a Banach spaces-based fully-mixed formulation of (2.8). We
use the integration by parts formulae (1.3a)—(1.4) along with the Cauchy—Schwarz and
Holder inequalities. We split the exposition into a preliminary discussion on functional
spaces, then present each sub-problem separately, and finally state the variational
formulation of the whole coupled system (2.8).

3.1 Preliminaries

We begin by determining suitable spaces where to seek the unknowns by taking a
closer look at the terms 7 tu, Z(u ® w), (61 — &) e o, gitie g and /cl._l &u
in the second and sixth rows of (2.8). To be more precise, ignoring the bounded
functions ¢!, and Ki_l, as well as the constant ¢;, an immediate application of the
Cauchy—Schwarz and Holder inequalities, yields

‘/Q(& —&)o-v| < &1 —&llo2ee llelozj:elIVloq. (3.1a)
[wew:s < lulosa luloa s, (3.1b)
Jwey] < thoa uloss 1vlose. (3.1
'/QSHP'H < l&llo2e:q ll@llozj:e lTillo.q, (3.1d)
/inlbn < l&llo,2¢;2 lallo,2j;2 ITillo,e (3.1e)

where £, j € (1, 4+00) are conjugate to each other; and v, s, and t; are test functions
associated to u, t, and a;, respectively. In this way, denoting

p:=2 o0:=

271 (conjugate of p), r:= 2j, and

2i
s = — J (conjugate of r), (3.2)
2j—1

it follows that the above expressions make sense for & € L°(Q2), ¢ € L"(Q2),u, v €
L*(Q),t,s € L2(Q),and 7; € L?(). Since we need that u € L*(2), we impose that
2j < 4. The specific choice of £ (and hence of j, p, r and the respective conjugates
o and s) will be addressed later on. In the meantime we consider generic values in
(3.2). Moreover, since ¢ € L"(2), from the first equation in the fourth row of (2.8),
we deduce that x should be initially sought in W17 ().
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3.2 The Navier-Stokes equations

The analysis of the mixed formulation for the Navier—Stokes equations is inspired by
the work done by [6, Section 2.1]. As they do, we first assume that g € H!/2(I"). Then,
by a direct application of (1.3b) with ¢z > 712% and 7 € H(div;; 2), we test the first
equation of (2.8) obtaining

/ T: t+/ u-div(r) = (zv,gr V7t e Hddiv; Q). (3.3)
Q Q

It is easy to notice that, thanks to Cauchy—Schwarz’s inequality and the free trace
property of t, the first term of (3.3) makes sense for t € ]Ltzr(Q), where

L2(RQ) = {s cL2(Q): t(s) = o}.

In turn, knowing that div(z) € L/ (), and using Holder’s inequality, we deduce from
the second term of (3.3) that, we look for u € Lt/(Q), where ¢’ is the conjugate of 7.
On the other hand, testing the first equation of the second row of (2.8) against tensors
in L?($2), and recalling the orthogonal splitting L2(Q2) = Ltzr(Q) @ RIT, we get

w

—/a:s+u/t:s——f(u®u):s:0 Vsel2(Q), (3.4
Q Q 2 Ja

from where, by the Cauchy—Schwarz and Hoélder inequalities, we deduce that the third
term makes sense for u € L*() setting 1/ = 4 and therefore r = 4/3. Furthermore,
aiming to use the same space of 7, then we seek ¢ € H(divy,3; ©2) as well. On the
other hand, as we know that div(c) € L4/3 (£2), we test the second equation of the
second row of (2.8) against vector functions in L*(2), which yields

—/ div(a)~v—i—g / tu-v = f(§2—$1)8*1¢~v+/ f-v VveL4(Q).
Q 2 Ja Q Q

(3.5)
Notice from the above deduction and the already established spaces for t, u and v, that

the first, second and fourth terms of (3.5) are well-defined, the latter if the datum f
belongs to L4/3 (£2), which is henceforth assumed. As for the third, which will depend

on where to look & := (&1, &) and ¢, we will refer to it later. We now consider the
decomposition
H(divy/3; ©2) = Hop(divy/s; ) @ R1T, 3.6)
where
Ho(divays; ) = {7 € H(diva/s; @) : /Qtr(t) =0}, 3.7)
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implying that & can be uniquely decomposed (also using the second equation of the
third row of (2.8)), as ¢ = o + ¢oll, where

1
oo € Ho(divy/3; 2) and ¢p == — / tr(o)
n|2l Jo

w

= — t )
2nlmfgr(u@m)

(3.8)

Thus, similarly to the case of the pressure, the constant ¢y can be computed once
the velocity is known, and hence it only remains to obtain . In this regard, we
notice that (3.4) and (3.5) do not change if o is replaced by o¢. In turn, as t is
sought in Lfr(Q), and using the compatibility condition (2.2), we realize that testing
(3.3) against T € H(divy4/3; 2) is equivalent to doing it against 7 € Ho(divs,3; 2).
Therefore, taking into account the above discussion, and introducing the notations

i=(t), Vv=(v,s), w=(w1® e Hi=LQ) x L3(Q), and

Q := Ho(divy/3; 2),
we redenote from now on o as simply ¢ € Q. Then, from the expressions (3.3), (3.4)
and (3.5), we state the following mixed formulation for the Navier—Stokes equations:

Find (u, ) € H x Q such that

a(l, V) +c(w;u, V) +b(v,0) =F¢ ,(V) VveH,

- (3.9
b(u, 7) = G(7) V1 eqQ,

where, given z € L4(Q), the bilinear foomsa: Hx H — R, b: H x Q — R, and
c(z;-,-) : Hx H — R, are defined as

a(w,v) = M/ #:s Vw,veH, (3.10)
Q

b(v, 1) := —/Qr:s— /Qv~div(r) Vv, 1) e HxQ, (3.11)

and
c(z;Vv,V)::g{/ ﬂz~v—/(w®z):s} Vw,veH, (3.12)
2 lUa Q
whereas, given  := (171, 172) and ¢ in the same spaces where & and ¢ will be sought

respectively, the linear functionals F ¢ : H — Rand G : Q — R are given by

Fpe(V) = /(nz—n1)87]¢-v+/f-v Vv eH, (3.13)
Q Q
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and

G(t):= —(tv, g VtTeqQ. (3.14)
In turn, it is easy to see that a, b, ¢(z, -, -), and G are bounded. In fact, using the norms
IVlla = Ivllo.a + lIsllo.e ¥YV:i= (v,s) e H, |zlQ = lITlldivys:0 YT €Q,
applying the Cauchy—Schwarz and Holder inequalities, and using (1.3b) with vy €
H' () such that Vg|r = g and ||vg|l1,o = lIgll1/2,r, along with the continuous injec-

tion iy : H(Q) — L*(Q), we find that there exist positive constants, denoted and
given as

w .
lall :== w, bl :=1, [e|l := 7 Gl == (1 + lligl) ligli/2.rs

and ||F| := max {851 114, 1},

such that
la(w, V)| < [lall W[ |Vla VYW, VeH,
b, o) < bl IVlalzle Y. 1) eHxQ,

(3.15)
le(z; W, V)| < llell lzlloae IWla I¥Vlu  YzeL*Q), VW, VeH,

IG(D)l = IGllzllq VTeQ,
and
|Fpe(W| < |IF| {Ilm —mllo,p:2 1Dllo,r2 + ||f||o,4/3;sz} IVlo4e YveL*Q).
Furthermore, simple algebraic calculations show that

¢z;v,v) =0 VzeL*Q), VveH. (3.16)

3.3 The electrostatic potential equations

The derivation of the mixed formulation for the electrostatic potential equations (fourth
and fifth rows of (2.8)) has been presented in [13, Section 3.3]. It reads: Find (¢, x) €
X5 x M;j such that

al@.¥)+b1(¥, x) =F@) V¢ eX,

(3.17)
by(@, 1) = Gg(A) VAeMy,

where

X5 = H' (div,; Q), M;:=L"(Q), X;:= H'(divs; Q), M;:= L(Q),
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and the bilinear forms a : X, x X; — Rand b; : X; x M; = R, i € {1, 2}, and the
functional F : X; — R, are defined, respectively, as

1
a(p, ¥) = /Q;qi'rlf V(g ¥) € Xa x X, (3.18)
bi(¥, 1) == [ Adiv(y) V() € X x M;, (3.19)
Q
F¥):= (¥ -v.e)r V¥ eX, (3.20)

whereas, given  := (171, n2) € L?(R), the functional G, : My — R is defined by

Gy(h) = —/Q,\(m—nz) - [ka Ve M.. (3.21)

Note from (3.1a)—(3.1e) that n; and 1, must belong to L?(£2). Also, in order for the
first term on the right-hand side of (3.21) to make sense, we require that p > r.

For the boundedness of a, b;, i € {1, 2}, F, and Gy, we recall that the norm of X
and X are defined by (1.2c) witht = s and t = r, respectively, whereas those of
M| and M; are given by || - [l0,.q and || - [lo.s:, respectively. Then, employing again
the Cauchy—Schwarz and Holder inequalities, bounding ¢! according to (2.5), and
using that || - lo.q < [Q1®~7°" || - |lo. p:, Which follows from the fact that p > r,
we find that there exist positive constants

1
lall := —,  llb1ll = lIb2fl := 1, and |G| := maX{l, IQI(”_’)/”’},
€0

such that

la(@, ¥)| < llalllldlx, 1¥lx, V(@ ¥) e Xo x X,
bi (¥, M1 < 1Bl W lx; IMm; - V(¥ 2) € Xi x My, Vie{l,2}, and

Gy G = G {llm = m2llo.pise + I o} Mo V2 € Ma.

IA

(3.22)

Regarding the boundedness of F, we need to apply [15, Lemma A.36], which, along
with the surjectivity of the trace operator mapping W' (€2) onto W/ (I"), yields
the existence of a fixed constant C, > 0, such that for the given g € W!/57"(I"), there
exists vy € WL (Q) satisfying velr = g and |lvgll1,r;0 < Crllglliys,r- In this
way, employing now (1.4), we obtain

F@)I = IFIYIx, Yy Xy, with [[F]|:== Crligllys,~r-

We stress that the above derivation is analogous to the one for the boundedness of
G (cf. (3.14)). However, note that, though similar, two different integration by parts
formulae, namely (1.3b) and (1.4), are employed, and that the final estimates yielding
llgll1/2,r and [|gll1/s,r,r are obtained by an equality and an inequality, respectively.

@ Springer



31 Page 12 0f 44 C.l.Correaetal.

3.4 The ionized particles concentration equations

The following mixed variational formulation for the ionized particles concentration
equations has been proposed in [13, Section 3.4]: Find (0;, &) € H; x Q; such that

aj(0;,T;) +¢i(ti,&) — cpu(ti, &) =Fi(r;) VT, €H;, (3.23)
ci(oi,n) — di&.ni) =Gi(mi) Vni €Q;, '
where

H; := H(div,; Q), Qi := L7(%), (3.24)

and the bilinear forms a; : H; x H; - R, ¢; : H; x Q; - R, and d; : Q; x Q; — R,
and the functionals F; : H; — R and G; : Q; — R, are defined, respectively, as

ai(§;, i) = /QKLI_CZ"U V(¢&;,ti) € Hi xH;, (3.25a)
ci(Ti,mi) = /Q’Ii div(z;) V(zi,mi) € Hi x Qi (3.25b)
di(9i, mi) = f Dini V@0i,ni) € Qi xQi, (3.25¢)
Fi(z;) = (TQ:‘ ‘v, gi) VT €eH;, (3.25d)
Gi(ni) = —/in ni Yni €Qi, (3.25¢)

whereas, given (@, v) € X X L*(Q), the bilinear form cgv - Hi x Q; — Rissetas

cov(Ti, M) = / [615 nie ' ¢ — K,-_l 77["} -t Y(ri,m) € H xQ;.
Q

Itis concluded that g;, ¢;, d;, F;, G; and ¢g y are all bounded with the norm defined by
(1.2a) with t = p for H;, and certainly the norm | - [|o,,:¢ for Q;. Indeed, applying
the Cauchy—Schwarz and Holder inequalities, bounding both ¢ ! and x ~! according
to (2.5), noting that || - lo.o < [22|%°=2/2°|| - [l p: 2, invoking the identity (1.3a) and
the continuous injection i, : H'(Q) — L*(R), similarly as for the boundedness of G
(cf. (3.14)), and utilizing (3.1d) and (3.1e), we find that there exist positive constants

laill := =, el == 1, ldill = 117277, NEl = (14 1ipl) lgilhy2r,

= | =

. . -1 -1
IGill = Il filo.g:es and el = max feg "7},
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such that

lai (i, Tl < llaill 18w NTilly, V(& 7i) € Hi x H;
lci(ti,n)l < llcill lTillg; Inillg; Y (Ti,ni) € Hi x Q;,
Idi D, ni)l < il 1Pillg; Imillg, YV (%, mi) € Qi x Qi
[Fi(r)| < |Fillllzille;, VY7 €H,

IGi(m)| < 1IGill Inillg;  Yni € Qi and

lcgv(Tini)| < ||C||{||¢||0,r;§z + ”V”O,r;Q} Inillo,p; lTillo,e Y (zi, ni)eH; xQ; .

A

In the rest of the paper will be used indistinctly either [|5]lQ,xqQ, or I7llo, ;. Where

Inllo,p:2 == lImillo,p; + lm2llo,p;e Vo := (1, 1n2) € Q1 x Qo.

3.5 The whole coupled formulation

Summarizing the discussion from the previous sections, and putting together (3.9),
(3.17), and (3.23), we find that, under the assumptions that f € L*/3(2), g € H/2(I"),
f el (Q),g e W/ (D), fi € L&), gi € H/*(I"), and p > r, the variational
formulation of (2.8) reduces to: Find (i,0) € H x Q, (¢, x) € X, x M, and
(0;,&) e H; x Q;,i € {1, 2}, such that

ali, V) + c(u: i, V) + b(¥, 0) = F¢ ,(¥) V¥ eH,
b, 7) = G(1) YteQ,
a(p, ) +bi(¥, x) =F@) V¥ e Xy,
by(@,2) = Gg(A) Vi€ M,
ai(0;, 7)) +ci(ri,§) — cpu(zi,§) =Fi(r;) V7T, €eH,,
cioi,mi) — dii,ni) =Gi(ni) Vi € Q.

(3.26)

We stress here that the feasible ranges for the indexes ¢, j, p, 0, r, and s, are specified
below in (4.8).

4 The continuous solvability analysis
In this section we proceed similarly to how it was done in [10] and [17] (see also [2,

5, 6, 13, 18], and some of the references therein) and adopt a fixed-point strategy to
analyze the solvability of (3.26)
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4.1 The fixed-point approach

We begin by rewriting (3.26) as an equivalent fixed-point equation, for which we first
introduce the operator S : L*(2) x (Q; x Q2) x X, — L*(Q) defined by

Sz, 1,¢) =u V(1 ¢) € LYQ) x (Q x Q) x Xa,
where (i, ) = ((u, t), 0) € Hx Qis the unique solution (conditions for its existence
are to be derived below) of the problem (3.9) (equivalently, the first and second rows
of (3.26)) when ¢(u, -, -) and F¢ ,, are replaced by ¢(z, -, -) and Fy ¢, respectively, that

18

a(,v) +c(z;u,v)+ b, 0) =F,4(V) VveH,

R 4.1
b(u, ) = G(1) VTt eQ.

In turn, we also introduce the operator T: Q1 x Q2 — X, defined as
T :=¢ VYneQixQy,

where (@, x) € X2 x M is the unique solution (to be confirmed below) of problem
(3.17) (equivalently, the third and fourth rows of (3.26)) with 5 instead of &

a@,¥)+bi(¥, x) =F@¥) V¥ e X, “2)
ba(@, 1) = Gy(h) Ve M.
Similarly, for each i € {1, 2}, we define the operator T‘i :Xo x LA(Q) — Q; as
Ti(¢.v) =& V($.v) € Xo x LY@,
where (0, &) € H; x Q; is the unique solution (to be confirmed below) of problem

(3.23) (equivalently, the fifth and sixth rows of (3.26)) with (¢, v) instead (¢, u), that
is

ai(0i,t;) +ci(ri, &) — cpv(Ti, &) =Fi(z;) Vr; €eH,

“4.3)
ci(o;,n) — di6i,ni)=Gi(n;)) Vn €Q;,

so that we can define the operator T:Xs x L*(Q) — (Q; x Q) as

T(p,v) := (Ti(@, V), Ta(p, V) = (£1.&) = & VY($,v) € Xo x LY ().
4.4)

Finally, defining the operator T : X5 x L4(©) — Xu x L*() as

T, = (T7(@.2).8(2. T(¢. 2. T(T($.2))). 4.5)
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we observe that solving (3.26) is equivalent to seeking a fixed point of T, that is: Find
(p,u) € X5 x L4(§2) such that

T(p.w) = (¢, 0).
4.2 Well-posedness of the uncoupled problems

In this section we show that the problems (4.1), (4.2) and (4.3) are well-posed; and
therefore the respective operators S, T, and Ti are well-defined. To that end, we will
employ the Babuska—Brezzi theory in Banach spaces for the general case (cf. [3, The-
orem 2.1, Corollary 2.1, Section 2.1], and for a particular one [15, Theorem 2.34]), as
well as a recently established result for perturbed saddle point formulations in Banach
spaces (cf. [12, Theorem 3.4]) along with the Banach—Necas—Babuska Theorem (also
known as the generalized Lax—Milgram Lemma) (cf. [15, Theorem 2.6]).

To prove that, given an arbitrary (z, 1, §) € L4(2) x (Q x Q2) x X2, (4.1) is well-
posed, equivalently that S is well-defined, we cite the work done in [6, Section 3.2.1]
and the references therein. It has to be emphasized that « will denote the V —ellipticity
constant of a, B is the constant of the inf-sup condition of b and iy denotes the
continuous injection of H!(Q) into L4(SZ) (for more details see [6, Section 3.2.1]). In
turn, they proved the following lemma.

Lemma4.1 For each (z,n,¢) € L4(Q) X (Q1 x Q2) x Xy there exists a unique
(U, 0) = ((u,t),0) € HxQ solution of (4.1), and hence one candefineS(z, 3, ¢) :=
u € L*(Q). Moreover, there exists a positive constant Cs, depending only on ||, |li4|,
u, o, o and B, such that

1Sz, 1, $)llo.4:.2 = llulloae < [lifm < Cs{||ﬂ||0,p;s2||¢||0,r;sz
+Ifllo,4/3;2 + (1 + 1Zllo,4;2)11gll1/2.T ] (4.6)
Proof The proof is analogous to that of [6, Lemma 3.1]. O

Furthermore, proceeding similarly to the derivation of (4.6) (see [6, Lemma 3.1]), we
get

lollQ = llollaivyse < Cs(1 + ||Z||o,4;sz){||ﬂ||o,p;szll¢||o,r;sz

+Ifllo,4/3.2 + (1 + ||Z|Io,4;sz)||g||1/2,r}, 4.7

where C_‘s is a positive constant depending, as well, on |€2], ig, 1, w, ¢, and B.

In order to prove that, given an arbitrary 5 € Q; x Q», problem (4.2) is well-posed
(and, equivalently, that T is well-defined), we take inspiration from the work done in
[13, Section 4.2.2] and the references therein. It should be noted that throughout the
analysis performed in [13, Section 4.2.2] for the well-definedness of T, suitable ranges
were specified for the index of each space (cf. [13, Lemma 4.4]), in particular for ¢
and, consequently, for j, r, s, p, and o. In our case, we have that 2j < 4. Therefore,
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these ranges do not change, and the appropriate ranges needed for the analysis will be
as follows

te[2,+00), je(,2], peld +o00), 0€(1,4/3],
re,4],s €[4/3,2) ifn=2, (4.8)

£=3, j=3/2, p=6, 0=6/5 r=3, s=3/2 ifn=23.

On the other hand, as a consequence of [13, Lemmas 4.3 and 4.4] and the bound-
edness stated in (3.22), we are able to conclude that the operator T is well-defined.
More precisely, we denote by & and f; the inf-sup constants for the bilinear forms a
and b;, i € {1, 2}, respectively (cf. [13, Lemmas 4.3 and 4.4, respectively]), and state
the following result from [13, Theorem 4.5].

Theorem 4.2 For eachn € Q1 x Qg there exists a unique (@, x) € Xo x My solution
10 (4.2), and hence one can define T(y) := @ € Xy. Moreover, there exists a positive
constant Cz, depending only on, &y, Cy, |2|, &, and B2, such that

Tl = lIolx, = Ciflglysrr + 1 florsa + Inloyxa). @9

Employing [3, Corollary 2.1, Section 2.1, eq. (2.16)] we observe that the a priori bound
for the y component of the unique solution to (4.2) reduces to

1 llall llall llall
— 1+ — ) IFllx — 1 + — ) IGyllps- 4.10
vy = /31( + ) IFllx; + ﬁ1ﬂ2< + )II nllyg- (4.10)

As in (4.9), the same inequality is obtained for (4.10), but with a different constant,
in particular depending additionally on 51. Therefore, as before, we still denote the
largest of them by C5, and simply say that the right-hand side of (4.9) constitutes the
a priori estimate for both ¢ and .

Finally, in order to prove that, given an arbitrary (¢, v) € X5 X L4(), (4.3) is
well-posed for each i € {1, 2}, we observe first that the operator T is defined in the
same way as in [13, Section 4.2.3].

Therefore we introduce the bilinear forms A, Ag v : (H; x Q;) x (H; x Q;) = R
given by

A& 90, (xivn) == ai;. i) + ¢i(Ti, 09) + i) — di(9,mi),
(4.11a)

Apv (€90, (tivm)) = A((&. 90, (xiumi)) — cpn(Tin D0, (4.11b)

for all (¢;, 9;), (i, n;) € H; x Q;, so that (4.3) can be re-stated as: Find (0, &;) €
H; x Q; such that

Apv (0, &), (ti,n)) = Fi(z)) +Gi(n;)) V(i mi) € H; x Q.

Thus, the proof reduces to first showing that the bilinear forms that are part of A satisfy
the hypotheses of [12, Theorem 3.4] and then combine the consequence of this result
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with the effect of the extra term given by cg v (-, -), to conclude that Ay y satisfies a
global inf-sup condition. Indeed, it is clear from (3.25a), (3.25¢c) and the upper bound
of k; (cf. (2.5)) that a; and d; are symmetric and positive semi-definite, which proves
the assumption i) of [12, Theorem 3.4]. Next, taking into account the definitions of c¢;
(cf. (3.25b)) and the spaces H; and Q; (cf. (3.24)), and using that L (€2) is isomorphic
to its dual L9 (L2), we easily find that the null space V; of the operator induced by c;
becomes

. [ri €H : div(zy) = 0}, (4.12)
and thus
1 2 1 2
ai(ti, T;) = z Izillg.o = z ITilgv, .0 YTi €Vi, (4.13)

from which the hypothesis ii) of [12, Theorem 3.4], i.e., the continuous inf-sup con-
dition a;, is clearly satisfied with constant & := L

From what has been developed in [13, Section 4.2.3], we are in position to establish
that, foreachi € {1, 2}, (4.3) is well-posed, which means, equivalently, that T",- is well-
defined. Indeed, recalling that @s > 0 is the inf-sup constant of A (for more details,
see [13, eq. (74), Section 4.2.3]), we proceed to state the following result [ 13, Theorem

4.6].

Theorem 4.3 For eachi € {1, 2}, and for each (¢, v) € Xo x L*(), such that there
holds

oA
lpllo,e + Ivilore < =—. (4.14)
2cll

there exists a unique (¢;, &) € H; x Q; solution to (4.3), and hence one can define
Ti(@,v) := & € Q;. Moreover, there exists a positive constant C5, depending only
on ||iy || and &, such that

IT@. vl = I&llo = 1@ &) nxq = Crllgilhar + I filogal
(4.15)

We end this section by observing from the definition of T (cf. (4.4)) and the priori
estimates given by (4.15) for each i € {1, 2}, that

2 2
IT@. Vloixq = Y_ITi($. Vo < CF Z{||g,~||1/z,r - ||fi||o,g;9},
i=1 i=1

(4.16)
for each (¢, v) € Xo x L*(Q) satisfying (4.14).
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4.3 Solvability analysis of the fixed-point scheme

Knowing that the operators S, T, T and thus also T are well defined for small data,
we now address the solvability of the fixed-point equation (4.5) applying Banach’s
Theorem. We first derive sufficient conditions under which T maps the following
closed ball (with radius to be specified later on) of X, x L*(Q) into itself

WO = {00 e Xa x LY@ s 16,01 = [9lx: + lzllose < 3.
(4.17)

Then, given (¢, z) € W(§), we have from the definition of T (cf. (4.5)) and the a priori
estimate for T (cf. (4.16)) that, under the assumption (cf. (4.14))

oA
lollx, + lzllo40 < —,
2cll

which suggests to define § := %, followed by an application of the a priori estimates

for S (cf. (4.6)), T (cf. (4.9)) and T (cf. (4.16)), we deduce

IT@. Dllx,erie = Cr {(1+ Agr) (Iehysrr + 1 lora + Ag.r)

+1floaszs + lgliyzr .

where Cr is a positive constant depending only on Cs, C5, C5, and (1 + §), and we
also define

2

Agsi = Y {lgillar + 1 filogel-

i=1
Therefore, we have proved the following lemma.

Lemma 4.4 Assume that the data are sufficiently small so that

cr{(1+ Agos) (I8l + 1l + Ag.s)

Flifloa/za + ||g||1/2,r} <. 4.18)

Then, T(W(8)) € W($).

We now aim to prove that the operator T is Lipschitz-continuous, for which it suffices
to show that S, T, T; (i = {1, 2}) and T satisfy suitable continuity properties. We begin
by studying S.

Lemma 4.5 There exists a positive constant Lg, depending on «, ¢, |2| and ||c||, such
that
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||S(Z, n, ¢) - S(ZO’ nOs ¢0)”H
< Lg {f(loy N0 90) 12 — 2ollo,4:2 + lIPollo,;2 11 — nollo, ;0

+1nllo.5:0 19— bollo: . (4.19)
forall (2,1, ). (20, M0, #) € L*(S) x (Q1 x Qa) x X, where

F(zo, 1y, §o) = Cs {Ilﬂollo,p;sz ldollo,r; + lIfllo,4/3:0

+ (1 + lzolloe) ||g||1/2,r}. (4.20)

Proof Given (z, 1, ¢), (2o, n¢, ¢g) € L*(Q) x (Q1 x Q2) x Xo, we let S(z, n, @) =
u € L*(Q) and S(zo, Mg, do) ;=g € L*(Q), where No = (0.1, 10.2); and (4, o) =
((u,t),0) € H x Q and (g, 09) = ((ug, tg), 00) € H x Q are the respective
solutions to (4.1). It follows from the second equations of (4.1) thatui —dy € V
(where V denotes the kernel of the operator induced by the bilinear form b [6, cf.
(3.11)]), and then V-ellipticity of a ( [6, cf. (3.12)]) gives

o [ — dolfy < aii — g, & — tg). (4.21)
In turn, applying the first equations of (4.1) to V = u — ug, we obtain

a(ll, i — ) + ¢(z; U, i — ) = Fy 4 (U — i), (4.222)
a(lp, U —ug) + c(zo; Ug, U —ug) = Fy, ¢, (0 — o), (4.22b)

so that, subtracting (4.22b) from (4.22a), and using, thanks to the bilinearity of ¢(z; -, -)
and (3.16), that

¢(z; U, U —p) = ¢(z; U — g, U — Ug) + ¢(z; Up, U — Up) = ¢(z; o, U — o),
we find

a(a — g, u —ug) = (Fy ¢ — Fy, ¢,) W — ) + (2o — z; U, U — Up).
(4.23)

In turn, it is clear from (3.13) that subtracting and adding ¢, to the factor ¢ in the first
term, we get

(Frl,¢ - Fﬂ0s¢o)(ﬁ — ﬁ()) = /S;g_l {(772 - 771) ¢ - (7’/0’2 — 7]0’1) ¢0} - (u—ug)
- /ngl {(nz =) (¢ — o) + (2 — n0.2) — (n1 — m0,1)) ¢0] (- ).
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Then, bearing in mind the boundedness of ¢ by gp and by the fact that || - [o.o <
12/'4]1 - [l0.4:2. we obtain

F,o—F i—ig) <& !/ -

(Fp.p — Frp.,) @ — o) < &g 121 Inllo.p.2 |6 — dollo.r.

+11n = ollo.p.5 I bollo.r.c |1 — Goll. (4.24)
while the boundedness property of ¢ (cf. (3.15)) results in
¢c(zo — z; U, U — Ug) < ||| [z — zollo.4:2 ot — b . (4.25)

Finally, employing (4.24) and (4.25) in (4.23), by substituting the resulting estimate
into (4.21), simplifying by ||t —ug ||z and bounding ||t || by the upper bound in (4.6),
we arrive at the required inequality (4.19) with Lg := o~ ! max {80_1 14, el } O

The next result establishes the continuity of T, whose proof can be found in [13,
Lemma 4.9].

Lemma 4.6 There exists a positive constant L, depending only on ||, «, B, and
llall, such that

ITm) = To)lx, < Lillm—mnolloe V1, o € Q1 x Q2. (4.26)

In turn, the continuity of T is provided in [13, Lemma 4.10].

Lemma 4.7 There exists a positive constant L, depending only on ¢y, k, ®@a, and C,
such that

2
IT@.v) — T@o. v)laixe: = Lz D {llgillizr + 1 fillgo) 16,9

i=I
_(¢01 VO)”X2 ><L4(Q) (427)
forall (¢,v), (@g, Vo) € Xo x LH(Q) satisfying (4.14).

Having proved Lemmas 4.5, 4.6, and 4.7, we now aim to derive the continuity of the
fixed-point operator T. Given (@, z), (¢, zg) € W(S) (cf. (4.17)), from the definition
of T (cf. (4.5)) we have that

IT(p.2) — T(do. 20)llx, x14 () = IT(T(@.2) — T(T(P0.20))lIx,

+18(z, T(, 2), T(T($, 2))) — S(z0, T(dg, 20), T(T(do, 20)))ll0.4: -
(4.28)

Then, applying the continuity of T (cf. Lemma 4.6, (4.26)) and T (cf. Lemma 4.7,
(4.27)), we get
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IT(T($,2) — T(T(po.20))lIx,

2

< Lo) {lgilijar + Ifilloca} 1@ 2 — @ 20)lx,x14(). (429
i=1

where L is a positive constant depending only on Ls and L. On the other hand,
to bound the second term of (4.28), we apply the continuity of S (cf. Lemma 4.5,
(4.19)), in particular, setting n = T(¢, z), 1y = T((bo, 70), ¢ = T(T(gb, z)), and
¢y = T(T(¢y. 20)) in (4.19), followed by the continuity of T (cf. Lemma 4.6, (4.26))
and T (cf. Lemma 4.7, (4.27)), we deduce

IS(z, T($, 2), T(T(, 2))) — S(20, T(By, 20), T(T (b0, 20))) ll0.4:2
= Cl{Frlz - wlosa + g (Ighsrr + 1/ lore + Ag.s)

16.2) = @0, 20)lx,wrt(e | (4.30)

where C| is a positive constant depending only on C;, C5, Ls, L1, and L5, and also
where

Fr i= F(zo, T(do, 20), T(T(dy, 20)))-

In turn, applying the a priori estimates of T.T (cf. (4.9),(4.16)), and using that
zollo,.4;2 < 8, we get

F (20, T(do. 20). T(T (9o, 20)))
[T 0. 20)10.5:0 ITT @, 20D 0.0 + Ilo.4/3:0

+ 1+ llzollo,4;2) ||g||1/2,r}

Fr

IA

< C]-'[Ag,-,fi (”g”l/s,r;F + I fllore + Agi,f,-) + lIfllo,4/3.2 + ||g||1/2,r},
4.31)

where Cx > 0 is a constant depending only on C5, C, and 8. Then, replacing the
estimate of (4.31) into (4.30), we deduce the existence of a positive constant C»,
depending only on C; and Cr, such that

IS(z, T(¢, z), T(T(¢, 2))) — S(20, T($y. 20). T(T(o, 20)))ll0.4:
= Cof g (Ighysrr + 1f oo + Mg 1)

+1fllo,4/3;2 + ||g||1/2,r]||(¢, z) — (. 20) - (4.32)

Finally, from what has been deduced in (4.29) and (4.32), by a straightforward appli-
cation into (4.28), we arrive at
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IT(¢,2) — T(do. 20) lIx,xL4()

< L { Mg (Ighsrr + 1 lori + Mg s +1)

+Ifllo,4/3;:2 + ||g||1/2,r]||(¢, z) — (o, 20) I, (4.33)
where Lr is a positive constant depending only on Cs, C5, Ls, L3, L, and §. Conse-
quently, we are in a position to establish the main result of this section.

Theorem 4.8 In addition to the hypothesis (4.18) of Lemma 4.4, assume that

Lr {Ag.s; (Igliysmr + 1flore + Ao + 1) + Iflosme + lelzr) <1.
(4.34)

Then, the operator T has a unique fixed point (¢, ) € W(8). Equivalently, the coupled
problem (3.26) has a unique solution (i,0) € H x Q, (@, x) € Xy x My, and
(0i,&) e H; xQ;,i € {1,2}, with (¢, u) € W(§). Moreover, there hold the following
a priori estimates

(W, 0)lHxQ < Cﬁ,a{llf;'llo,p;sz lello,re + Iflo4/3:0 + ||g||1/2,r},

1@ Ollxs sy = Crflghysrir + 1 flore + IElope) and  (435)
l@i&llmxa = Crfllgilizr + I filoge) i€1.2),

where Cy ¢ is a positive constant depending only on Cs and é.

Proof We first recall that the assumptions of Lemma 4.4 guarantee that T maps W (3)
into itself. Then, bearing in mind the Lipschitz-continuity of T : W(§) — W(J)
(cf. (4.33)) and the assumption (4.34), a straightforward application of the classical
Banach Theorem yields the existence of a unique fixed point (¢, u) € W($) of this
operator, and hence a unique solution of (3.26). Finally, recalling that [lullp4.@ < 9,
it is easy to see that the a priori estimates provided by (4.6) (cf. Lemma 4.1), (4.9) (cf.
Theorem 4.2), and (4.15) (cf. Theorem 4.3) yield (4.35) and finish the proof. O

5 The Galerkin scheme
In this section we introduce the Galerkin scheme of the fully mixed variational formu-

lation (3.26), analyze its solvability by applying a discrete version of the fixed-point
approach adopted in Sect. 4.1, and subsequently derive its a priori error estimate.

5.1 Preliminaries

We first let H}}, H}l, H?, Xins Min, Hi oy and Q; . i € {1, 2}, be a arbitrary finite
element subspaces of the spaces LY(Q), ]Lfr(Q), H(divy,3; ), X;, M;, H;, and Q;,
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i € {1, 2}, respectively. Hereafter, 4 denotes both the sub-index of each subspace and
the size of a regular triangulation 7;, of € made up of triangles K (when n = 2) or
tetrahedra K (when n = 3) of diameter s, so that h := max {hg : K € Tp}.
The explicit finite element subspaces satisfying the stability assumptions that will be
introduced throughout the following analysis will be defined later in Sect. 6. Then,
defining the spaces

Hj, = H} x H}, Qy:= HY NHoy(diva/3; ),
and denoting Uy, := (up, ty), V; := (vi,s,) € Hy, the Galerkin scheme associated
with (3.26) reads: Find (W, 01,) € Hy, X Qp, (9, xn) € Xo.n XMy p,and (6., & ) €
H; n x Q; 5, i € {1, 2}, such that

a(ly, Vi) + c(uy; Uy, Vi) + by, 01) = Fg, o, (Vi) VYV, € Hy,

b, T4) = G(Tp) VT, e Qu,
a(@n, ¥p) +b1(¥y, xn) =FWy) VY, € X,
ba(@p, 2n) = Gg, (An) ¥ An € Mo p,
ai(oin, Tin) +ci(Tin, &in) — Copu, (Tishs §in) = Fi(Tin) VT, eHp,
¢i(oin, ni.n) — diGin, ni.n) = Gi(in) Vnin € Qin-

5.1

At this point we explicit a couple of identities contained in the above discrete
formulation, which yield later on (cf. Section 6.4) the conservation properties of our
Galerkin solution. Indeed, bearing in mind from Sects. 3.2, 3.3, and 3.4 the definitions
of the bilinear forms and functionals involved, we notice that when taking v :=
(v, 0) € Hy, the first equation of (5.1) becomes

. _ w
/ Vi - (div(ep) — i —Ean) € Yon — Eth u,+f) =0 Vv, eH}.
Q

(5.2)
In turn, the fourth and sixth equations of (5.1) reduce, respectively, to
L3 @ + =t +5) =0 ViieMa 63
and
/Qﬂi,h (div(ein) —&n+ 1) =0 VYnin € Qi (5.4)

Certainly, the respective continuous versions of (5.2), (5.3), and (5.4) are obtained
from (3.26) by proceeding analogously.
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Next, we adopt the discrete version of the strategy used in Sect.4.1 to analyze the
solvability of (5.1). Accordingly, we introduce the operator Sy, : H}l' X (Qrn xQ2,1) %
Xopn — Hz defined by

Sh(@n. np @) = W, Y (zn, 0y, ¢y) € HY x (Qui x Qo) X Xop
where (U, 0;) = ((up, ty),0,) € Hy x Qy, is the unique solution (to be derived

below under what conditions it does exist) of the first and second rows of (5.1) when
c(uy, -, -) and Fg¢ 4@, Are replaced by ¢(zy, -, -) and Fy i respectively, that is

a(uy, Vi) + ¢(zp; Uy, Vi) + bV, 00) = Fy, ¢, (Vi) VYV, € Hy,

. (5.5)
b(u,, t4) = G(zp) VT, e Q.

In turn, we also introduce the operator Ty : Q1.n X Qa4 — Xoj defined as

Th(ny) == @,  Vm, € Q1 xQy,

where (¢, xn) € X2, X My j is the unique solution (to be confirmed below) of the
third and fourth rows of (5.1) with n;, instead of &,

a@p, V) + o1y, xn) =FW,) VY € Xin,

(5.6)
ba(@p, An) = Gy, (Ap) Y Ap € Mo,

Similarly, for each i € {1, 2}, we define the operator ;Iv‘i’h 1 Xo.p X H}l‘ — Qi as

Tin(@n, Vi) i= En  V(py, Vi) € Xop x HY,

where (0 1, & 1) € Hi i x Q; p is the unique solution (to be confirmed below) of the
fifth and sixth rows of (5.1) with (¢, v;,) instead (¢, uy), that is

ai(oin, Ti.n) +ci(Tin, &in) — v, (Tin, &n) =Fi(Tin) YTin € Hin,
ci(oin,min) — diin,min) =Gimin) Ynin € Qin, (5.7

so that we can define the operator "Th : Xo.p X Hz — (Q1,n x Q2) as

Th(bps i) i= (TLa(@p, Vi) T2 (s Vi) = (E1ns E2.0)
= Eh V(¢h, V) € Xz’h X Hz (5.8)

Finally, we define the discrete analogue of T (cf. (4.5)), thatis Ty, : X, X H;l‘ —
Xa,n x Hj as

Th(bn, ) = (Th(Tn(dp. 21)), Sh(zn, Tn(ps 21), Tn(Th (B, 21))))
Y ($y. z1) € Xop x Hj,
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so that solving (5.1) is equivalent to seeking a fixed point of Tj: Find (¢, u;) €
X2,n x H}} such that

Tr(@p. wn) = (@4, wn). (5.9

5.2 Discrete solvability analysis

In this section we proceed analogously to Sect.4.2 and 4.3 and establish the well-
posedness of the discrete system (5.1) by studying the solvability of the equivalent
fixed-point equation (5.9). In this regard, we emphasize in advance that, the respective
analysis being very similar to that developed in previous sections, we limit ourselves
here to collecting the main results and providing selected details of their proofs.

Accordingly, we first prove that the discrete operators Sy, Ty, and i-, 1 €{l,2},
and hence Th and T}, are all well-defined, which reduces, equivalently, to showing
that problems (5.5), (5.6), and (5.7) are well-posed. For this purpose, we now apply
the discrete version of [3, Theorem 2.1, Corollary 2.1, Section 2.1], [15, Theorem
2.34], and [12, Theorem 3.4], which are given by [3, Corollary 2.2, Section 2.2], [15,
Proposition 2.42], and [12, Theorem 3.5], respectively. More specifically, following a
similar approach from, e.g. [6, Section 4.2] and [13, Section 5.2], our analysis is based
on suitable hypotheses that must be satisfied by the finite element subspaces used in
(5.1), which are divided according to the requirements of the associated decoupled
problems. Explicit examples of discrete spaces verifying these hypotheses will be
specified later in Sect. 6.

According to the above, and to address first the well-definedness of S;,, we assume
that
(H.1) there exists a positive constant 85, independent of /, such that

b(Vy,, T4)

e, IVl
Va0

> Balltallq YTi € Qn.

In addition, we let Vy, be the discrete kernel of the bilinear form b, that is
Vi:={VheHy: bEpth) =0 V1, €Qpl,

and suppose
(H.2) there exists a positive constant Cg, independent of &, such that

Isnllo,e = Callvilloae YVh:= (Vi,si) € Vp.

Then, given z; € H}, it follows from the bilinear form A;, : H, x H, — R defined
by (cf. [6, eq. (3.9)], (3.18))

Ay, (Wi, Vi) := a(Wp, Vi) + ¢(Zp; Wi, Vi) VWi, V) € Hy,
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the identity (3.16), and the assumption (H.2), that

CR CR 2 K2 2 K 2
Ay O %) = 2@ W) = wlsillf o = 5 CEAIG g + 5 Isnll 0

V'V, i= (V. 8p) € Vp,
which proves the V,-ellipticity of A,, with constantag := % min{Cg, 1}. Thus, the
discrete analogue of Lemma 4.1 is as follows.

Lemma 5.1 Foreach (zp, 0, ) € Hj) x (Q1,5 x Q2,1n) X Xo,p, there exists a unique
Uy, 0p) = ((up, t),0p) € Hy, x Qp, solution to (5.5), and hence one can define
Si(zp, ny,, ¢p) = w, € Hl. Moreover, there exists a positive constant Cs g, depend-
ing only on |2|, |liall, n, eeq, and B g, such that

ISK(Zh, 1y @) llo,4:2 = lpllose < lluxlla

< Csaflmlope 194lora + IFloase + (1 + lzilose)lghyzr}-

Proof The proof is analogous to that of [6, Lemma 4.1]. O

Note here that the discrete analogue of (4.7) reads

lornllQq = llonlldivys:e < Cs.a(1+ llzallos:0) {||ﬂh||0,p;§2”¢h”0,r;9
+Iflla/3.0 + (1 + IIZh||0,4;sz)||g||1/2,r},
where 6S,d is a positive constant depending as well on [S2], [li4]l, u, @, etq, and B 4.
In turn, for the well-definedness of T},, we need to introduce the discrete kernels of
b1 and by, namely
Kip = {Wh eXin: b1y, dp) =0 Vi EMl,h},

Ko p :

{wieXon s b2y = 0 Vi €M),

respectively, and adopt the following assumptions:
(H.3) there exists a positive constant &g, independent of %, such that

O Vi) 5 Goiglx, Ve €Kap. and
¥neKin ||¢h||X1
wh#o
sup a(@,.¥,) >0 VY, eKip, v, #0.
¢,€Ka
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(H.4) for each i € {1, 2} there exists a positive constant B,-,d independent of 4, such
that

bi(¥y,, Apn) ~
sup —— T > B Al YA € My
¥neXip ||"ph||X,
¥, 70

As a consequence of (H.3) and (H.4) we provide next the discrete version of
Theorem 4.2.

Theorem 5.2 Foreachn;, € Q1.5 X Qa p there exists a unique (@9, xn) € Xa.n X M1 p
solution to (5.6), and hence one can define T),(3,,) := ¢, € X . Moreover, there
exists a positive constant Cy 4, depending only on, €y, Cy, |2|, ag, and B q such that

ITatmle = lenle = Cra{lighysrr + 1flora + Imalopel-
(5.10)

Proof See the proof of [13, Theorem 5.2]. O

Analogous to what was explained for the continuous operator T, here we can also
assume that, except for a constant Cy 5 depending additionally on B1.a, the a priori
estimate for yj, which is now deduced from [3, Corollary 2.2, eq. (2.25)], is also given
by the right-hand side of (5.10).

It remains to prove the well-definedness of Th = (TL I Tz, n), for which we first
note that, being a; and ¢; symmetric and positive semi-definite in the whole spaces H;
and Q;, they certainly maintain their properties in H; ;, and Q; j, respectively, so that
the assumption i) of [12, Theorem 3.5] is clearly satisfied. Next, given i € {1, 2}, we
let V; 5, be the discrete kernel of c;, that is

Vin = {Ti,h €Hin: ci(tin,mip) =0 Vnip€ Qi,h}, (5.11)

and consider the hypotheses
(H.5) for each i € {1, 2} there holds div(H; ») € Qi n, and
(H.6) there exists a positive constant Bq > 0, independent of %, such that

¢i(Tin, Mion) ~
sup ————— > Balminllap  Ynin € Qi
Ti,hEHi,h ”Tl,]’l”H,

Ti 170

It follows from (5.11), the definition of ¢; (cf. (3.25b)), and (H.5) that

Vis = [z diviia) = 0},
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from which it is easy to notice that V; j is contained in the continuous kernel V; (cf.
(4.12)) of ¢;, giving rise to the discrete analogue of (4.13), that is

1
2
ai(Tih, Tih) = z 1Tinllgv,. 0 YTin € Vi (5.12)

Thus, it follows from (5.12) that a; satisfies the hypothesis ii) of [12, Theorem
3.5] with the constant &g := &~!, whereas (H.6) itself constitutes assumption iii).
Consequently, a direct application of [12, Theorem 3.5] implies the global discrete
inf-sup condition for A (cf. (4.11a)) with a positive constant @A g depending only
on |la;|l, llcill, @g, and Ed, and thus the same property is shared by Ay, v, for each
(¢y,, vi) € Xo.n x HY, satistying the discrete version of (4.14), that is

A4
2fell

lonllo,r.o + lIvillore < (5.13)

We are now in position of establishing the well-definedness of Ti, n foreachi € {1, 2},
for which we cite the following result from [13, Theorem 5.3].

Theorem 5.3 Given i € {1,2} and (¢, vs) € Xz, x H}} such that (5.13) holds,
there exists a unique (o; p, & n) € Hi ) x Q; 5 solution to (5.7), and hence one can
define Ti,h((bh, V) = E,-,h € Qj n. Moreover, there exists a positive constant CT,d’
depending only on ||i, || and @A q, such that

ITon@n vl = lgiallo, = 1@in &nllux,
Cra{llgilar + I filogal- (5.14)

IA

Analogously to the continuous case, it follows from the definition of Th (cf. (5.8)) and
the a priori estimates given by (5.14) for each i € {1, 2}, that

2 2
ITn@n vidllai s = Y ITin(@j vl < Cra Y [lgilliar + Ifilooe)
i=1

i=1

for each (¢, vi) € Xo. X H}1l satisfying (5.13).

Having established that the discrete operators Sy, Ty, Th, and hence Tj (under
the constraint imposed by (5.13)), are well defined, we now proceed as in Sect.4.3 to
address the solvability of the fixed-point equation (5.9). Then, letting §5 be an arbitrary
radius, we define

WD) = {@h ) € Xo x B @2 = Illx; + Izlose < 8.

Reasoning analogously to the derivation of Lemma 4.4 (cf. beginning of Sect.4.3),

we define §g := g ‘”‘;ﬁ, and deduce that T; maps W(Sq) into itself under the discrete
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version of (4.18), i.e.

Cra{(1+ Ag.s)(Nehysrr + 1flore + Ag.s)

+ fllo.a/za + ||g||1/2,1"} < 8a. (5.15)

where Cr g is a positive constant depending only on Cs, C5, C5, and (1 + §g).

On the other hand, employing arguments analogous to those used in the proofs of
Lemmas 4.1, 4.2, and 4.3, we can prove the continuity properties of S, Ty, and Th,
that is the discrete version of (4.19), (4.26), and (4.27), which are exactly as the latter,
but with constants denoted Lg a, L 4, and L5 5. Therefore, following a procedure
analogous to the one that gave rise to (4.33), we deduce that, there exists a positive
constant Lt g which is obtained similarly to Lt, but instead of depending on Cs, Ct,
Ls, L, L5, and § it depends on Cg g, CT,d’ Ls.a, LT,d’ LT,d’ and 84 such that

TP, 2n) — T(Po, 20)lIx, x14(2)

< Lra{Ag.s (Ighysnr + 1flore + Mg + 1)

+ Ifllo.4/3:2 + ||g||1/2,r} (D, 2n) — (D10, 20,0l (5.16)

for all (¢h1 Zh)9 (¢h501 Zh,O) € W((Sd)
Consequently, we can now establish the main result of this section.

Theorem 5.4 Assume that the data are sufficiently small so that (5.15) holds. Then, the
operator Ty, has a fixed point (@;,,u,) € W(84). Equivalently, the coupled problem
(5.1) has a solution (uy,, o) € Hy, X Qu, (@, xn) € Xo,n X My, and (01, & ) €
Hin xQin i € {1,2}, with (¢, u) € W(8a). Moreover, there hold the following a
priori estimates
| (@h, o) lHxQ < Cﬁ,a,d{ll'éhllo,p;sz lonllore + IIfllo4/30 + ||g||1/2,r},
I )l = Crafllglysrr + 1flore + I€illope), ad (.17
|G &le < Cralllgihar + Ifiloge] ie(1.2)
where Cy g Is a positive constant depending only on Cs g and 84. In addition, under
the extra assumption
Lra {Ag.s (lghsrr + 17 lore + Mgy + 1) + Ifloame + lglhar)
< 1. (5.18)

the aforementioned solutions of (5.9) and (5.1) are unique.

Proof As indicated above, the fact that T, maps W(8q) into itself is consequence
of (5.15). Then, the continuity of T, (cf. (5.16)) and Brouwer’s theorem (cf. [9,
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Theorem 9.9-2]) imply the existence of solution of (5.9). In turn, under the additional
hypotheses (5.18), Banach’s fixed-point Theorem guarantees the uniqueness of the
solution. Additionally, bearing in mind that |[uy[lo.4.@ < 84, in either case, (4.6),
(4.9), (4.15) yield the a priori estimates (5.17) and conclude the proof. O

5.3 A priori error analysis

In this section we consider arbitrary finite element subspaces that satisfy the assump-
tions specified in Sect. 5.2, and establish the Céa estimate for the Galerkin error

I, 0) — (Un, op)llaxQ + (@, X) — (@4, X1 Ix2xM,

2
+ Y M0 &) = (@in &)<
i=1

where ((ﬁ, 0), (@, x), (g, E,-)) € (H X Q) X (Xz X Ml) X (H,- X Q,-),i € {1, 2}, is
the unique solution of (3.26), and ((ﬁh, on), (@, xn), (@i n, “Ei,h)) € (Hh X Qh) X
(X2, x Mys) x (Hin x Qin). i € {1,2}, is a solution of (5.1). We proceed as in
previous related work (see, e.g. [6]) by applying suitable Strang-type estimates to the
pairs of associated continuous and discrete schemes arising from (3.26) and (5.1) after
splitting them according to the three decoupled equations. Throughout the remainder
of this section, given a subspace Zj, of an arbitrary Banach space (Z S Z), we set

dist(z, Zp) :== ig lz — znllz VzeZ.
Zh h

We begin the analysis by considering the first two rows of (3.26) and (5.1), so
that, employing the estimates provided by [6, eq. (4.27), Section 4.3], we deduce the

existence of a positive constant Cp, depending only on ag, B4, [lall, b, |lc|l, §, and
84, such that

1@, 0) — (@p. o) luxQ < Ci {dist(ﬁ, H;) + dist(o, Qx)

i ) (5.19)
FFep — F, g, i, + le@; G, — (s &, )l |-

Thus, proceeding as in (4.24) and using the boundedness of ¢ (cf. (3.15)), we easily
obtain

Fe.o — Fe, 0, I,
= &5 1014 1810.5.5 10 = @4llo.re + 1§ = Exlo.pz loxlora).

and
le(u; u, ) —c(up; u, ) g, < llefl lu—wallose [G15: 8
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which, replaced back into (5.19), yields

(@, o) — (Ws, 07)|lHXQ

< C {dist(i, Hy) + dist(0, Qi) | + C2{lgl0,.0 10 = @40

+ 1§ — &nllop.2 l@pllor.e + lu — wrllose IIﬁIIH}- (5.20)

where C, := C; max {eal 121'/4, Jlc|l}. Now, using the estimates obtained in [13,
eq. (145), Section 5.3] for the third and fourth rows of (3.26) and (5.1), we find that

1@ 50 = @ne ) lxn,
< op {dist(o, Xo) + distO M) + 1€ = Elope). (52D

with a positive constant ¢ independent of £, and depending in particular on |$2|, p,
and r. On the other hand, using the estimates obtained in [13, eq. (147), Section 5.3]
for the fifth and sixth rows of (3.26) and (3.26), we get

i=1

2 2
> @i &) = @i &l < of | Y (distlor, Hip)
i=1

+diSt(§i»Qi,h)) + (”‘p”o,r;Q + ”u”(),r;Q)Hg - Eh”O,p;Q

+1€ull0.p:5 (19 = allorie + u = willo.re) |-
(5.22)

with a positive constant ¢4 independent of /1, and depending in particular on ||c||. For
the remainder of the analysis we introduce the partial error

2
E:= |, 0) = (i, on)llHxQ + Y 107, &) = @0 &1 1 xqr-

i=1

and appropriately combine estimates (5.20), (5.21), and (5.22). In particular, using the
right-hand side of (5.21) to bound [|@ — ¢, ]l0.r.@ in (5.20) and (5.22), by adding up the
resulting inequalities, performing some algebraic manipulations, and then using the a
priori bounds for [[@llo,:c2. 19 llo.r:52. 11§ lo.p: - 1€41l0.p:0. and [ullo 45 provided by
Theorems 4.8 and 5.4, we deduce the existence of a positive constant C,, depending
on 61, 62, cT» €5, 0, 8a, Cs, C7, C5, Cf,d’ and CT,d’ and hence independent of #,
such that
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E < C, {dist((ﬁ, o), Hy x Q) + dist((9, %), X x My)

2
+ ) dist((o. &), Hi j x Qi,h)} + C. [Ilglll/z,r + Ifllo,4/3.2 + Igll1/s,r0

i=1

2
+1flore + Y (Igilzr +1 filo.go) | E (5.23)
i=1

Consequently, we are in a position to establish the Céa estimate.

Theorem 5.5 [n addition to the hypotheses of Theorems 4.8 and 5.4, assume that

2
lglhijar + Ifloas.e + Iglhysrr + 1 flore + D (lgilhar + 1 £ ||o,g,g)}

c.|
i=l
< ! (5.24)
=5 .
Then, there exists a positive constant C, independent of h, such that
(@, 0) — (@n, op)lHxQ + (@, X) — (@, X)Xy xM,
2
+ Z (o, &) — (0 n, & w)lIH; xQ;
i=l
<cC {dist((a, ), Hy x Qp) + dist((@, x). Xo.n x Mys)
2
+ Y dist((04, ). Hin x Qi) |- (5.25)

i=1

Proof Under the assumption (5.24), the a priori estimate for E follows from (5.23),
which together with (5.21), yields (5.25) and ends the proof. O

We end this section with the a priori estimate for ||[p — pnllo.@ Where pj, is the
discrete pressure suggested by the postprocessing formula given by the second identity
in (2.7), which, according to (3.8), becomes

1 2 :
Ph = — ;tr(dh + ol + E(uh ® llh)), with

w
=—— [t )
cp PILs] /Q r(u, ® uy)
(5.26)

Then, applying the Cauchy—Schwarz inequality, performing some algebraic manipu-
lations, and employing the a priori bounds for [lu||o 4. and [luy||o.4. 0, we deduce the
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existence of a positive constant C, depending on data, but independent of /4, such that

Ip = pallog = C{llo = onloa + lu = wilossl.

6 Specific finite element subspaces

We now define finite element subspaces satisfying the hypotheses (H.1)-(H.6) from
Sect.5.2, and provide the rates of convergences for the Galerkin scheme (5.1).

6.1 Preliminaries

In the following we use the notation introduced at the beginning of Sect.5.1. Thus,
given an integer k > 0, for each K € 7;, we let Pr(K), Pr(K), and P (K) be
the scalar, vector, and tensor versions, respectively, of the space of polynomials of
degree < k defined on K. Similarly, letting x be a generic vector in R”, RT(K) =
P(K) + Py (K)x and RT;(K) stand for the local Raviart—-Thomas space of order
k defined on K and its associated tensor counterpart. Additionally, we let Py (7},),
Pi(73), Pr(71), RTy (7)) and RT (7)) be the global versions of Py (K ), Py (K ), Px (K ),
RT (K) and RTy (K), respectively, that is

P (Th) = v e L2(Q) : wkemMJVKe%}

Pi(T)) = {vi e LX®@) : wilk eP(K) VK €T},

RT,(T3) = |q; € H(div: Q) : %MeRnw>VKeﬂ}

{
[
Pe(T) = [si € LX@) : silk €P(K) VK €T},
{
RT(T;) = |

7, € H(div: Q) :  7hlx € RTR(K) VK e Th}

We notice here that for each ¢ € (1, +00) there hold the inclusions Py (7;) € LI(Q),
Py(7,) € LI(Q), Pr © L'(Q), RT(2) € H(div,; Q), RTx(Q2) € H'(div; Q),
and RTy(Z;) € H(div,; ©2), which are employed below to introduce our specific
finite element subspaces. Indeed, we now set

H = Pu(Tp), Hj = LE(Q) N Pu(Ty), Hy = Hy x Hj,, Hf = RTx(Zp),

Qy := Hj N Ho(divasz; ), H;p = RTu(Zy), Qin = Pu(Tn)

Xon = RTy(7p), My = Pe(Tp), Xip:= RTx(7y), and My = Pr(7p).
6.1)
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6.2 Verification of the hypotheses (H.1)-(H.6)

We begin by observing that the hypotheses (H.1) and (H.2) are exactly the same as
[6, (H.1) and (H.2)], particularly is proved in [6, Lemma 5.1]. In turn, we emphasize
that (H.3) corresponds exactly to [6, (H.5)], and hence we omit most details and refer
to [6, Section 5.2, Lemma 5.2]. Finally, it is clear from (6.1) that (H.5) is trivially
satisfied (cf. [16, Lemma 3.6, part (i)]), whereas (H.6) was proved precisely by [17,
Lemma 4.5].

6.3 The rates of convergence

Here we present the rates of convergence of the Galerkin scheme (5.1) with the specific
finite element subspaces introduced in Sect. 6.1, for which the respective approxima-
tion properties were previously collected. In fact, it follows easily from [15, Proposition
1.135] and its vector and tensorial versions, along with interpolation estimates of
Sobolev spaces, that those of HY, H}l, Q; », and My j are given as follows

(AP}:) there exists a positive constant C, independent of A, such that for each [ €
[0,k + 1], and for each v e W/*(), there holds

H . : 1
dist(v, HY) := inf v — valloao < CH [Vl a0,
\ EH]"ll

(APZ) there exists a positive constant C, independent of &, such that for each [ €
[0,k + 1], and for each s € H(€) N ]Ltzr(Q), there holds

: ty . : 1
dist(s, Hj) := inf |[Is — spllo.e < Ch [Isliq-
speH!

(APi’) there exists a positive constant C, independent of /4, such that for each / €
[0, k + 1], and for each n; € W/?(), there holds

dist(n;, Qip) := inf [ — ninllopa < CH Inillipa,
Ni.h EQi,h

(APY) there exists a positive constant C, independent of /, such that for each [ €
[0,k + 1], and for each A € W”(Q), there holds

dist(,, My p) := _inf [IA = Anllore < Ch Mg
AneMi

Furthermore, from [17, eq. (4.6), Section 4.1] and its tensor version, which, as
the foregoing ones, are derived classically by using the Deny—Lions Lemma and the
corresponding scaling estimates (cf. [15, Lemmas B.67 and 1.101]), we state below
the approximation properties of Q and H; 5
(APZ) there exists a positive constant C, independent of 4, such that for each [ €
[1,k + 1], and for each T € H'(2) N Ho(diva/3; ) with div(z) € W-4/3(Q), there
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holds

dist(r. Qu) = _inf It~ Tullawyie < CH{ITlho + Idiv() sl
h h

(AP)") there exists a positive constant C, independent of &, such that for each [ €
[1,k 4 1], and for each t; € HZ(SZ) with div(t;) € WZ'Q(Q), there holds

. . . i .
dist(zi, Hip) i= inf 7 = tonllavee < CH {ITilie + 14V lga .
ih ih

Finally, that of X5 ;, which we recall from [17, Section 4.5 (AP}!)], becomes
(APg) there exists a positive constant C, independent of 4, such that for each [ €
[1,k + 1], and for each ¢ € W' (Q2) with div(¢p) € W' (Q), there holds

dist(§. X2) == inf (19~ $yllave < CH {IBllra + 14V o).
2.h

The rates of convergence of (5.1) are now provided by the following theorem.

Theorem 6.1 Let ((fi,a), (9, 8), (a,-,é,-)) e (Hx Q) x (Xo x Mp) x (H; x Qy),
i € {1,2} be the unique solution of (3.26) with (p,u) € W(3), and let
(@, on), @4, &), (@i En) € Hy x Q) x Xop x Myjp) x (Hip x Qip),
i € {1, 2} be a solution of (5.1) with (¢, u,) € W(8gq), which is guaranteed by
Theorems 4.8 and 5.4, respectively. In turn, let p and py, be given by (2.7) and (5.26),
respectively. Assume the hypotheses of Theorem 5.5, and that there existsl € [1,k+ 1]
such that u € WH(Q), t € H(Q) N LA(Q), ¢ € H(Q) N Hy(divass; ),
div(ec) € WH3(Q), ¢ € W (Q), div(p) € WL (Q), x € WI(Q), o; €
H/(Q), div(e;) € WHO(Q), and & € W'e(Q), i € {1,2). Then, there exists a
positive constant C, independent of h, such that

1, 0) = @n. o) lxQ + 1P — Pallo.a + 110, %) = (@4 X1 X5 5My
2
+ D @i &) = @ins &) 1<,
i=1
<CH {||“||1,4;sz + It + ol + 1dive)ll.a/ze + [0l + Idiv@) e

2
HElra + Y (loillia + IdiveDlies + 1]p2) ]

i=1

Proof 1t follows straightforwardly from Theorem 5.5, (5.26), and the above approxi-
mation properties. O
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6.4 Conservation properties

We first let P{: - LY(©) — Pi(7p) be the projector defined, for each v € L), as
the unique element P}’f (v) € Px(7p) such that

fQP,’;(v)qh _ /quh Yan € Pi(Th), 62)

and let ’P’}‘l : LY(Q) — P (7;,) be its corresponding vector version. Then, according to
the definitions of the specific finite element subspaces H}}, My , and Q; p,, i € {l, 2},
provided in (6.1), we readily deduce from (5.2), (5.3), and (5.4), that there hold

w .
Ph(divios) — Ein—En) e o) — S thw, +f) =0 in Q, 6.3)

Pu(divie,) + Grn —&0)+ f) =0 in Q, (6.4)

and
Pr(div(e;n) —&n+ f;) =0 in Q, (6.5)

respectively, which constitute the discrete conservation of momentum properties of
(5.1).

7 Numerical results

The computational tests in this section have been realized using the finite element
library FEniCS [1]. The nonlinear algebraic systems are solved with Newton’s method
with a residual tolerance of 1076, The linear systems are solved with the direct method
MUMPS. The zero-mean condition for the trace of the Hy (div4/3; £2) component o' of
the original Bernoulli-type stress tensor o, is enforced using a real Lagrange multiplier.
Recall that in Sect. 3.2, oo was simply redenoted o.

7.1 Verification of convergence

We choose the arbitrary model parameters © = ¢ = 0.1, ® = 0.5, k1 = 0.01,
k2 = 0.2, and, letting x := (x, y) (resp. X := (x, y, z)) be a generic vector of R2
(resp. R3), define the following manufactured exact solutions to (2.8) in 2D and 3D,
respectively

_ cos(mrx) sin(r y) _ 4 4
On Q = (0, 1)?: ux) = (— sin(ﬂX)COS(M)) PR =

£1(0) =exp(—xy), £(x) =cos*(xy), x(x)=sin(x)cos(y),
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sin(rx) cos(mwy) cos(mwz)
u(x) = | —2cos(rx) sin(wy) cos(nz) |,
cos(mrx) cos(my) sin(mwz)
px) =x*—1o*+2%),
£1(x) = exp(—xy +2), £ (X) = cos’*(xyz),
x (X) = sin(x) cos(y) sin(z),

On Q= (0,1)7:

and mixed variables
w _
t=Vu, 0 =pVu— @ —pl, ¢ =eVy, 0i = ki(VEi+qiie” 9)—Eu.

With these smooth fields we construct forcing/source terms and non-homogeneous
Dirichlet boundary conditions f, g, f;, g;. For the 3D case we take the Banach expo-
nents r = 3,5 = 3/2, p = 6, 0 = 6/5, while for the 2D computations we use
r = p =4,5 = ¢ = 4/3. The problem is numerically solved on a sequence of n}!**
successively refined regular meshes. Errors in the norms from Theorem 6.1 are sepa-
rated in the contribution from each unknown. The error history is portrayed in Fig. 1,
where in the 2D case we also run the convergence tests for the second-order scheme
(using k£ = 1). It is noted that, irrespective of the spatial dimension or the polyno-
mial degree, the method converges optimally. Furthermore, Fig.2 shows approximate
solutions for primary and mixed variables, all fields sufficiently well captured.

10753

102

s B ; N
©-0(7) S < 1 oo -0
A2 = wioss O A u—wosa NN A f[u=w o o
107 Ip = pullos hNN [lp = pallos [lp = 2ulloo N
< lIx = xallar & O lx = xallan O [1x = xallan S )
<16 ~ &l ISR (P | -2 (R o 16~ €l AN
&2 — &4lla, RS § I ~ &lla. 3 & ~ &nlla. S i
10* 10" 10” 10° 10" 10° 10" 100
Dol DoF
=

1071
10°,

500

S0 \‘Q

o[ 116 = tillo 107 A (16— tallon
10 llo = ailla N lo —anlla N
O e —enllx. O [l — enllx x
- llo = ol . 7 oy — v,
o~ o2, ol o2 — oo, ]
10* 10* 107 10 100
DoF DoF DoF

Fig.1 Convergence test in 2D and 3D. Error history associated with the fully mixed method for k = 0 and
in 2D (left), for k = 1 and in 2D (middle), and for k = 0 and 3D (right). Primary variables (top) and mixed
variables (bottom)
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Fig.2 Convergence testin 2D and 3D. Approximate velocity, velocity gradient, Bernoulli-type stress tensor,
electric field, electrostatic potential, flux of cations, concentration of cations, flux of anions, concentration

of anions, computed with the first-order method
We also study the conservation features of the method explained in Sect. 6.4, for

which the following numbers

momy, := [P} (div(es) — Ern — &) e @) — %th w + ) [

poty, = [IPF(div(e,) + Ein — E.0) + f)lles,
tra; ;o= Py (divoin) — &n + fi)lle,

are computed at each refinement level and tabulated in Table 1 together with the total

error

e = |, 0) = W, on)laxQ + 12 — Pallo.e + 1@, X) — (@4, xw) lIx,xM;

2
+D @i &) = (@i &)l Q-
i=1
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Table 1 Convergence test in 2D

DoF h e r momny, poty traj tras it
k=0

145 0.707  7.20e+00 * 7.11e—13 1.18e—16  2.80e—16 1.23e—16 5
537 0.354  4.48e+00 0.69 1.05e—10  5.53e—16 1.02e—15 1.76e—16 4
2065 0.177  2.13e+00 1.07  3.33e—10  2.65e—15  2.18e—15 3.05e—16 4
8097 0.088  9.69¢e—01 1.14  730e—12  490e—15 6.78e—15  7.53e—16 4
32,065 0.044  4.60e—01 1.08  2.44e—12 1.24e—14  2.2le—14 1.49e—15 4
127,617  0.022  2.24e—01 1.04  393e—12 1.27e—13 1.02e—13  2.80e—14 4

k=1

433 0.707 5.42e+00 * 1.12e—07  4.43e—15 3.28e—15 9.77e—16
1649 0.354  9.17e—01 256 5.17e—12 6.73e—15 1.50e—14 1.5le—15
6433 0.177 1.78e—01 2.37 2.58e—12 1.8le—14  2.57e—14  2.33e—15

25,409 0.088  3.70e—02 226  2.90e—12  3.5le—14  534e—14  4.12e—15
100,997  0.044  8.28e—03 2.16  2.80e—12  8.73e—14 1.45e—13 1.03e—14
402,689  0.022 1.97e—03  2.07  2.54e—12 1.98e—13  2.82e—13  2.34e—14

R S

Total error, experimental rates of convergence, £°°-norm of the projected residual of the momentum, poten-
tial, and ionic transport equations, and Newton iteration count. Computations with the two lowest-order
polynomial degrees

and its experimental convergence rate r = log(e/e)[log(h /ﬁ)]’] , where e and @
denote errors produced on two consecutive meshes of sizes 4 and I, respectively.
Note here that the above || - ||¢~ norms are computed by considering the degrees of
freedom defining uniquely the respective scalar or vector piecewise polynomials to
which they are applied. We report on the 2D case only (in 3D we obtain analogous
results). The expected optimal convergence of the total error, and the announced local
conservativity are confirmed. We also see that after the first mesh refinement the
number of Newton iterations required for convergence is four.

7.2 lon spreading in a charged enclosure

In order to further validate our numerical methods, inspired by the tests in [23, Section
5.2] we simulate the phenomenon of electrodiffusion of ions in a charged reservoir.
We follow the parametrization used there, but we consider only constant coefficients
(the referenced paper focuses on concentration-dependent density, viscosity, and dif-
fusivity). Another simplification with respect to [23] is that we only take the canonical
momentum ou (that is, without mass diffusion or migration due to the ionic species).

The domain is = (0, 1) x (0, 2), which we discretize into a structured mesh of
10,000 triangles. As illustrated in Fig. 3, the boundary conditions are as follows: for
the fluid flow we impose no-slip u = 0 everywhere on the boundary. For the chemical
species we assume that the normal trace of the total fluxes is zero everywhere on
the boundary o; - v = 0 (that is, the boundary is considered impenetrable for the
ionic quantities), which is imposed essentially in the space H; ;. For the electrostatic
sub-system we consider two separate sub-boundaries: on the top segment (y = 2) we
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Fig.3 Ion spreading in a T X = X0
charged enclosure. Set up of the
geometry, boundary conditions
for the electrostatic equations,
and initial distribution of
positively and negatively
charged ion particles

Vopv=sp |

prescribe a given potential o (representing a ground condition, imposed naturally), on
the vertical walls of the reservoir we set zero normal trace of the electric field @ -v = 0,
and the bottom segment is regarded as a positively charged surface ¢ - v = sg (the
two last conditions are imposed essentially).

The mixing/spreading process is intrinsically time-dependent and so we include in
the formulation the following modified versions of the fully-discrete momentum and
ion conservation equations

1 - - - - -
~ u?“ vy + a(u}’f“, Vi) + c(uZ’“; uﬁ“, Vi) + by, o)
Q
1 . .
= X Q“h Vi + Fg, 0, V1),
m+1 d 1 m+1 -G d 1 m
ci(oy  min) — di A_téi’h Min ) = Gi(in) — d; A—tfi,h,m,h ,

for all v, € Hy, and for all ni.n € Qi n, respectively, where the superscripts m, m + 1
denote approximations at time instants ", "1 using backward Euler’s method. For
this we take a constant time step At = 0.01 and conduct the simulations until the final
time t = 2.5. The initial velocity is zero and the initial concentrations of positively
and negatively charged particles are as follows
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[
0 '

o %
—

Fig.4 Ion spreading in a charged enclosure. Net charge (top), electric potential (middle), and velocity line
integral convolution (bottom) at times r = 0, 0.5, 0.75, 1, 2.5 (from left to right columns)
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respectively (see also the sketch in Fig. 3). The model parameters are as follows

A 1
w=1,€=0.5 u=0.08, k1 =k =001, sg =1, x0=0, & =3, R:Z.

The numerical solutions are displayed in Fig. 4, where we plot snapshots at five time
instants of the net charge (computed as the difference between positively and negatively
charged ion species) and the line integral convolution (similar to streamlines) of the
fluid velocity. Exactly as in [23, Figure 6], in our case we observe that the flow patterns
that occur thanks to the interaction of difference of potential and charges (different on
the top and bottom boundaries) permit spreading into the reservoir, and the net charge
figures show the expected decay due to dissipation.
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