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Abstract
In this article, we consider the discretization of nonlocal coupled parabolic problem 
within the framework of the virtual element method. The presence of nonlocal coef-
ficients not only makes the computation of the Jacobian more expensive in Newton’s 
method, but also destroys the sparsity of the Jacobian. In order to resolve this prob-
lem, an equivalent formulation that has very simple Jacobian is proposed. We derive 
the error estimates in the L2 and H1 norms. To further reduce the computational 
complexity, a linearized scheme without compromising the rate of convergence 
in different norms is proposed. Finally, the theoretical results are justified through 
numerical experiments over arbitrary polygonal meshes.

Keywords  Arbitrary polygonal mesh · Error estimates · Nonlocal parabolic 
equation · Non-linear equation · Virtual element method

Mathematics subject classification  65N30 · 65N12

1  Introduction

In this work, we present a virtual element framework for the nonlocal coupled para-
bolic problem. Such problems find Nitsche applications in many fields of applied 
science and engineering, for example in modelling epidemics [1–3], polymerization 
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[4], tumor growth modeling [5], to name a few. In [6], the authors proved the exist-
ence and the uniqueness of the analytical solution of the nonlocal coupled parabolic 
problem. Numerical solutions based on the finite element method (FEM) and the 
virtual element method have been attempted in [7, 8]. In [7], author employed the 
conforming linear finite element method for the discretization of the non-local cou-
pled parabolic problems.

In the last decade, there is a growing interest in numerical methods that can 
accommodate elements with arbitrary shapes and sizes. This has led to the develop-
ment of a variety of numerical techniques, such as, the Mimetic Finite Difference 
Method [9–11], Weak Galerkin Method [12, 13], Polygonal Finite Element Method 
(PFEM) [14–16], Scaled boundary finite element method [17, 18] and the Virtual 
Element Method (VEM) [19–22]. These methods are very similar to each other that 
they require suitable discrete formulation of the model problem avoiding traditional 
approach. Both the polygonal finite element and the virtual element method can 
accommodate elements with arbitrary shapes and sizes, however, one distinct fea-
ture of the VEM when compared to the PFEM is that the later requires an explicit 
form of the basis functions to compute the bilinear and the linear forms. The basis 
functions over arbitrary polytopes are rational polynomials, which requires higher 
order numerical quadrature rules. To the best of author’s knowledge, conventional 
polygonal finite elements are restricted to quadratic elements [23, 24]. Whilst in 
case of the VEM, no such explicit form of the basis functions is required, moreo-
ver, higher order elements even in higher dimensions can easily be constructed. This 
salient feature of the VEM has attracted researchers to employ VEM for wider vari-
ety of problems in science and engineering [25–36].

In this article, we employ the VEM to discretize the nonlocal coupled parabolic 
problem. The VEM is a generalization of the finite element method over arbitrary 
polytopes satisfying the Galerkin type orthogonalization over the polynomial space. 
The basis functions are implicitly known and can be approximated using the degrees 
of freedom (DoFs) over the general polygonal and polyhedral elements. The discrete 
variational formulation is computed by avoiding the cumbersome numerical integra-
tion schemes. Since the basis functions are constructed virtually, suitable projection 
operators are introduced on the virtual element space locally that can be computed 
using the DoFs associated to the polytope. In contrast to the FEM, the direct discre-
tization of the nonlocal term will not be computable. Using the projection opera-
tor, the nonlocal term is discretized which is computable from the DoFs. However, 
the presence of the nonlocal coefficients in the system reduces the sparsity of the 
jacobian and consequently increases the computation cost. Following [37], an analo-
gous approach is employed to rewrite the nonlinear system, such that the sparsity 
of the Jacobian is retained. Moreover, a linearized scheme for the coupled nonlocal 
parabolic problem is introduced that yields optimal order of convergence in both the 
space and the time variables. The nonlocal coefficients and the load terms can be 
computed from the previous steps and hence the fully discrete system reduces to a 
system of linear equations which can be computed easily.

The rest of the paper is organised as follows: In Sect. 2, the model problem and 
the associated continuous weak formulation are defined. The basic settings of the 
functional analysis and the assumptions required to develop the theory are also 
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highlighted in the same section. In the next section, the discrete virtual element 
space in two and three dimensions are constructed and the operators associated with 
the discrete space are discussed. A priori error estimates for the semi-discrete and 
the fully discrete schemes are investigated in Sects. 4 and 5, respectively. The error 
estimates for the linearised scheme are studied in Sect.  6. The theoretical conver-
gence rates are justified with two numerical examples in Sect. 7, followed by con-
cluding remark in the last section.

2 � Preliminaries and the continuous problem

Consider a convex polygonal domain Ω ⊂ ℝ
d where d = 2, 3 represents the dimension 

of the domain, with Lipschitz boundary �Ω . We define the final time T and the time 
interval I = [0, T] . Further, we denote L2(Ω) , the space of square integrable functions 
with standard inner-product (�,�)Ω∶= ∫

Ω
�� dΩ . For each positive integer s ∈ ℕ , we 

define Hs(Ω) , the Sobolev space with standard norm ‖�‖s,Ω∶=
�∑

0≤�≤s ‖D��‖2
0,Ω

�1∕2

 , 
where D�� denotes �th partial derivative of � . Moreover, the function space 
L
2(0,T; Hs(Ω)) consists of function � such that for almost all t ∈ [0, T] , �(⋅, t) ∈ Hs(Ω) 

with the norm

In addition, we define ℙk(E) , the space of all polynomials of degree less than or 
equal to k on E and for a function v, the first and the double derivatives with respect 
to t are denoted by Dtv , Dttv respectively.

2.1 � Model problem

Let fi(u, v) ∈ L2(Ω, I) be the force function for i ∈ {1, 2} , and (u0, v0) be the initial 
guess for the solution (u, v). The continuous problem is then given by: find (u, v) 
such that for t ∈ [0, T] , we have:

‖�‖L2(0,T;Hs(Ω))∶=
�
�

T

0

‖�(t)‖2
s,Ω

�1∕2

; ‖�‖L∞(0,T;Hs(Ω)) = ess sup
0≤t≤T

‖�(t)‖s.

(1)Dtu −A1(g1(u), g2(v)) Δu = f1(u, v) in Ω × (0, T),

(2)Dtv −A2(g1(u), g2(v)) Δv = f2(u, v) in Ω × (0, T),

(3)u(x, t) = v(x, t) = 0 on �Ω × (0, T),

(4)u(x, 0) = u0(x) on Ω,

(5)v(x, 0) = v0(x) on Ω,
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where gi(�)∶= ∫
Ω
li(x)� dΩ for �(⋅, t) ∈ L2(Ω) for almost all t ∈ [0, T] and 

li(x) ∈ L2(Ω) . Further, we define Dtu∶=
du

dt
 . Since the diffusive coefficients A′

i
s 

depend on the global behaviour of the solution, the problem is termed nonlocal.
Further, we will make some assumptions on the model problem in order to derive 

the theoretical estimates in the later section.

Assumption 1 

•	 For i ∈ {1, 2}, Ai(⋅, ⋅) ∶ ℝ
2
→ ℝ is bounded, i.e., 0 < m0 < Ai(⋅, ⋅) < M , where 

m0 and M are positive constants.
•	 Ai(⋅, ⋅) ∶ ℝ

2
→ ℝ is a Lipschitz continuous, i.e., 

•	 For i ∈ {1, 2} , the right hand side force function, fi are Lipschitz continuous w.r.t. u 
and v. i.e., 

Multiplying Eq.  (1) by � and (2) by � and employing Greens’ 
theorem, we derive the continuous weak formulation: Find 
(u, v) ∈ L

2(0,T;H1

0
(Ω) ∩ C(0,T; L2(Ω)) × L

2(0,T;H1

0
(Ω) ∩ C(0,T; L2(Ω)) and 

(Dtu,Dtv) ∈ L2(0, T;H−1(Ω)) × L2(0, T;H−1(Ω)) for almost all t ∈ [0, T] such that

where D�(0, T) is the space of distributions on [0,T] and ⟨⋅, ⋅⟩ denotes the 
H1

0
(Ω)�,H1

0
(Ω)− duality bracket. The existence and the uniqueness of the weak solu-

tion satisfying Eqs. (8)–(11) can be easily proved using Schauder fixed point argu-
ment [38].

Theorem  2.1  Under Assumption  1, there exists a unique solution 
(u, v) ∈ H1

0
(Ω) × H1

0
(Ω) of the problem (8)–(11).

Using Assumption 1, Schauder fixed point theorem and proceeding analogously as 
in [38, Theorem 2.1], we get the desired result.

(6)|Ai(r1, s1) −Ai(r2, s2)| ≤ LA(|r1 − r2| + |s1 − s2|) ∀(ri, si) ∈ ℝ ×ℝ.

(7)|fi(u1, v1) − fi(u2, v2)| ≤ LF(|u1 − u2| + |v1 − v2|) ∀(u1, v1), (u2, v2) ∈ ℝ ×ℝ.

(8)

d

dt
(u,�) +A1(g1(u), g2(v))(∇u,∇�) = ⟨f1(u, v),�⟩ in D�(0, T) ∀� ∈ H1

0
(Ω),

(9)

d

dt
(v,�) +A2(g1(u), g2(v))(∇v,∇�) = ⟨f2(u, v),�⟩ in D�(0, T) ∀� ∈ H1

0
(Ω),

(10)u(�, t) = v(�, t) = 0 ∀(�, t) ∈ �Ω × (0, T),

(11)u(�, 0) = u0(�) and v(�, 0) = v0(�) ∀� ∈ Ω,
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3 � Virtual element methods

In this section, we consider a few regularity assumptions on the family of mesh 
decompositions {Ωh}h and discuss the construction of two and three dimensional 
virtual element spaces which were originally introduced in [31, 39, 40]. Unlike the 
finite element space, the virtual element space consists of both polynomial func-
tion and implicitly defined non-polynomial function. Non-polynomial parts of the 
discrete bilinear forms are approximated by suitable projection operators which are 
computable from known degrees of freedom (DoFs) associated with the VEM space.

3.1 � Background material

Let {Ωh}h consists of non-overlapping, bounded polygonal/polyhedral elements E or 
P such that Ω̄ = ∪P∈Ωh

P̄ or Ω̄ = ∪E∈Ωh
Ē and let hE∕hP be the diameter of an element 

E∕P ∈ Ωh ; h∶=maxE∈Ωh
hE and for polyhedron, h∶=maxP∈Ωh

hP . For d = 2 , E has 
non-intersection polygonal boundary �E which is assembled from N �

E
 straight edges 

e joining N V

E
 vertices. For d = 3 , each element P has a polyhedral boundary �P 

which is formed by N F

P
 planar faces F joining vertices (xi, yi, zi) ∈ ℝ

3 , 1 ≤ i ≤ N V

P
 . 

For an element E/P, we define the measure of E/P by |E|/|P| and barycenter (center 
of gravity) by �E∕�P . To use the interpolation and theory of polynomial approxima-
tion of a function, we require some regularity assumptions on the domain decompo-
sition {Ωh}h.

Assumption 2  (Mesh regularity) For polygonal element E ⊂ ℝ
2 , there exists a 

positive constant � independent of diameter h such that every polygonal element E 
satisfies these conditions

•	 (T2d
1
) E ∈ Ωh is star-shaped with respect to every point of a disk of radius greater 

than � hE.
•	 (T2d

2
) for every element E, and for every e ⊂ 𝜕E satisfies he > 𝛾hE.

For polyhedral element P ⊂ ℝ
3 , there exists a positive constant � independent of 

diameter h such that every P and each F ⊂ 𝜕P satisfy these conditions

•	 (T3d
1
) P ∈ Ωh is star-shaped with respect to every point of a ball of radius greater 

than � hP.
•	 (T3d

1
) for every e ⊂ 𝜕F and for every face F, it satisfies he ≥ �hF ≥ �2hP.

Remark 3.1  Assumption ( T2d
1

)and ( T3d
1

 ) ensure elements and the mesh faces are sim-
ply connected subset of ℝd and ℝd−1 respectively. Assumption ( T2d

2
)and ( T3d

2
 ) con-

firm that there exists a positive number K0 independent of mesh family {Ωh}h such 
that

N
𝜀
E
∕NF

P
≤ K0 ∀E∕P ∈ Ωh, 0 < h ≤ 1.
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The following canonical convention of the multi-dimensional space is 
exploited. Let � = (s1, s2,… , sd) and define |�| = s1 + s2 +⋯ + sd . We denote an 
element �� ∈ ℝ

d, d = 1, 2, 3 by, ��∶=( x
s1
1
x
s2
2

… x
sd
d
) . In what follows, 

M
d
k
(E)∶=

{(
�−�E

hE

)s

, |s| ≤ k
}

,   d = 1, 2, 3 is the set of scaled monomials with the 
notational convention Md

−1
(E) = {0}.

For each element E ∈ Ωh , we outline the L2 projection opera-
tor   Π0

k,E
∶ L2(E) → ℙk(E) defined as

and define the elliptic projection operator   Π∇
k,E

∶ H1(E) → ℙk(E) satisfying,

The global operator Π0
k
 is defined on L2(Ω) such that it is same as Π0

k,E
 on each ele-

ment E, i.e., Π0
k
|E = Π0

k,E
.

Two dimensional virtual element space For every E ∈ Ωh , consider the auxil-
iary space Wk

E
 (see [39]) defined by,

Upon restricting the functions, we introduce the local virtual element space in two 
dimension as below

where ℙk ⧵ ℙk−2(E) denotes the set of polynomials of degrees exactly equal to k − 1 
and k. Further, we define a set of DoFs associated with an element Hk(E) which 
uniquely characterize the function �h ∈ H

k(E) as follows.

•	 (d1 ) The values of �h at the vertices of the element E.
•	 (d2 ) On each edge e ⊂ 𝜕E , the moments of �h up to order k − 2 , i.e. 

•	 (d3 ) The moments up to order k − 2 of �h on E, i.e., 

We deduce that Hk(E) is unisolvent with respect to the above set of functionals 
( d1)–(d3 ) (see [40–42] for detailed proof). The global conforming virtual element 
space is defined as follows

(
(Π0

k,E
− I)u, q

)
E
= 0 ∀q ∈ ℙk(E),

(
∇(Π∇

k,E
− I)u, ∇q

)
E
= 0 ∀q ∈ ℙk(E) ⧵ ℙ0(E) and ∫�E

(Π∇
k,E
u − u) ds = 0.

Wk
E
=
{
v ∈ H1(E) ∩ C0(𝜕E) ∶ v|e ∈ ℙk(e) ∀e ⊂ 𝜕E, Δv ∈ ℙk(E)

}
.

(12)H
k(E)∶=

{
v ∈ Wk

E
∶ ∫E

(Π∇
k,E
v − v) q = 0 ∀ q ∈ ℙk ⧵ ℙk−2(E)

}
,

1

|e| ∫e

�h � de ∀� ∈ M
1
k−2

(e).

1

|E| ∫E

�h � dE, ∀� ∈ M
2
k−2

(E).

H
k
h
∶={v ∈ H1

0
(Ω) || v|E ∈ H

k(E) ∀E ∈ Ωh}



1 3

Virtual element analysis of nonlocal coupled parabolic problems… Page 7 of 34  18

[40–42]. The construction of the conforming virtual element space for d = 3 follows 
an analogous idea as d = 2. Hereafter, we will not make any difference between E 
and P and we will try to be dimension independent if not otherwise specified. For 
better readability, we append the following remark.

Remark 3.2  For each polyhedral P ∈ Ωh ⊂ ℝ
3 , the local VEM space is defined 

same as two-dimension VEM space. For each face F ⊂ 𝜕P ⊂ ℝ
2 , Hk(F) is a two-

dimensional VEM space. Interested reader can refer [30, 39, 41] for detail demon-
stration of three dimensional VEM space. Also, it can be observed that the local 
virtual element space Hk(E) has the same number of DoFs as [39] with an added 
advantage that the L2 projection operator Π0

k,E
 is computable on Hk(E) [41]. The L2 

projection operator is used to discretize the nonlocal term and the non-stationary 
part of the model problem that will be discussed in the later part of this article.

On the virtual element space Hk(E) , we consider the discrete bilinear forms 
ah(⋅, ⋅) and mh(⋅, ⋅) corresponding to the continuous forms a(⋅, ⋅) and m(⋅, ⋅) respec-
tively. Since, the discrete functions vh ∈ H

k(E) are not available in a closed 
forms, we employ the projection operators, Π0

k,E
 and Π∇

k,E
 to discretize the bilin-

ear forms. The local discrete bilinear form aE
h
(⋅, ⋅) ∶ H

k(E) ×H
k(E) → ℝ and 

mh(⋅, ⋅) ∶ H
k(E) ×H

k(E) → ℝ corresponding to continuous bilinear forms aE(⋅, ⋅) 
and (⋅, ⋅)E respectively, are defined as follows:

The last terms on the right of (13),viz. SE
a
(⋅, ⋅) and SE

m
(⋅, ⋅) are the stabilization terms. 

SE
a
(⋅, ⋅) is symmetric and positive semi-definite and SE

m
(⋅, ⋅) is symmetric and posi-

tive definite on Hk
h
×H

k
h
 . Moreover, the stabilization terms SE

a
(⋅, ⋅) or SE

m
(⋅, ⋅) reduce 

to zero when one of the entries is a polynomial function. Symmetric and positive 
definite bilinear forms that scale like (⋅, ⋅)E can be used as stabilization SE

m
(⋅, ⋅) and 

symmetric positive semi-definite bilinear forms that scale like aE(⋅, ⋅) can be used 
as the stabilization SE

a
(⋅, ⋅) . Further, we assume that there exist positive constants 

�1, �2, �1, �2 such that

where Ker(T) denotes the nullspace of the operator T. The above mentioned assump-
tion implies that SE

a
(⋅, ⋅) and SE

m
(⋅, ⋅) are spectrally equivalent to aE(⋅, ⋅) and (⋅, ⋅)E 

respectively. Amongst the different computable forms of the projection operators 
available in the literature [43], we choose the following representation:

(13)

aE
h
(w, v)∶= aE(Π∇

k,E
w,Π∇

k,E
v)

+ SE
a
((I − Π∇

k,E
)w, (I − Π∇

k,E
)v) ∀w, v ∈ H

k(E),

mE
h
(w, v)∶= (Π0

k,E
w,Π0

k,E
v)E

+ SE
m
((I − Π0

k,E
)w, (I − Π0

k,E
)v) ∀w, v ∈ H

k(E).

�1 a
E(v, v) ≤ SE

a
(v, v) ≤ �2 a

E(v, v) ∀v ∈ H
k(E) ∩ Ker(Π∇

k,E
)

�1 (w,w)E ≤ SE
m
(w,w) ≤ �2 (w,w)E ∀w ∈ H

k(E) ∩ Ker(Π0
k,E
),
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Ndof
E

 denotes dimension of the local space Hk(E) . The local forms aE
h
(⋅, ⋅) and mE

h
(⋅, ⋅) 

satisfy the following two properties :
Polynomial consistency For an element E ∈ Ωh , 0 < h ≤ 1 , the bilinear forms 

aE
h
(⋅, ⋅) and mE

h
(⋅, ⋅) defined in (13), satisfy the following consistency properties:

Stability There exist four mesh independent positive constants, �∗, �∗, �
∗, �∗ inde-

pendent of the element E such that for all v ∈ H
k(E) , aE

h
(v, v) , and mE

h
(v, v) are 

bounded by aE(v, v) and (v, v)E , respectively, i.e.,

hold. Condition (15) ensures that the non-polynomial parts SE
a
(⋅, ⋅) and SE

m
(⋅, ⋅) scale 

same as polynomial parts of aE
h
(⋅, ⋅) and mE

h
(⋅, ⋅) respectively. Adding the local con-

tributions, the global forms ah(⋅, ⋅) ∶ H
k
h
×H

k
h
→ ℝ and mh(⋅, ⋅) ∶ H

k
h
×H

k
h
→ ℝ are 

defined as

Remark 3.3  To discretize the bilinear form aE(⋅, ⋅) , we have employed Π∇
k,E

 operator. 
However, the term aE(⋅, ⋅) can be discretized by employing the external projection 
operator Π0

k−1,E
 [43].

Remark 3.4  In this work, we use the projection operators’ matrix representation to 
evaluate the matrices corresponding to the bilinear forms ah(⋅, ⋅) and mh(⋅, ⋅) respec-
tively. These matrix representation depend on the order of the space and shape of 
the element E, but is independent of the size of the element. Therefore, the matrices 
remain unchanged for any transformations that preserve the shape of E. However, 
this inspection is not true for higher order virtual element space. [22, Remark 3.5]. 
We compute the matrices following the procedure highlighted in [22].

3.2 � Semi‑discrete formulation

By using the discrete bilinear form, the semi discrete formulation of (8)–(11) is 
defined as: Find (uh(t), vh(t)) ∈ H

k
h
×H

k
h
 for all most all t ∈ [0, T] such that

SE
m
(�,�)∶= hd

E

Ndof
E∑

z=1

dofz(�) dofz(�), and SE
a
(�,�)∶= hd−2

E

Ndof
E∑

z=1

dofz(�) dofz(�).

(14)
aE
h
(p, v) = aE(p, v) ∀p ∈ ℙk(E), ∀v ∈ H

k(E)

mE
h
(p, v) = (p, v)E ∀p ∈ ℙk(E), ∀v ∈ H

k(E).

(15)
�∗ a

E(v, v) ≤ aE
h
(v, v) ≤ �∗ aE(v, v);

�∗ (v, v)E ≤ mE
h
(v, v) ≤ �∗ (v, v)E

ah(w, v)∶=
∑
E∈Ωh

aE
h
(w, v) and mh(w, v)∶=

∑
E∈Ωh

mE
h
(w, v) ∀w, v ∈ H

k
h
.

(16)
mh(Dtuh,�h) +A1(g1(Π

0
k
uh), g2(Π

0
k
vh)) ah(uh,�h) = ⟨f1h(uh, vh),�h⟩ ∀�h ∈ H

k
h
,
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where

The scheme (16) and (17) constitute a system of differential equations. Since the 
model problem (1) and (2) satisfy Assumption 1, we deduce that the nonlinear sys-
tem of equations (16) and (17) have a unique solution for t ∈ [0, T1] , where T1 < T  . 
Such a solution can be extended to [0, T] following the boundedness property of the 
discrete solutions. Let C be a generic positive constant that is independent of mesh 
diameter h and element E, which takes different values at different instances.

Theorem  3.1  Let the discrete solutions (u0
h
, v0

h
) ∈ H1

0
(Ω) × H1

0
(Ω) and the two 

force functions f1(u, v), f2(u, v) ∈ L2(0, T , L2(Ω)) , then, the solution of (16) and (17) 
(uh, vh) satisfies the following boundedness property

Proof  We consider the semi-discrete formulation  (16) and (17). Upon choosing 
�h = uh in (16), we obtain

Using Assumption 1, triangle inequality and continuity of the operator Π0
k
 , we obtain

An application of Cauchy–Schwarz inequality, boundedness of the operator Π0
k
 , 

Young’s inequality and (20), we obtain

Substituting the estimation (21) into (19), we derive

(17)
mh(Dtvh,�h) +A2(g1(Π

0
k
uh), g2(Π

0
k
vh)) ah(vh,�h) = ⟨f2h(uh, vh),�h⟩ ∀�h ∈ H

k
h
,

(18)

⟨f1h(uh, vh),�h⟩ =
�
E∈Ωh

∫
E

f1(Π
0
k,E
uh, Π

0
k,E
vh) Π

0
k,E
�h dE,

and ⟨f2h(uh, vh), �h⟩ =
�
E∈Ωh

∫
E

f2(Π
0
k,E
uh, Π

0
k,E
vh) Π

0
k,E
�h dE.

‖vh‖L∞(0,T; L2(Ω)) ≤ C, ‖uh‖L∞(0,T; L2(Ω)) ≤ C,

‖Dtvh‖L2(0,T; L2(Ω)) ≤ C, ‖Dtuh‖L2(0,T; L2(Ω)) ≤ C.

(19)
1

2

d

dt
mh(uh, uh) +A1(g1(Π

0
k
uh), g2(Π

0
k
vh)) ah(uh, uh) = ⟨f1h(uh, vh), uh⟩.

(20)
‖f1(Π0

k
uh,Π

0
k
vh)‖0,Ω = ‖f1(Π0

k
uh,Π

0
k
vh) − f1(0, 0) + f1(0, 0)‖0,Ω

≤ LF ( ‖uh‖0,Ω + ‖vh‖0,Ω ) + ‖f1(0, 0)‖0,Ω.

(21)
�⟨f1h(uh, vh), uh⟩� ≤ 1

2

�
‖f1(Π0

k
uh,Π

0
k
vh)‖20,Ω + ‖uh‖20,Ω

�

≤ C
�
‖uh‖20,Ω + ‖vh‖20,Ω + ‖f1(0, 0)‖20,Ω

�
.
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In the analogous way, we obtain

By adding (22) and (23), we have

Integrating both sides of (24), and an application of Gronwall inequality, we obtain:

for all t ∈ [0, T] which implies that ‖uh‖L∞(0,T∶L2(Ω)) and ‖vh‖L∞(0,T∶L2(Ω)) are bounded. 
In order to prove the terms ‖Dtu‖L2(0,T; L2(Ω)) < ∞ and ‖Dtv‖L2(0,T; L2(Ω)) < ∞ , we 
choose �h = Dtuh in (16) and �h = Dtvh in (17), followed by applying analogous 
arguments as the proof of ‖uh‖L2(0,T∶L2(Ω)) < ∞ and ‖vh‖L2(0,T∶L2(Ω)) < ∞.

3.3 � Fully discrete scheme

We employ VEM and backward Euler method for discretizing the space variable and 
the time variable, respectively. To this end, we consider a partition of non-overlapping 
sub interval [tn−1, tn] of [0, T] , where n = 0, 1, 2,… ,NT with time-step Δtn∶=tn − tn−1 
such that T =

∑NT

n=0
Δtn . To reduce the computational complexity, let us assume that 

Δtn = Δt for all n, i.e., equal time steps. Thus, the fully discrete virtual element scheme 
of (8)–(11) is defined as: For each n = 1, 2, 3,… ,NT , Find (Un, Vn) ∈ H

k
h
×H

k
h
 such 

that 

(22)

1

2
�∗

d

dt
‖uh‖20,Ω + m0 �∗‖∇uh‖20,Ω

≤ C
�
‖uh‖20,Ω + ‖vh‖20,Ω + ‖f1(0, 0)‖20,Ω

�
.

(23)

1

2
�∗

d

dt
‖vh‖20,Ω + m0 �∗‖∇vh‖20,Ω

≤ C
�
‖uh‖20,Ω + ‖vh‖20,Ω + ‖f2(0, 0)‖20,Ω

�
.

(24)

1

2
�∗

d

dt

�
‖uh‖20,Ω + ‖vh‖20,Ω

�
+ m0 �∗

�
‖∇uh‖20,Ω + ‖∇vh‖20,Ω

�

≤ C
�
‖uh‖20,Ω + ‖vh‖20,Ω + ‖f1(0, 0)‖20,Ω + ‖f2(0, 0)‖20,Ω

�
.

(25)

�
‖uh‖20,Ω + ‖vh‖20,Ω

�
+ C(m0, �∗, �∗) �

t

0

�
‖∇uh‖20,Ω + ‖∇vh‖20,Ω

�
dt

≤ C
�
‖uh(0)‖20,Ω + ‖vh(0)‖20,Ω + ‖f1(0, 0)‖20,Ω + ‖f2(0, 0)‖20,Ω

�
.

(26)
mh

�
Un − Un−1

Δt
, �h

�
+A1(g1(Π

0
k
Un), g2(Π

0
k
Vn)) ah(U

n,�h)

= ⟨f1h(Un,Vn),�h⟩ ∀�h ∈ H
k
h
,
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where U0 and V0 are initial approximation of u and v at time t = 0 , respectively. 
The discrete scheme (26) and (27) reduces to a system of nonlinear equations which 
can be solved by employing iterative methods. To reduce the computation cost, we 
incorporate the technique introduced in [37]. A detailed implementation procedure 
will be discussed in Sect. 3.5. In addition, we would like to introduce a linearized 
scheme for the weak formulation, (8)–(11). where the unknowns are computed at 
time tn and the nonlocal diffusive coefficients and the load terms are computed at the 
previous time-step, i.e., at t = tn−1 . We present the linearized scheme as follows:

For each n = 1, 2, 3,… ,NT , Find (Ũn, Ṽn) ∈ H
k
h
×H

k
h
 such that

The discrete formulation (29) and (30) reduces to system of linear equations that can 
be solved by a linear solver directly. Let � and � be the matrix representation of the 
bilinear forms ah(⋅, ⋅) and mh(⋅, ⋅) , which are positive semi-definite and positive defi-
nite respectively. For better representation, we introduce

Thus, both the matrices � + ΔtΞ1 �   and  � + ΔtΞ2 �   are invertible that ensures 
unique solution to the system (29)–(31). Further, in Sect. 6, we will show that the 
approximation (Ũn, Ṽn) converges to the analytical solution with an optimal order 
in both the space and time variables. The rate of convergence depends on the initial 
approximation of the solution, i.e., (U0,V0) . Therefore, the initial guess could be 
chosen as an interpolation of the analytical solution at t = 0.

(27)
mh

�
Vn − Vn−1

Δt
, �h

�
+A2(g1(Π

0
k
Un), g2(Π

0
k
Vn)) ah(V

n,�h)

= ⟨f2h(Un,Vn),�h⟩ ∀�h ∈ H
k
h
,

(28)U0 = Ih(u0) and V0 = Ih(v0),

(29)
mh

(
Ũn − Ũn−1

Δt
,�h

)
+A1(g1(Π

0
k
Ũn−1), g2(Π

0
k
Ṽn−1)) ah(Ũ

n,�h)

=
⟨
f1h(Ũ

n−1, Ṽn−1),�h

⟩
∀�h ∈ H

k
h
,

(30)
mh

(
Ṽn − Ṽn−1

Δt
,�h

)
+A2(g1(Π

0
k
Ũn−1), g2(Π

0
k
Ṽn−1)) ah(Ṽ

n,�h)

=
⟨
f2h(Ũ

n−1, Ṽn−1),�h

⟩
∀�h ∈ H

k
h
,

(31)U0 = Ih(u0) and V0 = Ih(v0).

Ξ1∶=A1(g1(Π
0
k
Ũn−1), g2(Π

0
k
Ṽn−1)) and Ξ2∶=A2(g1(Π

0
k
Ũn−1), g2(Π

0
k
Ṽn−1)).
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3.4 � Existence and uniqueness of the solution for the fully discrete scheme

In this section, we shall use the following variant of Brouwer fixed point theorem [44, 
Lemma 4.3] to ensure the existence of a solution for the discrete problem (26)–(28).

Theorem 3.2  (Brouwer theorem) Let K be a finite dimensional Hilbert space with 
inner product (⋅, ⋅)K . Let g ∶ K → K be a continuous function. If there exists a con-
stant, R > 0 such that (g(z), z)K > 0 for all z with ‖z‖K = R , then, there exists a 
z∗ ∈ K , such that ‖z∗‖K < R and g(z∗) = 0.

The existence result of the fully discrete scheme (26)–(28) is given in the following 
result [8, Proposition 4.1].

Theorem 3.3  Let 1 ≤ n ≤ NT and (UJ ,VJ) ∈ H
k
h
×H

k
h
 be the given unique solution 

of the system (26)–(28) for 1 ≤ J ≤ n − 1 . Then the system (26)–(28) has a unique 
solution (Un,Vn) ∈ H

k
h
×H

k
h
 at time tn.

Proof  We prove that the discrete system (26)–(28) has a solution (Un,Vn) and that 
the solution is unique at time t = tn , where n = 1,… ,NT . We will use mathematical 
induction method to prove the theorem. Let, for n = 0, the solution is (U0,V0) and 
assume that (Un−1,Vn−1) be the solution of (26)–(28) at time t = tn−1 . We define a 
map

such that

where Φ = (�h,�h) ∈ H
k
h
×H

k
h
 . Since, the bilinear forms mh(⋅, ⋅) ,   ah(⋅, ⋅) are 

bounded and the nonlocal coefficients A1(⋅, ⋅) , and A2(⋅, ⋅) , and the discrete force 
functions f1h , f2h are Lipschitz continuous, therefore L is continuous. Further, using 
boundedness of the bilinear forms mh(⋅, ⋅) , ah(⋅, ⋅) and Assumption 1, we have

Applying analogous arguments as (34), we obtain

(32)L ∶ H
k
h
×H

k
h
→ H

k
h
×H

k
h
,

(33)

[L(Un,Vn),Φ]∶=mh(U
n,�h) + Δt A1(g1(Π

0
k
Un), g2(Π

0
k
Vn)) ah(U

n,�h)

− Δt ⟨f1h(Un,Vn),�h⟩ − mh(U
n−1,�h)

+ mh(V
n,�h) + Δt A2(g1(Π

0
k
Un), g2(Π

0
k
Vn)) ah(V

n,�h)

− Δt ⟨f2h(Un,Vn),�h⟩ − mh(V
n−1,�h),

(34)

mh(U
n,�h) + Δt A1(g1(Π

0
k
Un), g2(Π

0
k
Vn)) ah(U

n,�h) − Δt ⟨f1h(Un,Vn),�h⟩
− mh(U

n−1,�h) ≤ �∗
�
‖Un‖0,Ω ‖�h‖0,Ω

�

+ Δt �∗ M
�
‖∇Un‖0,Ω + ‖∇�h‖0,Ω

�

+ C(LA)Δt
�
‖Un‖0,Ω + ‖Vn‖0,Ω + �f1(0, 0)�

�
‖�h‖0,Ω + �∗‖Un−1‖0,Ω‖�h‖0,Ω.
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Adding inequalities (34) and (35), we derive

which implies the map L is bounded on Hk
h
×H

k
h
 . Next, we derive that

for sufficiently large values of norm of (Un,Vn) . By choosing Φ = (Un,Vn) in (33), 
we obtain:

Similarly, we derive

Adding (37) and (38), and using Young’s inequality, we have

(35)

mh(V
n,�h) + Δt A2(g1(Π

0
k
Un), g2(Π

0
k
Vn))ah(V

n,�h) − Δt ⟨f2h(Un,Vn),�h⟩
− mh(V

n−1,�h) ≤ �∗(‖Vn‖0,Ω ‖�h‖0,Ω)
+ Δt M�∗

�
‖∇Vn‖0,Ω + ‖∇�h‖0,Ω

�

+ C(LA) Δt
�
‖Un‖0,Ω + ‖Vn‖0,Ω + �f2(0, 0)�

�
‖�h‖0,Ω + �∗‖Vn−1‖0,Ω ‖�h‖0,Ω.

[L(Un,Vn),Φ] ≤ C(�∗, �∗,M)
�
‖Un‖1,Ω + ‖Vn‖1,Ω + �f1(0, 0)� + �f2(0, 0)� + ‖Un−1‖0,Ω

+ ‖Vn−1‖0,Ω
��

‖�h‖1,Ω + ‖�h‖1,Ω
�
,

(36)[L(Un,Vn), (Un,Vn)] > 0,

(37)

mh(U
n,Un) + Δt A1(g1(Π

0
k
Un), g2(Π

0
k
Vn)) ah(U

n,Un) − Δt ⟨f1h(Un,Vn),Un⟩
− mh(U

n−1,Un) ≥ �∗‖Un‖2
0,Ω

+ Δt m0 �∗ ‖∇Un‖2
0,Ω

− C(LF)Δt
�
‖Un‖0,Ω + ‖Vn‖0,Ω

+ �f1(0, 0)�
�
‖Un‖0,Ω − �∗ ‖Un−1‖0,Ω ‖Un‖0,Ω.

(38)

mh(V
n,Vn) + Δt A2(g1(Π

0
k
Un), g2(Π

0
k
Vn)) ah(V

n,Vn) − Δt ⟨f2h(Un,Vn),Vn⟩
− mh(V

n−1,Vn) ≥ �∗‖Vn‖2
0,Ω

+ Δt m0 �∗ ‖∇Vn‖2
0,Ω

− Δt C(LF)
�
‖Vn‖0,Ω + ‖Un‖0,Ω

+ �f2(0, 0)�
�
‖Vn‖0,Ω − �∗ ‖Vn−1‖0,Ω ‖Vn‖0,Ω.

(39)

[L(Un,Vn), (Un,Vn)] ≥ �
�∗ − Δt Cu(LF, �

∗)
�
‖Un‖2

0,Ω

+
�
�∗ − Δt Cv(LF, �

∗)
�
‖Vn‖2

0,Ω

+ Δt m0 �∗

�
‖∇Un‖2

0,Ω
+ ‖∇Vn‖2

0,Ω

�
− Δt C(LF)

�
�f1(0, 0)�2 + �f2(0, 0)�2

�

−
1

2

�
‖Un−1‖2

0,Ω
+ ‖Vn−1‖2

0,Ω

�
.
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Further, we choose the time-step Δt sufficiently small such that the coefficients of 
‖Un‖0,Ω and ‖Vn‖0,Ω are positive, i.e. min

{
(𝛽∗ − Δt Cu(LF , 𝛽

∗)), (𝛽∗ − Δt Cv(LF , 𝛽
∗))

}
> 0 . 

We rewrite (39) as [8, Proposition 4.1]

We define

Therefore, [L(Un,Vn), (Un,Vn)] ≥ 0 for ‖Un‖2
1,Ω

+ ‖Vn‖2
1,Ω

= ℜ . By Brouwer fixed 
point theorem, we can assure the existence of the solution 
(Un,Vn) ∈ Bℜ∶=

�
(Un,Vn) ∈ H

k
h
×H

k
h
∶ ‖Un‖2

1,Ω
+ ‖Vn‖2

1,Ω
≤ ℜ

�
 . Now, we will 

prove that the discrete solution (Un,Vn) of (26) and (27) is unique. Let (Un
1
,Vn

1
) and 

(Un
2
,Vn

2
) ∈ H

k
h
×H

k
h
 be two solutions of (26) and (27). Then, from (26), we have

Applying analogous arguments, we derive

For better readability, we introduce the following notations: �∶=Un
1
− Un

2
 and 

�∶=Vn
1
− Vn

2
 . Further, we choose the test function �h = � and substituting in (41), 

we have

An application of Lipschitz continuity of the force function f1 (Assumption 1) and 
the boundedness of the projection operator Π0

k
 yield

(40)

[L(Un,Vn), (Un,Vn)] ≥ Ĉ
�
‖Un‖2

1,Ω
+ ‖Vn‖2

1,Ω

�
− C(LF)

�
�f1(0, 0)�2 + �f2(0, 0)�2

�

−
1

2

�
‖Un−1‖2

1,Ω
+ ‖Vn−1‖2

1,Ω

�
.

ℜ∶=
1

Ĉ

�
2C(LF)

�
�f1(0, 0)�2 + �f2(0, 0)�2

�
+
�
‖Un−1‖2

1,Ω
+ ‖Vn−1‖2

1,Ω

��
.

(41)

mh(U
n
1
− Un

2
,�h) + Δt A1

�
g1(Π

0
k
Un

1
), g2(Π

0
k
Vn
1
)
�
ah(U

n
1
,�h)

− Δt A1

�
g1(Π

0
k
Un

2
), g2(Π

0
k
Vn
2
)
�
ah(U

n
2
,�h) − Δt ⟨f1h(Un

1
,Vn

1
),�h⟩

+ Δt ⟨f1h(Un
2
,Vn

2
),�h⟩ = 0.

(42)

mh(V
n
1
− Vn

2
,�h) + Δt A2

�
g1(Π

0
k
Un

1
), g2(Π

0
k
Vn
1
)
�
ah(V

n
1
,�h)

− Δt A2

�
g1(Π

0
k
Un

2
), g2(Π

0
k
Vn
2
)
�
ah(V

n
2
,�h) − Δt ⟨f2h(Un

1
,Vn

1
),�h⟩

+ Δt ⟨f2h(Un
2
,Vn

2
),�h⟩ = 0.

(43)

mh(�, �) + Δt A1

�
g1(Π

0
k
Un

1
), g2(Π

0
k
Vn
1
)
�
ah(U

n
1
, �)

− Δt A1

�
g1(Π

0
k
Un

2
), g2(Π

0
k
Vn
2
)
�
ah(U

n
2
, �) − Δt ⟨f1h(Un

1
,Vn

1
), �⟩

+ Δt ⟨f1h(Un
2
,Vn

2
), �⟩ = 0.

(44)���⟨f1h(U
n
1
,Vn

1
), �⟩ − ⟨f1h(Un

2
,Vn

2
), �⟩��� ≤ C(LF)

�
‖�‖0,Ω + ‖�‖0,Ω

�
‖�‖0,Ω.
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Adding and subtracting A1

(
g1(Π

0
k
Un

1
), g2(Π

0
k
Vn
1
)
)
ah(U

n
2
, �) , we rewrite the differ-

ence of the nonlocal terms in the following way:

Using the boundedness of the projection operator Π0
k
 and the assumption on the non-

local coefficient (Assumption 1) A1(⋅, ⋅) , the second term of the right hand side of 
(45) can be bounded as

Substituting (44) and (46) into (43), we derive the following result:

Using analogous techniques as (47), we derive from Eq. (42),

Upon adding (47) and (48) and an application of Young’s inequality and the stability 
of the discrete bilinear forms mh(⋅, ⋅) yield

By choosing Δt sufficiently small, we derive

which implies � = 0 and � = 0.

Remark 3.5  In the proof of Theorem  3.3, we have exploited Brouwer theorem to 
prove that the fully discrete scheme has a unique solution. In the proof, we have 
assumed that the time-step Δt > 0 is sufficiently small such that

(45)

T1∶=A1

(
g1(Π

0
k
Un

1
), g2(Π

0
k
Vn
1
)
)
ah(U

n
1
, �) −A1

(
g1(Π

0
k
Un

2
), g2(Π

0
k
Vn
2
)
)
ah(U

n
2
, �)

= A1

(
g1(Π

0
k
Un

1
), g2(Π

0
k
Vn
1
)
)
ah(U

n
1
− Un

2
, �)

+
(
A1

(
g1(Π

0
k
Un

1
), g2(Π

0
k
Vn
1
)
)
−A1

(
g1(Π

0
k
Un

2
), g2(Π

0
k
Vn
2
)
))

ah(U
n
2
, �).

(46)

���
�
A1

�
g1(Π

0
k
Un

1
), g2(Π

0
k
Vn
1
)
�
−A1

�
g1(Π

0
k
Un

2
), g2(Π

0
k
Vn
2
)
��

ah(U
n
2
, �)

���
≤ C(LA)

�
‖�‖0,Ω + ‖�‖0,Ω

�
‖∇Un

2
‖0,Ω ‖∇�‖0,Ω.

(47)
mh(�, �) + Δt m0 �∗ ‖∇�‖20,Ω

≤ C(LA) Δt
�
‖�‖0,Ω + ‖�‖0,Ω

� �
‖�‖0,Ω + ‖∇�‖0,Ω

�
.

(48)
mh(� ,�) + Δt m0 �∗ ‖∇�‖20,Ω

≤ C(LA) Δt
�
‖�‖0,Ω + ‖�‖0,Ω

��
‖�‖0,Ω + ‖∇�‖0,Ω

�
.

(49)

�
�∗ − C̃u(LF, �∗,m0)Δt

�
‖�‖2

0,Ω
+
�
�∗ − C̃v(LF, �∗,m0)Δt

�
‖�‖2

0,Ω

+
Δt m0 �∗

2
(‖∇�‖2

0,Ω
+ ‖∇�‖2

0,Ω
) ≤ 0.

(50)‖�‖1,Ω + ‖�‖1,Ω ≤ 0,
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By using Brouwer theorem, we have deduced that the discrete solution 
(Un,Vn) ∈ Bℜ , where ℜ is the radius of the ball Bℜ that depends on values of force 
functions and discrete solution at previous time step. In particular, the radius 
depends on values of force functions f1, f2 and norms of solution at time t = 0 , i.e., 
C
�
�f1(0, 0)� + �f2(0, 0)� + ‖U0‖1,Ω + ‖V0‖1,Ω

�
 , where C is a positive constant. The 

radius of the ball at time tn is greater than the radius of ball at time tn−1 [2, 8].

3.5 � Implementation of the scheme

The fully discrete formulation  (26)–(28) can be solved by employing Newton’s 
method. However, the presence of the nonlocal coefficient reduces the sparse 
structure of the Jacobian of the nonlinear system, thereby increasing the com-
putational cost. Since our model problem contains a coupled system, the com-
putational cost is twice. In order to avoid this difficulty, we incorporate the idea 
provided in [37]. The fully discrete scheme (26)–(28) can be rewritten as

We introduce two new independent variables such as d1 = g1(Π
0
k
Un) and 

d2 = g2(Π
0
k
Vn) . Then, the above system reduce to the following non-linear system,

The Jacobian of the system (51) will be of the form

min
{
(𝛽∗ − Δt Cu(LF, 𝛽

∗)), (𝛽∗ − Δt Cv(LF, 𝛽
∗)), (𝛽∗ − �Cu(LF, 𝛼∗,m0) Δt),

(𝛽∗ −�Cv(LF, 𝛼∗,m0)Δt)
}
> 0.

mh(U
n,�h) + Δt A1(g1(Π

0
k
Un), g2(Π

0
k
Vn)) ah(U

n,�h) = Δt⟨f1h(Un,Vn),�h⟩
+ mh(U

n−1,�h),

mh(V
n,�h) + Δt A2(g1(Π

0
k
Un), g2(Π

0
k
Vn)) ah(V

n,�h) = Δt⟨f2h(Un,Vn),�h⟩
+ mh(V

n−1,�h).

(51)

mh(U
n,�h) + ΔtA1(d1, d2) ah(U

n,�h)

= Δt ⟨f1h(Un,Vn),�h⟩ + mh(U
n−1,�h),

mh(V
n,�h) + ΔtA2(d1, d2) ah(V

n,�h)

= Δt⟨f2h(Un,Vn),�h⟩ + mh(V
n−1,�h),

d1 = g1(Π
0
k
Un),

d2 = g2(Π
0
k
Vn).

J =

⎡⎢⎢⎢⎣

A1 0 C1 D1

0 B2 C2 D2

A3 0 C3 0

0 B4 0 D4

⎤⎥⎥⎥⎦
2Ndof+2×2Ndof+2
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where, Ndof represents the total number of degrees of freedom of the global virtual 
element space Hk

h
 . In what follows, we define the residual of the fully discrete sys-

tem (51) as

Writing explicitly discrete solution in term of basis functions, we have

where B∶={�1,… ,�Ndof} forms the canonical basis of the finite dimensional space 
H

k
h
 , and �n

i
 , and �n

i
 are unknowns. Further, the entries of the Jacobian matrix are 

given by:

(52)

F1j∶=mh(U
n,�j) + Δt A1(d1, d2)ah(U

n,�j)

− Δt ⟨f1h(Un,Vn),�j⟩ − mh(U
n−1,�j) = 0, 1 ≤ j ≤ Ndof,

F2j∶=mh(V
n,�j) + Δt A2(d1, d2)ah(V

n,�j)

− Δt ⟨f2h(Un,Vn),�j⟩ − mh(V
n−1,�j) = 0, 1 ≤ j ≤ Ndof,

F1Ndof+1∶= g1(Π
0
k
Un) − d1 = 0,

F2Ndof+1∶= g2(Π
0
k
Vn) − d2 = 0.

Un =

Ndof∑
i=1

�n
i
�i, and Vn =

Ndof∑
i=1

�n
i
�i,

(53)

(A1)ij =
�F1j

��n
i

= mh(�i,�j) + Δt A1(d1, d2) ah(�i,�j), 1 ≤ i, j ≤ Ndof,

(C1)1j =
�F1j

�d1
= Δt

�A1(d1, d2)

�d1
ah(U

n,�j), 1 ≤ j ≤ Ndof,

(D1)1j =
�F1j

�d2
= Δt

�A1(d1, d2)

�d2
ah(U

n,�j), 1 ≤ j ≤ Ndof,

(B2)ij =
�F2j

��n
i

= mh(�i,�j) + Δt A2(d1, d2)ah(�i,�j), 1 ≤ i, j ≤ Ndof,

(C2)1j =
�F2j

�d1
= Δt

�A2(d1, d2)

�d1
ah(V

n,�j), 1 ≤ j ≤ Ndof,

(D2)1j =
�F2j

�d2
= Δt

�A2(d1, d2)

�d2
ah(V

n,�j), 1 ≤ j ≤ Ndof,

(A3)1i =
�F1Ndof+1

��n
i

=
�g1(Π

0
k
Un)

��n
i

, 1 ≤ i ≤ Ndof,

(C3)11 =
�F1Ndof+1

�d1
= −1,

(B4)1i =
�F2Ndof+1

��n
i

=
�g2(Π

0
k
Vn)

��n
i

, 1 ≤ i ≤ Ndof,

(D4)11 =
�F2Ndof+1

�d2
= −1.
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Theorem  3.4  Let Assumptions  1 and 2 hold. Also assume that 
(Un,Vn, d1, d2) ∈ H

k
h
×H

k
h
×ℝ ×ℝ be the solution of the system  (51), 

then (Un,Vn) ∈ H
k
h
×H

k
h
 be the solution of (26) and (27). Conversely, let 

(Un,Vn) ∈ H
k
h
×H

k
h
 be the solution of the system of equations  (26) and (27), then 

(Un,Vn, d1, d2) ∈ H
k
h
×H

k
h
×ℝ ×ℝ be the solution of the system (51).

Proof  Proceeding similar to proof of Theorem 4.1 in [38], the desired result can be 
obtained.

4 � A priori error estimate for semi‑discrete scheme

In this section, we establish a priori error estimate for the semi discrete 
scheme in the L2 and H1 norms. It is observed that the direct bound of the error 
‖u(t) − uh(t)‖0 + ‖v(t) − vh(t)‖0 may not be straightforward. To achieve the goal, we 
introduce the Ritz projection operator Rh ∶ H1(Ω) → H

k
h
 that is defined as

The well-posedness of the Ritz projection operator Rh , directly follows from the 
coercivity and boundedness of the bilinear form ah(⋅, ⋅) and the continuity of the 
function a(u, ⋅) on Hk

h
 . Employing the projection operator Rh , we divide the errors 

u(⋅, t) − uh(⋅, t) and v(⋅, t) − vh(⋅, t) into two parts as

Using the approximation properties of Rh , we bound the term �1,�1 . To bound the 
right hand side terms of (55) and (56), i.e., �2,�2 , we use the semi-discrete formu-
lation  (16) and (17) and the approximation properties of the projection operators 
on the polynomial space that will be discussed in forthcoming theorems. Next, we 
introduce the approximation properties of the polynomial projection operator (refer 
[45]).

Lemma 4.1  Consider Assumption 2 holds on the discretized domain. Then, for all 
E ∈ Ωh , where 0 < h ≤ 1 , and v ∈ Hs(E) , where 1 ≤ s ≤ k + 1 , there exists a polyno-
mial v� ∈ ℙk(E) such that:

where, the positive generic constant C depends on the mesh regularity parameter � , 
order k of the polynomial space ℙk(E) , but is independent of the mesh size hE.

(54)ah(Rhu,�) = a(u,�) ∀� ∈ H1(Ω).

(55)
u(⋅, t) − uh(⋅, t) = u(⋅, t) −Rhu(⋅, t)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟
=∶�1

− (−Rhu(⋅, t) + uh(⋅, t))
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=∶�2

,

(56)
v(⋅, t) − vh(⋅, t) = v(⋅, t) −Rhv(⋅, t)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟
=∶�1

− (−Rhv(⋅, t) + vh(⋅, t))
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=∶�2

.

(57)‖v − v�‖0,E + hE‖∇v − ∇v�‖0,E ≤ C hs
E
�v�s,E,
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Let IE
h

 be the nodal interpolation operator on the virtual element space Hk(E) . 
For each element E ∈ Ωh , and for v ∈ H1(Ω) , there exists an element IE

h
v ∈ H

k(E) 
such that:

where, Ndof
E

 denotes the total numbers of DoFs in Hk(E) . The global interpolation 
operator Ih is defined such that it is reduced to IE

h
 when restricted to an element E, 

i.e., Ih|E = IE
h
 . The approximation properties of the global interpolation operator is 

now presented below (see [40]).

Lemma 4.2  Let Assumption  2 holds on the discretization of the computational 
domain Ω . Further, we assume that v ∈ Hs(Ω) . Then, for 1 ≤ s ≤ k + 1 , the follow-
ing approximation property holds

where the generic constant C depends on mesh regularity parameter � but independ-
ent of mesh size h.

Using the interpolation operator Ih , we can prove that the Ritz projection operator 
that approximates optimally .

Lemma 4.3  Let u ∈ Hk(Ω) . Then, there exists an unique functions Rhu ∈ H
k
h
 such 

that

For interested reader, we refer to [20, Lemma 3.1] for a detailed discussion. Now 
we prove optimal order convergence for the semi-discrete approximation (16) and 
(17), in L2 norm and H1 semi-norm.

Theorem  4.4  Let (u(t), v(t)) ∈ H1
0
(Ω) × H1

0
(Ω) be the solution of the system 

(8)–(11) and let (uh(t), vh(t)) ∈ H
k
h
×H

k
h
 be the discrete solution of the problem 

(16) and (17). Further, assume that ‖u‖L2(0,T;Hk+1(Ω)) < ∞ , ‖v‖L2(0,T;Hk+1(Ω)) < ∞ , 
‖Dtu‖L2(0,T;Hk+1(Ω)) < ∞ , ‖Dtv‖L2(0,T;Hk+1(Ω)) < ∞ , and ‖fi(u, v)‖L2(0,T;Hk+1(Ω)) < ∞ 
for i = 1, 2 . Then, for almost all t ∈ (0, T] , there exists a positive constant C which 
depends on the mesh regularity parameter � , the order of the virtual element space 
k, the stability parameter of the discrete bilinear forms ah(⋅, ⋅) and mh(⋅, ⋅) , but inde-
pendent of the mesh size h such that the following bound holds

dofi(v) = dofi(I
E
h
v) 1 ≤ i ≤ Ndof

E
,

(58)‖v − Ihv‖0,Ω + h ‖∇v − ∇Ihv‖0,Ω ≤ Chs�v�s,Ω,

(59)‖u −Rhu‖�,Ω ≤ Ch�−��u��,Ω, � = 0, 1 and � ≤ � ≤ k + 1.
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where the initial guess uh(0) and vh(0) are chosen as uh(0)∶= Ihu0 and vh(0)∶= Ihv0.

Proof  Using the semi discrete scheme (16) and (17) and the definition of Ritz pro-
jection operator Rh , we have

Using the approximation property of the L2 projection operator Π0
k
 and Assump-

tion 1, we have [46, Theorem 4.2]

Moreover, since the nonlocal function A1(⋅, ⋅) satisfies Assumption 1, and using the 
approximation properties of the L2 projection operator Π0

k
 , we derive the estimation

Using the polynomial consistency property of the bilinear form mh(⋅, ⋅) and approxi-
mation properties of the L2 projection operator and the Ritz projection operator, we 
derive [20]

Substituting �h = �2(t) in (60) and using the estimations (61)–(63), and the stability 
property of ah(⋅, ⋅) and mh(⋅, ⋅) , we have

‖uh(t) − u(t)‖0,Ω + ‖vh(t) − v(t)‖0,Ω ≤ C
�
‖uh(0) − u(0)‖0,Ω + ‖vh(0) − v(0)‖0,Ω

�

+ Chk+1
�
�u(0)�k+1,Ω + �v(0)�k+1,Ω + ‖u‖L2(0,T;Hk+1(Ω)) + ‖v‖L2(0,T;Hk+1(Ω))

+ ‖Dtu‖L2(0,T;Hk+1(Ω)) + ‖Dtv‖L2(0,T;Hk+1(Ω)) + ‖f1(u, v)‖L2(0,T;Hk+1(Ω))

+ ‖f2(u, v)‖L2(0,T;Hk+1(Ω))

�
,

(60)

mh(�2,�h) + Δt A1

�
g1(Π

0
k
uh), g2(Π

0
k
vh)

�
ah(�2,�h) = ⟨f1h(uh, vh),�h⟩

− ⟨f1(u, v),�h⟩ − mh(DtRhu(t),�h) + (Dtu(t),�h) +
�
A1(g1(u), g2(v))

−A1(g1(Π
0
k
uh), g2(Π

0
k
vh))

�
a(u(t),�h).

(61)
�⟨f1h(uh, vh),�h⟩ − ⟨f1(u, v),�h⟩� ≤ C(LF)

�
hk+1 �u�k+1,Ω + hk+1 �v�k+1,Ω

+ hk+1�f1(u, v)�k+1,Ω + ‖u − uh‖0,Ω + ‖v − vh‖0,Ω
�
‖�h‖0,Ω.

(62)

�A1(g1(u), g2(v)) −A1(g1(Π
0
k
uh), g2(Π

0
k
vh))� ≤ C(LA)

�
hk+1 �u�k+1,Ω + hk+1 �v�k+1,Ω

+ ‖u − uh‖0,Ω + ‖v − vh‖0,Ω
�
.

(63)� − mh(DtRhu(t),�h) + (Dtu(t),�h)� ≤ C hk+1 �Dtu�k+1,Ω‖�h‖0,Ω.
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By decomposing the error u(t) − uh(t) on the right hand side of (64) into �1(t) and 
�2(t) , and v(t) − vh(t) into �1(t) and �2(t) and using Lemma 4.3, we derive

Using Young’s inequality and integrating both sides from 0 to t, we have

Using analogous arguments as (65), we obtain from (17)

Upon adding (65) and (66), and neglecting the term ∫ t

0
(‖∇�2(s)‖20,Ω + ‖∇�2(s)‖20,Ω) ds , we 

obtain

An application of Gronwall inequality yields

(64)

1

2

d

dt
�∗‖�2(t)‖20,Ω + C m0 �∗‖∇�2(t)‖20,Ω ≤ C

�
hk+1�u�k+1,Ω + hk+1�v�k+1,Ω

+ hk+1�f1(u, v)�k+1,Ω + ‖u − uh‖0,Ω + ‖v − vh‖0,Ω
�
‖�2(t)‖0,Ω + C

�
hk+1 �u�k+1,Ω

+ hk+1 �v�k+1,Ω + ‖u − uh‖0,Ω + ‖v − vh‖0,Ω
�
‖Δu(t)‖0,Ω ‖�2(t)‖0,Ω

+ C hk+1 �Dtu�k+1,Ω ‖�2(t)‖0,Ω.

1

2
�∗

d

dt
‖�2(t)‖20,Ω + C �∗ m0 ‖∇�2(t)‖20,Ω ≤ C

�
‖�2(t)‖0,Ω + ‖�2(t)‖0,Ω

+ hk+1 �u�k+1,Ω + hk+1�v�k+1,Ω + hk+1 �f1(u, v)�k+1,Ω + hk+1�Dtu�k+1,Ω
�
‖�2(t)‖0,Ω.

(65)

‖�2(t)‖20,Ω − ‖�2(0)‖20,Ω + C(�∗, �∗,m0)�
t

0

‖∇�2(s)‖20,Ω ds ≤ C(�∗)
�
�

t

0

(‖�2(s)‖20,Ω
+ ‖�2(s)‖20,Ω) ds

�
+ C(�∗)h

2k+2
�
‖u‖2

L1(0,t;Hk+1(Ω))
+ ‖v‖2

L1(0,t;Hk+1(Ω))

+ ‖f1(u, v)‖2L1(0,t;Hk+1(Ω))
+ ‖Dtu‖2L1(0,t;Hk+1(Ω))

�
.

(66)

‖�2(t)‖20,Ω − ‖�2(0)‖20,Ω + C(�∗, �∗,m0)�
t

0

‖∇�2(s)‖20,Ω ds ≤ C
�
�

t

0

(‖�2(s)‖20,Ω
+ ‖�2(s)‖20,Ω) ds

�
+ C(�∗)h

2k+2
�
‖u‖2

L1(0,t;Hk+1(Ω))
+ ‖v‖2

L1(0,t;Hk+1(Ω))

+ ‖f2(u, v)‖2L1(0,t;Hk+1(Ω))
+ ‖Dtv‖2L1(0,t;Hk+1(Ω))

�
.

‖�2(t)‖20,Ω − ‖�2(0)‖20,Ω + ‖�2(t)‖20,Ω − ‖�2(0)‖20,Ω ≤ C
�
�

t

0

(‖�2(s)‖20,Ω + ‖�2(s)‖20,Ω) ds
�

+ C h2k+2
�
‖u‖2

L1(0,t;Hk+1(Ω))
+ ‖v‖2

L1(0,t;Hk+1(Ω))
+ ‖f2(u, v)‖2L1(0,t;Hk+1(Ω))

+ ‖f1(u, v)‖2L1(0,t;Hk+1(Ω))
+ ‖Dtv‖2L1(0,t;Hk+1(Ω))

+ ‖Dtu‖2L1(0,t;Hk+1(Ω))

�
.
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By using the definition of �2 and �2 [(55) and (56)], the approximation property of 
the projection operator Rh in Lemma 4.3, we obtain:

Next, we proceed to bound the error in H1 semi-norm.

Theorem  4.5  Let (u, v) ∈ H1
0
(Ω) × H1

0
(Ω) be the solution of the system (8)–(11) 

and let (uh(t), vh(t)) ∈ H
k
h
×H

k
h
 be the discrete solution of the problem (16) and (17). 

Then, under the assumptions of Theorem 4.4 and for almost all t ∈ (0, T] , we have

where C is the positive constant independent of h, but depends on the mesh regular-
ity parameter, stability parameter of the bilinear forms ah(⋅, ⋅) and mh(⋅, ⋅) , order of 
the polynomial space ℙk(E) , and regularity of the Sobolev space.

Proof  Recollecting (60)–(63), and substituting �h = Dt�2(t) in (60) and using the 
stability property of ah(⋅, ⋅) and mh(⋅, ⋅) , we obtain

By using Young’s inequality, we obtain

‖�2(t)‖20,Ω + ‖�2(t)‖20,Ω ≤ ‖�2(0)‖20,Ω + ‖�2(0)‖20,Ω + C h2k+2
�
‖u‖2

L1(0,t;Hk+1(Ω))

+ ‖v‖2
L1(0,t;Hk+1(Ω))

+ ‖f2(u, v)‖2L1(0,t;Hk+1(Ω))
+ ‖Dtv‖2L1(0,t;Hk+1(Ω))

+ ‖f1(u, v)‖2L1(0,t;Hk+1(Ω))
+ ‖Dtu‖2L1(0,t;Hk+1(Ω))

�
.

‖u(t) − uh(t)‖0,Ω + ‖v(t) − vh(t)‖0,Ω ≤ C
�
‖u(0) − uh(0)‖0,Ω + ‖v(0) − vh(0)‖0,Ω

�

+ C hk+1
�
�u(0)�k+1,Ω + �v(0)�k+1,Ω + ‖u‖L1(0,T;Hk+1(Ω)) + ‖v‖L1(0,T;Hk+1(Ω))

+ ‖Dtu‖L1(0,T;Hk+1(Ω)) + ‖Dtv‖L1(0,T;Hk+1(Ω)) + ‖f1(u, v)‖L1(0,t;Hk+1(Ω))

+ ‖f2(u, v)‖L1(0,t;Hk+1(Ω))

�
.

(67)

‖∇uh(t) − ∇u(t)‖0,Ω + ‖∇vh(t) − ∇v(t)‖0,Ω ≤ C
�
‖∇uh(0) − ∇u(0)‖0,Ω

+ ‖∇vh(0) − ∇v(0)‖0,Ω
�
+ Chk

�
�u(0)�k+1,Ω + �v(0)�k+1,Ω + ‖u‖L2(0,T;Hk+1(Ω))

+ ‖v‖L2(0,T;Hk+1(Ω)) + ‖Dtu‖L2(0,T;Hk+1(Ω)) + ‖Dtv‖L2(0,T;Hk+1(Ω))

+ ‖f1(u, v)‖L2(0,T;Hk+1(Ω)) + ‖f2(u, v)‖L2(0,T;Hk+1(Ω))

�
,

1

2
�∗‖Dt�2(t)‖20,Ω +

1

2
C(m0, �∗)

d

dt
‖∇�2(t)‖20,Ω ≤ C

�
hk+1�u(t)�k+1,Ω + hk+1�v(t)�k+1,Ω

+ hk+1�f1(u, v)�k+1,Ω + ‖u − uh‖0,Ω + ‖v − vh‖0,Ω
�
‖Dt�2(t)‖0,Ω + C

�
hk+1 �u(t)�k+1,Ω

+ hk+1 �v(t)�k+1,Ω + ‖u − uh‖0,Ω + ‖v − vh‖0,Ω
�
‖Δu(t)‖0,Ω ‖Dt�2(t)‖0,Ω

+ C hk+1 �Dtu(t)�k+1,Ω ‖Dt�2(t)‖0,Ω.
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Applying analogous arguments as (68) to (17), we derive

Adding (68) and (69), and neglecting the positive term 1
4
�∗

�
‖Dt�2(t)‖20,Ω + Dt�2(t)‖20,Ω

�
 

and using Theorem  4.4 (for bounding the errors in L2 norm, i.e., 
‖u − uh‖20,Ω + ‖v − vh‖20,Ω ), we obtain,

Integrating the above equation on both sides from 0 to t, we get

Using the definition of �2 , and �2 [(55) and (56)], approximation property of Rh 
(Lemma 4.3), we obtain the desired estimate (67).

(68)

1

4
�∗‖Dt�2(t)‖20,Ω +

1

2
C(m0, �∗)

d

dt
‖∇�2(t)‖20,Ω

≤ C
�
h2(k+1)�u(t)�2

k+1,Ω
+ h2(k+1)�v(t)�2

k+1,Ω

+ h2(k+1)�f1(u, v)�2k+1,Ω + h2(k+1) �Dtu(t)�2k+1,Ω + ‖u − uh‖20,Ω + ‖v − vh‖20,Ω
�
.

(69)

1

4
�∗‖Dt�2(t)‖20,Ω +

1

2
C(m0, �∗)

d

dt
‖∇�2(t)‖20,Ω ≤ C

�
h2(k+1)�u(t)�2

k+1,Ω

+ h2(k+1)�v(t)�2
k+1,Ω

+ h2(k+1)�f2(u, v)�2k+1,Ω + h2(k+1) �Dtv(t)�2k+1,Ω
+ ‖u − uh‖20,Ω + ‖v − vh‖20,Ω

�
.

d

dt
‖∇�2(t)‖20,Ω +

d

dt
‖∇�2(t)‖20,Ω ≤ C

�
‖uh(0) − u(0)‖2

0,Ω
+ ‖vh(0) − v(0)‖2

0,Ω

�

+ Ch2(k+1)
�
�u(0)�2

k+1,Ω
+ �v(0)�2

k+1,Ω
+ ‖u‖2

L2(0,T;Hk+1(Ω))
+ ‖v‖2

L2(0,T;Hk+1(Ω))

+ ‖Dtu‖2L2(0,T;Hk+1(Ω))
+ ‖Dtv‖2L2(0,T;Hk+1(Ω))

+ ‖f1(u, v)‖2L2(0,T;Hk+1(Ω))

+ ‖f2(u, v)‖2L2(0,T;Hk+1(Ω))

�
.

(70)

‖∇�2(t)‖20,Ω + ‖∇�2(t)‖20,Ω ≤ C
�
‖∇�2(0)‖20,Ω + ‖∇�2(0)‖20,Ω + ‖uh(0) − u(0)‖2

0,Ω

+ ‖vh(0) − v(0)‖2
0,Ω

�
+ Ch2(k+1)

�
�u(0)�2

k+1,Ω
+ �v(0)�2

k+1,Ω
+ ‖u‖2

L2(0,T;Hk+1(Ω))

+ ‖v‖2
L2(0,T;Hk+1(Ω))

+ ‖Dtu‖2L2(0,T;Hk+1(Ω))
+ ‖Dtv‖2L2(0,T;Hk+1(Ω))

+ ‖f1(u, v)‖2L2(0,T;Hk+1(Ω))
+ ‖f2(u, v)‖2L2(0,T;Hk+1(Ω))

�
.
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5 � Error estimation for fully discrete scheme

In this section, we would like to derive a priori error estimates assuring opti-
mal order of convergence of the fully discrete approximation (26) and (27) in the 
L2 norm and H1 semi-norm. In what follows, we split the errors for fully discrete 
approximation as follows

and for a function z ∈ H
k
h
 , we define �zn∶= z(tn)−z(tn−1)

Δt
.

Theorem  5.1  Let (u, v) ∈ H1
0
(Ω) × H1

0
(Ω) be the solution of (8) and (9) and 

let (Un,Vn) ∈ H
k
h
×H

k
h
 be the solution of (26)–(28) at time tn ∈ [0, T] . Further, 

consider the initial guess for the independent variables u,  v as U0 = Ih(u0) and 
V0 = Ih(v0) . Then, there exists a positive constant C that is independent of the mesh 
diameter h and the time increment Δt , but depends on the Sobolev regularity, the 
mesh regularity parameter � (Assumption 2), the final time step T and the stability 
parameters of the discrete bilinear forms ah(⋅, ⋅) and mh(⋅, ⋅) , such that the following 
estimation holds

Proof  To prove the fully discrete estimation, we employ (26), the definition of the 
Ritz projection operator, the continuous weak formulation (8) and deduce that

Upon choosing �h = �n
2
 and �h = �n

2
 in  (71) and proceeding same as (65), and (66), 

we bound ‖�n
2
‖0,Ω , and ‖�n

2
‖0,Ω as

u(tn) − Un = u(tn) −Rhu(tn)
⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

=∶�n
1

− (−Rhu(tn) + Un)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

=∶�n
2

,

v(tn) − Vn = v(tn) −Rhv(tn)
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

=∶�n
1

− (−Rhv(tn) + Vn)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

=∶�n
2

,

‖Un − u(tn)‖0,Ω + ‖Vn − v(tn)‖0,Ω ≤ C
�
‖U0 − u(0)‖0,Ω + ‖V0 − v(0)‖0,Ω

�

+ C hk+1
�
�u(0)�k+1,Ω + �v(0)�k+1,Ω + ‖u‖L∞(0,tn,H

k+1(Ω)) + ‖v‖L∞(0,tn,H
k+1(Ω))

+ ‖Dtu‖L1(0,tn,Hk+1(Ω)) + ‖Dtv‖L1(0,tn,Hk+1(Ω)) + ‖f1(u, v)‖L∞(0,tn,H
k+1(Ω))

+ ‖f2(u, v)‖L∞(0,tn,H
k+1(Ω))

�
+ C Δt

�
‖Dttu‖L1(0,tn,L2(Ω)) + ‖Dttv‖L1(0,tn,L2(Ω))

�
.

(71)

mh

��n
2
− �n−1

2

Δt
,�h

�
+A1(g1(Π

0
k
Un), g2(Π

0
k
Vn)) ah(�

n
2
,�h) = ⟨f1h(Un,Vn),�h⟩

− ⟨f1(u(tn), v(tn),�h⟩ − mh

�Rhu(tn) −Rhu(tn−1)

Δt
,�h

�
+ (Dtu(tn),�h)

+
�
A1

�
g1(u(tn)), g2(v(tn))

�
−A1

�
g1(Π

0
k
Un), g2(Π

0
k
Vn)

��
a(u(tn),�h).
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and

Adding (72) and (73) and proceeding same as in [46, Theorem 4.4], we obtain

By using the estimations of ‖�n
1
‖0,Ω and ‖�n

1
‖0,Ω from Lemma  4.3, we obtain the 

desired result.

Theorem 5.2  Let (u, v) ∈ H1
0
(Ω) × H1

0
(Ω) be the solution of the weak formulation 

(8) and (9) and (Un,Vn) ∈ H
k
h
(Ω) ×H

k
h
(Ω) be the solution of the discrete scheme 

(26)–(28). Then, under the assumption of Theorem 5.1, the following error estima-
tion holds

Proof  Using the fully discrete scheme (26) and (27), and the definition of the Ritz 
projection operator, we write an equation consists of �n

2
 as follows

Upon substituting �h = ��n
2
 , and �h = ��n

2
 in (74) and borrowing arguments from 

[20, 38], we deduce that

(72)

‖�n
2
‖0,Ω ≤ C‖�n−1

2
‖0,Ω + CΔt

�
‖�n

2
‖0,Ω + ‖�n

2
‖0,Ω

�
+ CΔt hk+1

�
�u(tn)�k+1,Ω

+ �v(tn)�k+1,Ω + �f1(u(tn), v(tn))�k+1,Ω
�
+ C

�
�n
1
+ �n

2

�
,

(73)

‖�n
2
‖0,Ω ≤ C‖�n−1

2
‖0,Ω + CΔt

�
‖�n

2
‖0,Ω + ‖�n

2
‖0,Ω

�
+ CΔt hk+1

�
�u(tn)�k+1,Ω

+ �v(tn)�k+1,Ω + �f2(u(tn), v(tn))�k+1,Ω
�
+ C

�
�n
1
+ �n

2

�
.

‖�n
2
‖0,Ω + ‖�n

2
‖0,Ω ≤ C(‖�0

2
‖0,Ω + ‖�0

2
‖0,Ω) + C hk+1

�
‖f1(u, v)‖L∞(0,tn;H

k+1(Ω))

+ ‖u‖L∞(0,tn;H
k+1(Ω)) + ‖v‖L∞(0,tn;H

k+1(Ω)) + ‖Dtu‖L1(0,tn;Hk+1(Ω)) + ‖Dtv‖L1(0,tn;Hk+1(Ω))

+ ‖f2(u, v)‖L∞(0,tn;H
k+1(Ω))

�
+ C Δt

�
‖Dttu‖L1(0,tn; L2(Ω)) + ‖Dttv‖L1(0,tn; L2(Ω))

�
.

‖∇(Un − u(tn))‖0,Ω + ‖∇(Vn − v(tn))‖0,Ω ≤ C
�
‖∇U0 − ∇u(0)‖0,Ω + ‖∇V0 − ∇v(0)‖0,Ω

�

+ C hk+1
�
�u(0)�k+1,Ω + �v(0)�k+1,Ω + ‖u‖L∞(0,tn,H

k+1(Ω)) + ‖v‖L∞(0,tn;H
k+1(Ω))

+ ‖f1(u, v)‖L∞(0,tn;H
k+1(Ω)) + ‖f2(u, v)‖L∞(0,tn;H

k+1(Ω)) + ‖Dtu‖L2(0,tn;Hk+1(Ω))

+ ‖Dtv‖L2(0,tn;Hk+1(Ω))

�
+ CΔt

�
‖Dttu‖L2(0,tn; L2(Ω)) + ‖Dttv‖L2(0,tn; L2(Ω))

�
.

(74)

mh

��n
2
− �n−1

2

Δt
,�h

�
+A1(g1(Π

0
k
Un), g2(Π

0
k
Vn)) ah(�

n
2
,�h) = ⟨f1h(Un,Vn),�h⟩

− ⟨f1(u(tn), v(tn)),�h⟩ − mh(�Rhu(tn),�h) + (Dtu(tn),�h)

+
�
A1(g1(u(tn)), g2(v(tn))) −A1(g1(Π

0
k
Un), g2(Π

0
k
Vn))

�
a(u(tn),�h).
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and

Upon summing (75) and (76) and letting the sum for � = 1,… , n , and using the esti-
mation of 

∑n

�=1

�
‖��

2
‖0 + ‖��

2
‖0
�
 from Theorem 5.1, we obtain the desired result.

6 � Error estimation for linearized scheme

In this section, we estimate the rate of convergence in the space and the time vari-
ables for the approximation (Ũn, Ṽn) satisfying (29)–(30). Employing the Ritz pro-
jection operator Rh (see (54)), we split the terms u(tn) − Ũn and v(tn) − Ṽn as follows

Theorem  6.1  Let (u, v) ∈ H1
0
(Ω) × H1

0
(Ω) be the solution of (8)–(11) and 

{(Ũn, Ṽn)}n ∈ H
k
h
×H

k
h
 be the sequence of solutions of (26)–(28) for differ-

ent time steps t1, t2,… , tn ∈ [0, T] . Further, assume that the exact solution 
(u,  v), and the force function fi(u, v) , i ∈ {1, 2} satisfy the regularity assump-
tion, i.e., ‖u‖L∞(0,tn;H

k+1(Ω)) < ∞ , ‖v‖L∞(0,tn;H
k+1(Ω)) < ∞ , ‖Dtu‖L1(0,tn;Hk+1(Ω)) < ∞ , 

‖Dtv‖L1(0,tn;Hk+1(Ω)) < ∞ , ‖Dttu‖L1(0,tn;Hk+1(Ω)) < ∞ , ‖Dttv‖L1(0,tn;Hk+1(Ω)) < ∞ , 
‖fi(u, v)‖L1(0,tn;Hk+1(Ω)) < ∞ . Then the following error estimation holds

(75)

‖∇�n
2
‖2
0,Ω

≤ ‖∇�n−1
2

‖2
0,Ω

+ C h2k+2 Δt
�
�u(tn)�2k+1,Ω + �f1(u(tn), v(tn))�2k+1,Ω

+ �v(tn)�2k+1,Ω
�
+ C

1

Δt

�
‖�n

1
‖2
0,Ω

+ ‖�n
2
‖2
0,Ω

�
+ Δt

�
‖�n

2
‖2
0,Ω

+ ‖�n
2
‖2
0,Ω

�
,

(76)

‖∇�n
2
‖2
0,Ω

≤ ‖∇�n−1
2

‖2
0,Ω

+ C h2k+2Δt
�
�u(tn)�2k+1,Ω + �f2(u(tn), v(tn))�2k+1,Ω

+ �v(tn)�2k+1,Ω
�
+ C

1

Δt

�
‖�n

1
‖2
0,Ω

+ ‖�n
2
‖2
0,Ω

�
+ Δt

�
‖�n

2
‖2
0,Ω

+ ‖�n
2
‖2
0,Ω

�
.

u(tn) − Ũn∶=�n
1
+ �̃2

n
; v(tn) − Ṽn∶=�n

1
+ �̃2

n
.

(77)

‖Ũn − u(tn)‖0,Ω + ‖Ṽn − v(tn)‖0,Ω ≤ C
�
‖U0 − u(0)‖0,Ω + ‖V0 − v(0)‖0,Ω

�

+ C hk+1
�
‖u‖L∞(0,tn;H

k+1(Ω)) + ‖v‖L∞(0,tn;H
k+1(Ω)) + ‖Dtu‖L1(0,tn;Hk+1(Ω))

+ ‖Dtv‖L1(0,tn;Hk+1(Ω)) + ‖f1(u, v)‖L∞(0,tn;H
k+1(Ω)) + ‖f2(u, v)‖L∞(0,tn;H

k+1(Ω))

�

+ C Δt
�
‖Dttu‖L1(0,tn;Hk+1(Ω)) + ‖Dtu‖L1(0,tn;Hk+1(Ω)) + ‖Dttv‖L1(0,tn;Hk+1(Ω))

+ ‖Dtv‖L1(0,tn;Hk+1(Ω))

�
.
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The positive generic constant C depends on mesh regularity � , stability parameters 
of the discrete bilinear forms ah(⋅, ⋅) and mh(⋅, ⋅) , but is independent of the mesh 
parameter h and time step Δt.

Proof  The estimations of �n
1
 and �n

1
 are known from the approximation properties of 

Rh . In order to estimate �̃n
2
 and �̃n

2
 , we proceed as follows. By considering (29), we 

obtain

The load term in the right hand side can be split as follows

Using Assumption 1, the approximation property and boundedness of the L2 projec-
tion operator Π0

k
 , we derive

Using the analogous techniques as [46, Theorem 4.5], and proceeding same as The-
orem 5.1, we derive

(78)

mh

� �̃n
2
− �̃n−1

2

Δt
,�h

�
+A1

�
g1(Π

0
k
Ũn−1), g2(Π

0
k
Ṽn−1)

�
ah(�̃

n
2
,�h)

= ⟨f1h(Ũn−1, Ṽn−1),�h⟩
− ⟨f1(u(tn), v(tn)),�h⟩ − mh

�Rhu(tn) −Rhu(tn−1)

Δt
,�h

�
+ (Dtu(tn),�h)

+
�
A1

�
g1(u(tn)), g2(v(tn))

�
−A1

�
g1(Π

0
k
Ũn−1), g2(Π

0
k
Ṽn−1)

��
a(u(tn),�h).

(79)

�⟨f1h(Ũn−1, Ṽn−1),�h⟩ − ⟨f1(u(tn), v(tn)),�h⟩�
≤ �⟨f1(Π0

k
Ũn−1,Π0

k
Ṽn−1),Π0

k
�h⟩ − ⟨f1(Π0

k
u(tn),Π

0
k
v(tn)),Π

0
k
�h⟩�

+ �⟨f1(Π0
k
u(tn),Π

0
k
v(tn)),Π

0
k
�h⟩ − ⟨f1(u(tn), v(tn)),Π0

k
�h⟩�

+ �⟨f1(u(tn), v(tn)),Π0
k
�h⟩ − ⟨f1(u(tn), v(tn)),�h⟩�.

(80)

�⟨f1h(Ũn−1, Ṽn−1),�h⟩ − ⟨f1(u(tn), v(tn)),�h⟩� ≤ C
�
‖Ũn−1 − u(tn)‖0,Ω

+ ‖Ṽn−1 − v(tn)‖0,Ω
�
‖�h‖0,Ω + C hk+1

�
�u(tn)�k+1,Ω + �v(tn)�k+1,Ω

+ �f1(u(tn), v(tn))�k+1,Ω
�
‖�h‖0,Ω.

(81)

‖�̃n
2
‖0,Ω + ‖�̃n

2
‖0,Ω ≤ C

�
‖U0 − u0‖0,Ω + ‖V0 − v0‖0,Ω

�
+ C hk+1

�
‖u‖L∞(0,tn;H

k+1(Ω))

+ ‖v‖L∞(0,tn;H
k+1(Ω)) + ‖f1(u, v)‖L∞(0,tn;H

k+1(Ω)) + ‖f2(u, v)‖L∞(0,tn;H
k+1(Ω))

+ ‖Dtu‖L∞(0,tn;H
k+1(Ω)) + ‖Dtv‖L∞(0,tn;H

k+1(Ω))

�
+ C Δt

�
‖Dttu‖L1(0,tn; L2(Ω))

+ ‖Dttv‖L1(0,tn; L2(Ω)) + ‖Dtu‖L1(0,tn; L2(Ω)) + ‖Dtv‖L1(0,tn; L2(Ω))
�
.
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Together with (81) and an application of the estimations ‖�n
1
‖0,Ω and ‖�n

1
‖0,Ω (using 

Lemma 4.3), we obtain the desired result.	�  ◻

7 � Numerical experiments

In this section, we study the convergence and the accuracy of the virtual element 
method by solving a nonlocal parabolic problem for a manufactured solution. We con-
sider a square domain, Ω = [0, 1] × [0, 1] . The computational domain is discretized 
with different type of elements, viz., distorted square, non-convex mesh and smoothed 
Voronoi. A few representative meshes are shown in Fig. 1. In this study, for spatial 
discretization, we have considered the virtual element space of orders, k = 1, 2 and 
3. For temporal discretization, we have employed the backward Euler time integration 
scheme. For convergence study, the errors are computed at the final time T in the L2 and 
the H1 norms. Since the discrete solutions are implicitly defined on the virtual space, 
the errors are computed using the two projection operators as follows:

Consider the model problem (1)–(5), where the nonlocal coefficients are defined as:

L2-norm error: Eh,0 ∶=

��
E∈Ωh

‖u(T) − Π0
k,E
UNT‖2

0,E
.

H1-norm error: Eh,1 ∶=

��
E∈Ωh

‖∇u(T) − ∇Π∇
k,E
UNT‖2

0,E
.

A1

(
g1(u), g2(v)

)
∶=3 + cos(g1(u)) + sin(g2(v))

A2

(
g1(u), g2(v)

)
∶=5 − cos(g1(u)) + sin(g2(u)).

(a) Distorted Square (b) Non-convex (c) Smoothed Voronoi

Fig. 1   A schematic representation of different discretizations employed in this study
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The force functions (f1, f2) are computed by imposing the following manufactured 
solutions:

as the exact solutions of (1) and (2) and g1(u) = ∫
Ω
u dΩ , g2(v) = ∫

Ω
v dΩ . To reduce 

the computational cost, two additional variables are augmented to the nonlinear sys-
tem and the resulting nonlinear system is solved using the Newton’s method with a 
user specified tolerance as O(10−10) . This ensures that the sparsity of the Jacobian is 

u = (x − x2) (y − y2) e−t

v = 2 (x − x2) (y − y2) e2t
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(a) k = 1, u
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(b) k = 1, v
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(c) k = 2, u
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(d) k = 2, v

L2 (CVT) L2 (non-convex) L2 (Distorted square)
H1 (CVT) H1 (non-convex) H1 (Distorted square)

Fig. 2   Convergence of the errors in the L2 norm and H1 norm for k = 1 and 2 and for the variables, u and 
v 
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retained. The nonlinear loop takes between two to five iterations for the convergence 
of the numerical solution. The convergence of the error in the L2 and H1 norms for 
the independent variables, u and v are shown in Figs. 2 and 3 for k = 1, 2 and k = 3, 
respectively. It is seen that the numerical scheme converges at an optimal order in 
the respective norms. In Fig. 4, the convergence behaviour of the numerical solution 
obtained from the linearized scheme (29) and (30) for the virtual element space of 
orders k = 1, 2 is shown. It is observed that the numerical solution converges opti-
mally to the analytical solution as predicted in Theorem 6.1.

Now, we study the convergence behavior in the temporal variable t. This is done by 
setting the mesh parameter h = 1∕80 for all the considered discretization types. The 
time increment is chosen as Δt = 1∕4, 1∕8, 1∕16, 1∕32 . The errors are computed at the 
end of the each time step tn for n = 1,… ,NT and added to obtain the cumulative errors 
up to the final time T and is given by:

In this case, we only report the results for the lowest order virtual element space, 
i.e., k = 1. Figure 5 shows the convergence of the error in the L2 norm for both the 
independent variables. It can be inferred that the numerical scheme yields optimal 
convergence rate as predicted in Theorem  5.1. Further, it is noted that for higher 
order virtual element space, the numerical scheme converges at an optimal rate.
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Fig. 3   Convergence of the errors in the L2 norm and H1 norm for k = 3 and for the variables, u and v 
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8 � Conclusions

In this work, we have employed the virtual element method to solve the coupled 
nonlocal parabolic equation. The presence of the nonlocal diffusive coefficients 
reduces the sparsity of the Jacobian of the nonlinear system. To alleviate this prob-
lem, we have extended Gudi’s approach within the context of the virtual element 
method. Further, a linearized scheme is proposed which can be solved using a 
linear solver. Theoretical estimates are derived and are numerically supported by 
benchmark examples. It is noted that the nonlocal parabolic problem can also be 
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Fig. 4   Convergence of the errors in the L2 norm and H1 norm for k = 1 and 2 and for the variables, u and 
v for the linearized scheme
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approximated by a mixed virtual element method approach, which could be a topic 
for future communication.
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