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364 P. Bousquet et al.

1 Introduction

The main goal of this paper is to study functional inequalities of the following form

1 / 1
— Ju—— [ u
Mms Jo mi Jx
where /C is a bounded connected Lipschitz domain in R” and o a non empty open
subset of 9 K. We have denoted by mx the volume of C and m,, the surface measure of
o, namely its (n — 1)-dimensional Hausdorff measure. Those notations will be used
all along this paper.

The fact that such an inequality holds is straightforward, for instance by applying
the Bramble-Hilbert lemma (see for instance [2]). Our main purpose is to estimate the
dependence of the constant C with respect to the geometry of the domain K. In the
particular case of a convex domain C the mean-value inequality immediately implies

that

‘ 1 / 1

— u—— | u

ms Js M Jx
with no geometric constant in the right-hand side. The inequality (1) has to be seen
as a generalisation of (2) to less regular functions u. This loss of regularity induces
that the constant in the inequality may depend on the shape of . Observe that, if IC is
not convex, one has to replace supyc | Du| by supconyicy |Du| in (2), where Conv(K)
is the convex hull of /C.

Inequalities of the form (1) play an important role in the analysis of finite volume
numerical methods for elliptic or parabolic equations on general meshes, which is
our main motivation. They are meant to be applied to each cell (control volume) K
in a mesh of a given computational domain. They allow to prove stability estimates
in (discrete) Sobolev spaces for the natural L? projections of the functions defined
on £2 and the projections of their traces. To our knowledge, such inequalities have
only been established up to now in the framework of polygonal sets XC. However, for
more complex situations, like for the discretisation of the heat equation with dynamic
Ventcell boundary conditions, we are interested in proving such inequalities for non
polygonal domains. We detail such an application in Sect. 6.

Let us mention some references where such inequalities are proved and/or used in
the finite volume framework.

— In [7, Lemma 3.4] (see also [4, Lemma 7.2] and [5, Lemmas 6.2 and 6.3]), (1) is
proved (in 2D for simplicity) when /C is polygonal and convex, with a constant C
depending only on the number of edges/faces of X, and on the shape-regularity
ratio (diam ()2 /myc.

— In [6, Lemma 6.6], the inequality is slightly generalized to a polygonal /C which
is simply supposed to be star-shaped with respect to a suitable ball.

— In [1], such inequalities are used for the convergence and error analysis of some
approximation of non-linear Leray—Lions type operators (a model of which is the
p-Laplace problem).

1
< Cdiam(lC)—/ |Du|, Yu € WHI(RM), (1)
K<

my

< diam(K) (sup |Du|), Yu € WHORY), )
K

@ Springer



On a functional inequality arising in the analysis... 365

Finally, we refer to [9] for an example of analysis of a more complex model of a non-
linear evolution equation associated with a non-linear dynamical boundary condition.
This reference was in fact our main motivation for the present work. Indeed, compared
to the other references above, the numerical method in [9] is derived on non-polygonal
control volumes, so that an inequality like (1) is needed on non-polygonal open sets
IC, see also Sect. 6.

The outline of the paper is the following. In Sect. 2, we state our main result
(Theorem 1 in 2D) and the geometric assumptions that we shall work with in the
sequel. Section 3 is devoted to the proof of the main result whereas in Sect. 4, we state
and prove a sort of Poincaré—Wirtinger inequality related to the functional inequality
proved in Theorem 1. Section 5 is dedicated to the extension of our main inequality in
the higher dimensional case (i.e. in R”, for n > 3). Finally, in order to illustrate this
work, we provide an application, as simple as possible, of Theorem 1 to the proof of
uniform discrete energy estimates for a finite volume approximation of a toy system
on a non-polygonal domain §2.

2 Main result

Givena C! curve 0 C R? and a point z, € R? \ o, we consider the following domain
T:

T =A{zo+1t(y(®) —zs) : t €]0, 1[, 0 €]0, 1]},

where y : [0, 1] — R?is a C' parametrization of o: y ([0, 1]) = o, y is one-to-one
and |y’| does not vanish. Without loss of generality, we choose the parametrization y
in such a way that |y’ (0)| = m, for every 6 € [0, 1].

We say that T is a pseudo-triangle if for every x € o,

{zx+1(x —2) 11 20} No = {x}. 3)

Without loss of generality, we shall assume that the vertex z, of T opposite to o is
the origin (0, 0) of R2.

Theorem 1 Let T be a pseudo-triangle as above. We assume that there exist L, v > 0
such that for any sub-arc 6 C o, the corresponding sub-triangle T; (see Fig. 1)
satisfies

Fig. 1 The pseudo-triangle 7 with its curved edge o and one of its sub-triangle
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mT&
pes oy )

o

Then for every p € [1, +o0[ and every u € Wh-P(T),

‘1/ 1
e u— — u
ms Jo mr Jr

where C only depends on the ratio l%

p

1
= Cp(ma +dlam(T))p_/ |Du|p9 (5)
mr Jr

As already noticed in the introduction, the main issue is to understand how the
constant in the inequality depends on the geometry of this pseudo-triangle 7.

< does not depend on & and is
equal to :Z—T In this particular case, we have © = v and m, < diam(7"). Hence, we
recover exactly the inequality proved in [7].

Remark 1 For a real flat triangle 7', the quantity

mr,
m

Proposition 1 Under assumption (3), the map 0 +— det (v (0), y'(9)) is either non-
negative everywhere or nonpositive everywhere.

In the sequel, we assume that the orientation is chosen such that det(y, y’) > 0.
Then, assumption (4) is equivalent to the following inequality

2um, < det (y(@), y/(é‘)) <2vm,, Y6 €0, 1]. (6)

Proof One can assume without loss of generality that y ([0, 1]) is contained in the half
plane {(x, y) € R? : x > 0}. There exists a C! map ¢ : [0, 1] =] — /2, 7/2[ such
that for every 0 € [0, 1],

v(0)

@] = (cosp(0), sinp(H)).

By (3), the map ¢ is one-to-one. Hence, it is either strictly increasing or strictly
decreasing. Assume for instance that ¢ is strictly increasing.
This implies that for every 6 € [0, 1), for every & > O such that 6 + & € [0, 1],

y(@+h)—y(©)

det (y ), I

1
) = }—ldet (y(@),y© + h))

1
=5 lr@lly® + h)|sin(p(@ + h) — ¢(6)) = 0.

Passing to the limit # — 0 yields the desired result.
Assume now that (4) holds true, then let 0 < a < b < 1, and consider 6 =
y(la, b]). Then

1 b
m; = (b = @, andmy, =5 [ det(r @), ') do,
a
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Fig. 2 A particular case which does not satisfy assumption (4)

thus thanks to (4),

_ Jy ety ©). 7' 0 _
r= 2(b — aym, =

’

and we obtain (6) when b tends to a. Conversely, assume that (6) holds. Then (4)
follows by integration of (6) on the segment [a, b]. O

Remark 2 For some particular cases, we can estimate the constant in the inequality
(5) even if the pseudo-triangle 7' does not satisfy assumption (4). In order to illustrate
such a situation, we consider the pseudo-triangle 7' defined as follows (see Fig. 2)

T={ty®) :0<t<1,—-0) <6 <m+ 6}, with

) =R 0, R sin6 - )
y(0) ( cos sin +sm(90))

where 0 < 6p < %, R > 0. Observe that y and y’ are colinear for 6 = —f or
0 = m + 6y so that assumption (4) is not satisfied here. We decompose the pseudo-
triangle 7T into the piece of disk P of radius R and center A = (0, R/ sin(p)) and the
quadrilateral Q definedby: Q =T \ P.
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368 P. Bousquet et al.

First, we remark that assumption (4) is satisfied for the pseudo-triangle P with the
ratio ﬁ equal to 1 (see Remark 1). Then we can apply Theorem 1 to the pseudo-triangle
P, so that there exists a constant Co > 0 which does not depend on R and 6y such
that

‘_ u__

1
u fCoR—/ |Du|.
mpe Jp

P

Moreover, since P C T and T is convex, we can apply [4, Lemma 7.1],

1 1 — (diam(T))3
_/u__ MSCO(lam( ) /|Du|'
mr Jr mp Jp T

mpmy
Now, we want to control the volume of the pseudo-triangle 7' by the volume of P. We
note that

R? Rz( + 26p) diam(T) =R |1 + !
my=——, mp=—(m , iam = - .
e tan 6y r 2 0 sin 6y
Hence
dlam(T) 2
m ———m
0= R P

and then using that R < diam(7),

- TR - C R
S -
"= R+ 2diam(T") = 1diam(T)

mr.

This implies

I /\

—dlam(T)— / |Du|,

P

and

Co (diam(7))*
————>"— | |Du|.
Cl RmT T

1 1
— u—— u| <
mr Jr mpe Jp

Since R < diam(7T), m; < (diam(7T))2, the above two inequalities yield

4
L/u—i/u‘f (dlam(T)) /|D |
TJT my; Jo RmT

dlam(T)— / |Du|,

<
~ sin(fp)?

@ Springer



On a functional inequality arising in the analysis... 369

where C’ is a universal constant. As expected we observe that the above inequality
does not depend on R and blows up when 6y goes to 0.

3 Proof of Theorem 1

By Jensen’s inequality, we only need to establish the case p = 1. We begin by proving a
change of variables formula (Proposition 2) that let us express the differences between
the mean values of a function on 7 and on o as a weighted integral of its gradient on
T. Then, we prove in Proposition 3 that this change of variables can be realized with a
diffeomorphism satisfying suitable estimates. This proposition relies on two technical
Lemmas 1 and 2. Theorem 1 readily follows from those two propositions.

We notice that the existence of such a diffeomorphism is ensured by a general
result of [3] but we have to be able to estimate the derivatives of this diffeomorphism
in function of the geometry of 7. That is why we resume explicitly the steps of [3]
that allow us to control all the constants involved in the estimates.

In the sequel, we denote by Q% =10, 1[? the unit cube in R%. By a standard approx-
imation argument, one can assume that y € C2(0, 1).

Proposition 2 Assume that there exists a Lipschitz continuous map & : Q2> — T
such that

1. @ isa C' diffeomorphism from Q° onto T,
2. @(0,0) = (0,0,

3. @(1,0) = y(0),

4. Jac (s, 0) =2mys.

Then for every u € Wh1(T), we have

1 1 1
L A e Du(x, ) [s85® (5, )]s 9)—p-1 (1) dx dy.
mU[,u ", Tu 2mT/T u(x, y) [s95P@ (s, 0)](5.0)=0-1(x,y) dxdy

Proof 1t follows from (6) that the pseudo-triangle T is biLipschitz homeomorphic to
a (true) triangle, see the proof of Lemma 3 in Sect. 4. In particular, T is a Lipschitz
domain. By a standard density argument, we can thus assume that u € C!(T). Let

v(s,0) =uo®(s,0)Jac @(s, ).

Then for every (¢, 0) € 02,

1
v(l,0) —v(t,0) =/ osv(s,0)ds.
13

Hence, thanks to the assumptions on @, we obtain
1
2mpu(y(0)) —u o @ (t,0)Jac @ (t,0) = / (05 (u o @)Jac @ + 2my(u o @)) ds.
1
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370 P. Bousquet et al.

By integrating this equality on Q2 and using an obvious change of variables, we get

1 1 1
2n£ u—/ u:/ d9/ dt/ (Os(u o ®)Jac® +2my(u o ®)) ds. (7)
T 0 0 t

me [

By Fubini theorem,

1 1 1
/ dG/ dt/ (35 (u o @)Jac @ + 2my(u o ®)) ds
0 0 t

= / s (05(u o @)Jac @ + 2my(u o D)) ds db.
QZ
Since Jac @ (s, 8) = 2m s, the same change of variables gives
/ s (05(u o ®)Jac ® + 2my (1 o @)) ds db
Q2

=/ Du(x,y) [sasd>(s,9)](5’9):(1)71(&” dx dy+/ u.
T T

The claim now follows from this identity together with (7). O

The proof of Theorem 1, that is the one of the inequality (5), is now a straightforward
consequence of the following proposition that claims that we can build a suitable @
and apply Proposition 2.

Proposition 3 Under assumption (4), there exists a universal constant C > 0 and
amap ® : Q* — T satisfying the properties required in Proposition 2 and the
additional estimate

3
|05 P (s,60)] < C%(diam(T) +m,), Y(s,0) e Q% )

The sequel of this section is thus devoted to the proof of Proposition 3. We first
observe that, in the case when T is a real triangle, namely when o is a segment, the
map @ = ¢, with

$r:(s,0) € Q% > sy(0) €T,

satisfies the assumptions of Proposition 2 as well as estimate (8).
In the general case where o is curved, we have

Jac §a (s, 0) = s det(y (6), ¥ (),
and this quantity depends on 6: we cannot choose @ = ¢, anymore. Thus, we are

going to right compose ¢ with a diffeomorphism of the unit cube to construct a
@ : 02 — T satisfying Proposition 3, see Fig. 3.
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On a functional inequality arising in the analysis... 371

Fig. 3 Construction of the diffeomorphism @

To simplify the notation, we define g by

g:(5,0) € 02 > Jac (s, ) = s det(y, y)(0).

Then, we construct a first diffeomorphism ¢; of Q% such that ¢, o ¢; satisfies the
first three assumptions of Proposition 2 as a well as a weaker version (integrated with
respect to s) of the third assumption. Obtaining the strong version of this property
(that is a point-by-point equality) will be the purpose of Lemma 2.

Lemma 1 There exists a C' diffeomorphism ¢, : @ — @ such that

1. for every x € 8Q2, ¢1(x) = x,
2. forevery 0 € [0, 1],

1

1
/0 Jac (¢ o ¢p1)(s,0)ds = /0 go@i(s,0)Jac pi(s,0)ds = my. )

3. forevery (s,0) € @

5
£ < Jacgis,0) = = (10)
4y 7
Proof Let
m
= — 11
¢ 10v (i

and ¢ € C2°(0, 1) be a cut-off function such that 0 < ¢ < 1+e¢, |& | oo < 18—0 and

1 1
/ Z(s)ds =1 and / [¢(s) — 1]ds < e. (12)
0 0

We introduce the map
1 a+¢(s)b
G:(a,b)— / sds/ det(y, y)(0) d6.
0 0
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372 P. Bousquet et al.

Then G is well-defined and C? on the set {(a,b) : 0 < a < I, % <b< }f‘g‘} (here,

we use the fact that y € C2([0, 1]) so that det(y, y’) is C'([0, 1])). Moreover, we
have

1
3,G(a,b) = / det(y, y")(a + ¢(s)b)s ds
0
1
0pG(a,b) = / det(y, y')(a + ¢ (s)b)L(s)s ds.
0
By (6), we have
1 1
2mou/ £(s)sds < 0pGla,b) < 2mav/ L(s)sds.
0 0

We can bound the right hand side by 2m, v while

1 1 1
2mou/ ;(s)sdsz2mou(/ sds—/ |§(s)—1|ds)
0 0 0
1
4
szaﬂ(/ sds—s)z il
0 5

Hence we conclude that

4m,
0 "’5 R e 8,Ga, by < 2m,v. (13)
We claim that
—a
G(a, 1+8) <mra. (14)

Indeed, by (6),

—a 1 a 2myva [!
G(a,1+8)§2mov/0 s(a—mg“(s))dsf 1+8/0(1+8—§(S))ds.

By (12), this implies

—a 2myvae
G\a, < < 2m,vae.
1+¢ 1+¢

Since
1 /! ,
my = > det(y, y)(0)dO > m,pu,
0
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it follows from (11) that

G (a, —4 ) <mra,
I+¢
which proves our claim.
Similarly, one can prove that

1 1
/ sds/ det(y, y)(0)dO < my(1 — a).
0 ate(s) 52

This can be written as

1_
G(1,0)— G (a, 1+Z) <my(1 —a).

Since

1 1
G(1,0) :/ sds/ det(y, ¥ (0)dO = my,
0 0

this implies

6o 12%) = (15)
a, > mra.
1+¢ !

We deduce from (13), (14) and (15) that for every a € [0, 1], there exists a unique
w(a) € [—a/(1 +¢), (1 —a)/(1 + €)] such that

G(a,w(a)) =mra.

By the implicit function theorem, the function w is C2 on [0, 1] and satisfies

3,G(a, w(a)) + 9,G(a, w(a)w'(a) = my. (16)

Since G(0,0) = 0 and G(1, 0) = my, we have w(0) = 0 = w(l).
We claim that for every s € [0, 1], for every a € [0, 1],

14 ¢(s)w'(a) > 0.

To this end, it would be sufficient to prove that 3, G (a, w(a))(1 + ¢ (s)w’(a)) > 0 but
for a further use we shall derive more precise bounds on this quantity.

— By (16), we can write

3G (a, w@) (1 +¢()w'(@) = 3G (a, w(@) + ¢ (s)mr — 3,G(a, w(a))),
7)
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374 P. Bousquet et al.

and thus

G (a, w(@) (1 +¢(sH)w'(a) =G (a, w(a)) — 3,G(a, w(a))
+oymr + (1 = ¢(5))0.G(a, w(a)).

But

1
pGa, w(a) = d.Gla, w(a)) = /0 det(y, y")(a + ¢()w(@)(&(s) — Ds ds

nme

1
> —2va/ £~ 1] = —2vm,e = —
0 5

In the last inequality, we have used (12). Moreover, since 0 < ¢ < 1 + ¢,

S(s)mr + (1 = ¢(5))3.G(a, w(a)) = min (3, G (a, w(a)), (1 + &)mr — £9,G(a, w(a))) .

Since m,u < 9,G(a, w(a)) < m,v and my > m,u, we get by (11)

cs)my + (1 — £(5))3.G (@, w(a)) > 9"11(”)“.
This implies
3pG(a, w@)) (1 + ¢()w' (@) > ’";“ . (18)

— Using that m; < m,v and that d,G > 0, we obtain by (13) and (17)

WG(a, w@)(1 +¢(w'(@) < 3Gla, w@) + ¢ (s)my

(19)
<2vm, + {1+ &)m,v < 4dm,v.
Gathering (13), (18) and (19), we deduce that
K 1t @) <52 (20)
4v %

We now define

$1(5.0) = (5.0 + L(5Hw(®)),  (5.0) € Q.
It appears that ¢ is C! on Q2 and satisfies Jac ¢ (s, 0) = 1 + ¢(s)w’ () > 0. Since
for every s € [0, 1], the function 6 — 0 + {(s)w(B) is continﬂus ancﬂlcreasing, it
maps [0, 1] onto [0, 1]. Hence ¢y isa C ! diffeomorphism from Q2 onto Q2. Moreover,

¢ agrees with the identity map on 8 Q2. We now turn to the proof of (9).
Leta € [0, 1]. By definition of w and g,

1 a+¢(s)w(a)
/ ds/ g(s,0)d0 =ma.
0 0
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By definition of ¢, this can be written

/ g = mra.
#1((0,1)x(0,a))

By the change of variables formula, this gives

a 1
/ d@/ gooi(s,0)]acepi(s,0)ds = mra.
0 0

Since this holds true for any a € [0, 1], by derivation we deduce

1
/ gooi(s,0)]acepi(s,0)ds =my, VO € (0,1);
0

which completes the proof of (9).

Since Jac ¢ (s, 0) = 1 + ¢(s)w’(6), we can use (20), to obtain the estimate (10).
The lemma is proven. O

We proceed with the construction of the diffeomorphism @ that we search in the
form ¢, o @1 o . To simplify the notation, we consider the map g : 0% — R defined
as follows:

g1(s,0) = Jac (¢2 0 ¢1)(s,0)
= godi(s,0)Jac (s, 0)
= sdet(y, y) (0 + ¢(s)w(6) (1 + ¢ (s)w'(6)).

Observe that for every s € (0, 1], 0 € [0, 1], g1(s,0) > 0.

Lemma 2 There exists a Lipschitz homeomorphism ¢y : @ — @ which is C' on
0% and such that

1. for every 6 € [0, 1], ¢o(0, 8) = (0, 6) and do(1,6) = (1,0),
2. forevery (s, 0) € Q2

Jac (¢ o 1 o ¢o)(s,0) = g1 0 ¢o(s, 0)Jac po(s, ) = 2mys.
3. forevery (s, ) € Q2
10s¢o(s, O) < C,
where C only depends on v/ L.

Proof For every (s,0) € @, we denote by v(s, ) the unique element of [0, 1] such
that

v(s,0)
/ g1(s’,0)ds’ = mys>. 21
0
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376 P. Bousquet et al.

The map v is well-defined since g1 (s, 8) > 0 for every s € (0, 1], 0 € [0, 1] and also
because

1
/ 21(s’,0)ds’ =my.
0

This is exactly the reason why we constructed ¢»; in Lemma 1. Moreover, v(0, 8) = 0
and v(1,0) = 1. By the implicit function theorem, v is C' on (0, 1] x [0, 1] and
satisfies g1 (v(s, 6), 0)dsv(s, 0) = 2mys; that is,

v(s, 0) det(y, y) (O + ¢ ov(s, Dw@))(1 + ¢ ov(s, O)w'(8))dsv(s, ) = 2mys.
(22)

In particular, for every (s, 0) € Q2, dsv(s,0) > 0.
We deduce from Lemma 1 that for every (s, 0) € Q2,

2

2
m, s < g1(5,0) <
2v

10m, v

Integrating with respect to s those inequalities between 0 and v(s, #), using (21), and
the fact that m,u < m; < m,v, we get

" v
s <v(s,0) <2—s. (23)
\/511 I8
From (22) and (20),
2
0 < v(s, 0)dsv(s, 0) < 4—s. (24)
7
In view of (23), this also implies that
»3
0 < d5v(s.0) < 45— (25)
7

A similar argument proves that dpv € L>(Q?). We now define
$o(s, 0) = (v(s, 0), 0).
Then ¢p is a homeomorphism from @ onto E which is C' on Q2. Moreover,
¢0(0,0) = (0,0), ¢po(1,0) = (1,60) and Jac ¢o(s, 8) = dsv(s, 0). By differentiation
of (21), we get
2mys = g1(v(s, 0),0)05v(s, 0) = g1 o ¢o(s, 6)Jac go(s, 6).

This completes the proof of the lemma. O
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Gathering the previous results we can finally conclude the proof.

Proof (of Proposition 3) Lemmas 1, 2 clearly show that, as announced, the map

@ = ¢ o Py 0 ¢o,

satisfies all the assumptions of Proposition 2. The structure is summarized in Fig. 3:

— The side {s = 0} of Q2 (in red solid on the figure) is pointwise preserved by ¢g
and ¢ and mapped to the vertex of T (also in red) by ¢».

— The side {s = 1} of Q@ (in blue dashdotted on the figure) is pointwise preserved
by ¢ and ¢; and mapped to o by ¢».

— The horizontal segments {6 = cte} of Q2 (in magenta dashed) are preserved as a
whole by ¢ then deformed by ¢; and ¢».

— The vertical segments {s = cte} (in green dotted) are preserved as a whole by ¢
and deformed by ¢, Uand bo.

Moreover, by definition, we have (using the same notation as in the proofs of the above
two lemmas)

D(s,0) =v(s,0)y (@ + ¢ ov(s, DH)w(B)).
Hence,

05D (s,0) = (0s5v(s,0)) Y (O + ¢ ov(s, Hw(B))
+ (s, 0)d5v(s, 6)¢ (v(s, )w®)y (O + ¢ o v(s, )w(H)).

By construction, ||z~ < 10/e = 100v/p and |w|gec < 1. It then follows from (24)
and (25) that

3
|95® (s, 6)] < C— (diam(T) + m,).
m

The proof is complete. O

4 A Poincaré inequality

In this section, we derive a Poincaré inequality related to Theorem 1.

Theorem 2 We consider the same assumption (4) as in Theorem 1. Then for every
p € [1,+oo[ and every u € WP (T),

.
u— — u
ma (e

where C only depends on p and on the ratio ﬁ

1

mr Jr mry

b 1
< C (diam(T) + m,)” —/ |Dul?,
T
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This result is a consequence of the inequality proved in the previous section and of
the following lemma whose proof is postponed at the end of the section.

Lemma 3 Under the assumption (4), for every u € WP (T), we have
1 ’ / . 1
— lu(x) —u(xH|? dxdx’ < C(diam(T) + m,)’ — | |Dul?,
mz JT JT mr Jr

where C only depends on p and on the ratio ﬁ

Proof (of Theorem 2) By the triangle inequality,

b o

One can estimate the second term with Theorem 1:

e o]

where C only depends on the ratio i By Jensen’s inequality, the first term is not larger

than the quantity
1 NP /
— lu(x) —u(xH|P dxdx’,
my JrJT

which is, in turn, estimated by using Lemma 3. O

p
+Cp

1 p

u— — u
mr Jr

mr

<C_
T

]
— | u—— [ u
mr Jr ms Jo

< €7 (m, + diam(7))” — /|Du|P

It remains to prove the lemma.

Proof (of Lemma 3) Let us introduce the reference unit triangle 7; defined by
To = {(a,b) €10, 1%, b <a}.

On this domain, the following inequality classicaly holds
/ lv(y) —vONIPdydy < Cp/ |Du(y)|Pdy, Yve W'P(Tp), (26)
To J To To

with a value of Cj, > 0 depending only on p.
We introduce (see Fig. 4) the following diffeomorphism from 7y onto T’

¥:(a,b)yeTyrayb/a)eT.

We proceed now with the estimate of the derivatives of ¥. An immediate compu-
tation shows that

D¥(a,b) = (y(b/a) — (b/a)y'(b/a),y'(b]a))
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Fig. 4 The diffeomorphism ¥

so that we get
JacW(a, b) = det(y(b/a), y'(b/a)),
and thus, by (6) (which is a consequence of (4)), we deduce that
0 <2um, <Jac¥(a,b) <2vm,, Y(a,b) € Ty, (27)
and
ID¥ oo < (1Y lloo + 1Y llec) < (diam(T) + m,). (28)

Forany u € C/(T) weset v = u oW € WHP(Tp) and we use ¥ as a change of
variables

//IM(X)—M(X’)I”dxdx/=/ / lv(y) — v(y")|PTac ¥ (y)Jac ¥ (y') dy dy'
TJT To JTo

< Wacw|%, / / () — v(I? dy dy'.
To J Ty

Then by (26) and the change of variables x = ¥ (y) again, we get

// lu(x) —u(x")|” dx dx" < C,||Jac l1’||§<>/ |Dv(y)|? dy
TJT To

||Jacav||%o/

_— D P Jac ¥ (y)d

Pint Tacw Jy 1PV T2 ¥ 0y
Jacw |2

e lloe ”°°/|<Dv>(w4(x)>|"dx
inf7, Jac¥ Jr

| Jac ¥ |12 _
pe—22 [ [Du(x)|” || DY (¥ ()| dx
1nfTO JacY¥ Jp

[Jac ¥||2, | D¥ || 5
inf7, Jac ¥

p

/ |Du(x)|? dx.
T
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By using the previous estimates (27) and (28) we conclude that

// lu(x) —u(x"|Pdxdx" < C,
TJT
2m(,v2

<C, e u(diam(T)—l—mg)”/T|Du(x)|1’dx.

2m,v?

(diam(T) + ma)P/ |Du(x)|? dx
T

Since um, < my, we finally obtain
/ / lu(x) —u(x)H|P dx dx’ < Cmy(diam(T) —i—ma)p/ |Du(x)|? dx
TJT T

for a C depending only on p and v/u. Dividing this inequality by m% gives the
claim. O

5 The higher dimensional case

Letn > 2. Lety : Q" ! — R"” be a C! map on the closure of the unit cube
Q"1 = (0, 1)*~! such that y is one-to-one and |d;y A --- A d,_1y| > 0 on Q"1
We denote by 0 = y(Q"~1) the corresponding hypersurface and by T the set:

T ={sy©®) :s€(1),0eQ" ).
We assume that for every § € Q"—1,
{sy©@),s>0}Nno ={y©®)}.

Theorem 3 We assume that there exist ju, v > 0 such that for every § € Q"1

< det()’a 81)/7 ce an—ly)(e) <

(29)
nlory A A dp—1y1(6)

Then for every p € [1, +o0[ and every u € W-P(T),

’1/ 1
i u— — u
My Jo mr Jr

where C only depends on the ratio ﬁ

p

1
< CP(IDy I +diam<T>)P—/ \Dul?,
my Jr

Remark 3 Observe that the quantity in (29) is invariant with respect to the parametriza-
tion of . More precisely, let ¥ : Q"' — 0"~! be a C! map such that [Jacy| > 0
everywhere and ¥ = y o . Then

NY A A1y = ((1y A+ A1) oY) Jac .
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This implies

det(?v 81‘)77"'7811—117) = <j77 81)’7/\"'/\8}1—1?)
= (¥, ((@1y A+ Adp—1y) oY) Jac )
= (det(y, 01y, ..., Op—1¥) oY) Jac .

Hence,

det(i;a ali;v L) 8}1—157) — det(% 31% e an—ly) Ow
1017 A+ A Oy Y] |01y A s Adu—1y] o

In particular, when ¢ is a C! diffeomorphism, y satisfies (29) if and only if 7 satisfies
(29).

In view of Lemma 6 given in the Appendix, one can assume without loss of gener-
ality that

191y A= A1y (@) =m,, V6 e Q" . (30)

Exactly as in the 2 dimensional case, the proof of Theorem 3 is a consequence of the
following two propositions.

Proposition 4 Assume that there exists a Lipschitz continuous map @ : [0, 1] x
0"!' - T such that

1. @ is a C' diffeomorphism from (0, 1) x Q"' onto T,
2. @(0,0) = (0,0),

3. 2(1,0) =y (),

4. Jac ®(s,0) = nmys" .

Then for every u € W1(T), we have

1 1 1
—/ u—— [ u= / Du(x, y) [s9sP (s, O)]5.0)=0-1(x,y) dx dy.
ms Jo T

mr Jr nmr

The proof is very similar to the proof of Proposition 2 and we omit it. In particular,
we observe that by (30), we have

[ Z/Qn_lu(y(e))|3]y/\~~/\3,,1y|(9)d9=mg/Qn_] u(y ©))do

:ma/ u(P(1,0))do.
Qn—l

The construction of a suitable @ then follows the lines of the two dimensional case.
More precisely, the following proposition is the analogue of Proposition 3:
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Proposition 5 There exists a @ : [0, 1] x Q"~! — T satisfying the assumptions of
Proposition 4 and such that

|05 P (s, 0)| = C(diam(T) + || Dy || o)

where C only depends on v/ 1.

Proof (of Theorem 3) By Jensen’s inequality, we only need to prove the case p = 1
and by a standard approximation argument, one can further assume that y €
C?(Q"1). The required inequality is then a consequence of the equality given by
Proposition 4, and of the construction and estimate of the map @ given by Proposi-
tion 5. O

It remains to prove Proposition 5. As in the 2D case, we will look for @ in the
following form

@ = ¢ o P1 0 ¢o,

where we still denote by ¢, the map
¢2:(5,0) €0, 11 x Q" 1> 5y(0) eT.

The maps ¢ and ¢ are built in a similar way as in Sect. 3 so that we only proceed
to indicate the major changes in the following two lemmas.

Lemma 4 There exists a C' diffeomorphism ¢ : [0,1] x Q"1 — [0,1] x Q"1
such that

1. forevery 6 € Q" $1(0,0) = (0,0) and $1(1,0) = (1,0),
2. forevery® e Q"1

1
/ Jac (2 o p1)(s,0)ds = my.
0

3. forevery s € [0, 1] and every 0 € Q"~1,
|0sp1(s,0)| < C,  C' <Jacgi(s,0) <C” (€29

where C, C' and C" > 0 only depend on the ratio v/ u.

Proof It is divided into three steps. In the first one we detail an auxiliary construction
that will be used in Step 2 in order to build, by induction, the diffeomorphism ¢;. In
the third and final step, we establish the required estimates (31).

Step 1: Construction of an auxiliary function

Fix1 <k <n—1.Given6 € Q"~!, we use the notation 9! = (6, ..., 6;_1) and
0" = (Or+1, - .., 0,—1). Assume that there exists a C! function / : [0,1]x Q" ! - R
such that
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1. Forevery 6’ = (6k41,...,60,_1) € Qnk=1,
/ h(s,0%,0")dsdo* = mr,
(0,1)x 0%

2. There exist C < 1 < C’ only depending on v/ such that
Cnm,us"~" < h(s,0) < C'nm,vs""', V(s,0) €0, 1] x Q" 1.

We introduce

Cu
e = —
2nC’v

and a cut-off function: £ € CZ°((0, 1) x Qk_l) suchthat 0 < ¢ <1+ ¢ and

/ £(s, 657D dsdt ! = 1, / ¢G5, 051 — 1] dsdo*" <e.
©,1)x Q¢! (0.1)x k1

We can further require that
Cn
D¢z = .

for some constant C,, which only depends on n. Consider the map

a+¢(s,05 b
Gy : (a,b) — dsdo*! / h(s, 0%, 0") doy.
0,1)x Qk-1 0

Then Gy is well-defined and C2 on the set {(a, b) : 0 < a < 1, % <b< i&?}. As
in the proof of Lemma 1, there exists a C? map w : [0, 1] x Qr—k=115 [—1, 1] such
that for every a € [0, 1] and every 8’ € Q"~*~1, Gg/(a, w(a, ")) = mra; that is,

a+¢ (5,08 Hw(a,0)
/ dsd@k’l/ h(s, 0%,0")doy = mra.
0,1)x Qk=1 0

Moreover, w(0,8") = 0 = w(l, 8") and by differentiation of the above identity with
respect to a, one gets

/(O - 1h(s,e"*‘,a+;(s,e"*‘)w(a,e’),e’)
, 1) X -

(1 +;(s,9k*1)aaw(a,9’)) ds d0¥" = m;. (32)
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As in the proof of Lemma 1, this leads to the following estimate:
D < 1+4¢(s,0 Hd,w(a,6") < D' (33)

for some constants D, D" > 0 which only depend on v/u. We omit the details.
Step 2: construction of ¢

Let Y41 = id[o x0T and h,41 = h, = Jac ¢,. We construct by induction on

k =n,...,0two sequences of maps
Vi1 1[0, 11 x Q"1 - [0,1] x Q"1 A :[0,1] x Q"' - R

such that fork =0, ..., n,

1. The map V1 is a C? diffeomorphism from [0, 1] x @"—! onto [0, 1] x Q"~1,
2. Forevery 8 € 0", y1(0,0) = (0, 60) and Y1 (1, 6) = (1, 6),
3. We have

hi = (g1 0 Yrr1)Jac Y,

4. There exist two constants 0 < Cx < 1 < C; depending only on v/ such that for
every s € [0, 1] and every § € Q"!,

Cr <JacY41(s,0) < Cy,
1 (34)

Crnmypus"™' < hi(s, 0) < Crnm,vs" .

5. We have
/ hi(s, 6%, 0") dsdo* = m,,
(0,1)x Ok

where 6% = (0, ...,6;) and 0’ = (Bp1, ..., Op_1).

Observe that these conditions are satisfied for k = n. We assume that for some k > 1,

Ynt1l, ¥n - s Yi1,and thus hy,, . . ., hy are already constructed and satisfy the above
properties. Let gy = Zskc’fv and ¢ a function which satisfies the properties of the
k

function ¢ introduced in Step 1, with ¢ = &;. We apply Step 1 to the function /2y with
¢ and C = Cy, C" = Cy. This gives a function wy : [0, 1] x on—k=1 5 [—1,1]
satisfying the properties enumerated in Step 1.

We then construct v as follows

Vi(s,01, ..., 00—1) = (5,051 ue(s, 0),6")
=(s5,601,...,0k-1,0c(5,0), 041, ...,00—1)

with

v (s, 0) = 6 + & (s, 0 " Hwy (O, 0).
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Since Jac Yy = 1 + £ 0g, wi, (33) implies
Cr—1 <Jacyy < C_,

where 0 < Cx_1 < 1 < C;_, only depend on v/pu.
Let hg—1 = (hg o Y)Jac Y. By (32),

/ hi—1
0,1)x Qk—1

=/ A lhk(s,Gk_l,Gk + (s, 5 Hwr Bk, '), 0)Jac Y (s, ) dsdo* !
(0.1)x Q-

=mr.

As in the proof of Lemma 1, one can check that s;_1 and v satisfy all the remaining
properties, even if it means changing the actual value of the constants Cx_ and C}_,.
This completes the construction by induction of hg, ..., h, and ¥y, ..., ¥,41. We
now define

o1 =YuoVYu_10---0Yy.

Then ¢ isa c! diffeomorphism from [0, 1] x Q! onto itself and ¢ coincides with
the identity on {0} x 0"~ ! and {1} x Q"—!. By construction,

ho = (hy o yr1)Jacyr1 = (((h2 o Yr2)Jacyrz) o Y1) Jac vy
= (haoynpoy)ac(Yooy) = ...
= (hpoyno---oy]ac(Ypo---0y)
= (hn o ¢1)Jac ¢y
= (Jac ¢ o ¢1)Jac @1 = Jac (¢2 o ¢1). (35)

In particular, we deduce that

my = / ho(s,0))ds = / Jac (¢ 0 ¢1)(s, 0") ds.
.1 ©,1)

Step 3: Proof of (31)
Foreveryk =1,...,n— 1, and every (s, 0) € [0, 1] x 0"!, let us introduce the
notation:

[(s,0)]F =6F =, ..., 600).
Then

Yi(s,0) = (s, [Y1 (s, 0)1',0') = (s, 61 + Q1 ()w1(61,60)), 0)
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with 0’ = (02, ...,0,_1),and foreveryk =1, ..., n,

YroYr—10---0Yi(s,0)
= (5 W1 0+ 0 1, 01 B+ Ghs, [ 0+ 0 Y (5, I unc (6, 6, ¢')

where 0" = (Oky1, ..., 00).
Since ||lwg ||~ < 1,itfollowsbyinductiononk = 1, ..., n that there exists Ay > 0
which depends only on v/u such that

105 (Y 0 -+ 0 Yp)llLee < Ag.
In particular, ||d3¢1] L~ < A,. The fact that C < Jac¢; < C’, for some C,C’ > 0
depending only on v/u, follows from (34) and the identity

n
Jacg; = H Jac ..
k=1

The lemma is proved. O

Lemma 5 There exists an homeomorphism ¢o : [0,1] x 0"~1 — [0,1] x Q"1
which is C' on (0, 1) x Q"' and such that

1. forevery 8 € (0, 1), ¢0(0,0) = (0, 60) and ¢po(1,0) = (1, 0),
2. forevery (s,0) € (0,1) x Q" 1,

Jac (¢ 0 $1 0 o) (s, 0) = nmyps" !,

3. there exists a C' map v : (0,1) x Q"~' — [0, 1] such that for every (s, 0) €
0,1) x 0", go(s,0) = (v(s,6), 0) and

lu(s, )] = Cs, [d5v(s,0)] = C

where C only depends on v/ .

The proof is essentially the same as the proof of Lemma 2. The only difference is
that now by (34) for k = 0 and (35)

Cnm,us"~! < Jac (¢2 0 ¢1) < C'nm,vs" L.

The rest of the proof is the same and we omit it.

Proof (of Proposition 5) By construction,
D(s,0) = p20¢10¢o(s,0) = pa(p1(v(s,0),0)).
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Hence,
05D (s,0) = Dp2(¢1(v(s,0), 0)).95h1(v(s, 0), 0).950(s, 0).
By Lemma 5, |05/, |[v] < C and by Lemma 4, we have |d5¢1| < C. Hence
1052 (s, 0)| = C(diam(T') + | Dy llL~)

where C only depends on v/ . O

6 Applications to the analysis of some finite volume methods
6.1 Regular families of meshes of a smooth domain

Let £2 be a bounded domain of R? with a C? boundary; we set I" = 9£2. A finite
volume mesh M of £2 is a finite family of compact subsets of £2 with non-empty
interiors usually refered to as control volumes and denoted by the letter /C. This family
is supposed to satisfy

Knif=0, VK,LeM K +£L,

2=k

Kem

We assume that 9J1 can be split into two disjoint subsets (see Fig. 5) as follows:

— The set of polygonal control volumes 9;,; that satisfy: for any IC € My, K is
polygonal and I N 92 contains at most a finite number of points.

— The set of curved control volumes 9., that satisfy: for any L € M,,;, K is a
pseudo-triangle whose curved edge is contained in the boundary of the domain £2.
With any such curved control volume /K, we associate the (real) triangle C which
possesses the same vertices as C (see the dashed lines in Fig. 5). Observe that /C
may not be included in 2.

Fig. 5 The non-polygonal mesh 2t of §2 and the two submeshes 2%;,,; and Mgy,
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‘We may now define the approximate mesh to be the following set of control volumes

m= J v Y K.
ICeSm,-,,, KeMe:

This is a finite volume mesh made of polygonal control volumes.
The size and the regularity of such a mesh are measured by the quantities

)

diam(£)?
size(M) = max m,, and reg; (M) = max diam(£)
o€l Le mp

where £ is the set of the edges o of all the control volumes in the mesh 9. Usual
convergence results in the finite volume framework assume that size(9)t) goes to 0
and that reg; (901) remains bounded. This means that control volumes are not allowed
to become flat while the mesh is refined.

The main objective of this section is to prove that, if one builds a mesh 91 of §2 as
described previously such that size()7) is small enough, then each boundary curved
control volumes KC € 9., satisfies the assumptions of Theorem 1 with aratio vic /i
which is independent of /C. In other words, on such curved elements, the inequality (5)
holds with a constant C uniformly bounded as the mesh is refined.

Proposition 6 Let 2 be a bounded domain of class C? in R and & > 0. There
exists ho > 0 depending only on 2 and &, such that for any finite volume mesh 9t
as described above, if

reg; (M) < & and size(M) < ho, (36)
then any exterior control volume K € M., (Which is a pseudo-triangle) satisfies the
assumption (6) with two values of (@ and v that satisfy v/u = 3.

Proof The exterior control volume /C can be written in the following form (see Fig.
0)
K={0-sy@®:sel0,1],1 €[0,hl},

where the opposite vertex which is supposed to be the origin (0, 0) lies inside §2, and
y : [0, h] = R? is a normal parametrization of the curved edge o C I': ||y’(1)| = 1
for every ¢ € [0, h].
We also introduce the associated real triangle IC with vertices (0,0), y(0) and y (h).
First, we claim that if we assume that

1

<—, (37
20y loo

ho

then we have

m, = h < 2diam(K). (38)
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7(0) y(h)

(0,0)

Fig. 6 A control volume KC € My, with a curved edge o C I”

Indeed, let ¢ € [0, k]. By the mean value inequality, there exists & € [0, 4] such that

(' (0), y(h) — y () = h{y'(t), ¥/ (&)
>h =121y lloolly lloo = h — B2 1Y oo

h
> —.
-2

The last inequality follows from (36) and (37). The conclusion follows from the
Cauchy-Schwarz inequality and the fact that the parametrization y is normal and
satisfies ||y (h) — y (0)] < diam(K).

Then, we are going to prove relation (6). For any ¢ € [0, h], we write the term
det(y (r), y'(t)) as follows:

h) —y (O
det (y(1), y'(1)) =det (y(o), M)

h
+ det (V(O), y'(®) —

+det (y () — y(0), ¥'(1))
=1+ DL + L.

)

h (39)

Now, we have to control the terms [;, j = 1,2, 3.
We begin with the term I;. Clearly, we have

I = —mg. 40
1 h mg (40)
As regards the second term in (39), there exists ¢; € [0, k] such that,

12| = [det (y(0), v'() = ' @) | < Iy Oy loch < 211y llsodiam(K)*.  (41)
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Now, we are concerned by the last term in (39). There exists Ez € [0, h] such that,

h2 ! "
|13 = < 17 leo ¥ oo,

2 —~
det (—ty/(t) + %y”(iz), )/(t))

and since the parametrization is normal, we deduce by (38) that

h? . =\2
|I3] < ?”V/”oo”V””oo <2y lloo (diam(K))" . (42)

Gathering relations (39)—(42) we get,

< 4]y" o (diam(K)).

2 /
e — det (y@),y'®)
Thanks to the definition of reg; (9)t) and assumption (36) on reg; (911) we have,

me

< 4lly" llocbomg.

SN

det (y (1), y' (1)) —
Then, we obtain
_ 2 _ " / _ 2 "
me\ s, 4y " locbo ) < det (y (1), ¥' (1)) < mg Z+4IIV llocbo ) -

Assuming that & satisfies, additionally to (37), the condition

1

< (43)
47" lloob0

ho

we finally proved

mg,

| W

1 !/
mi < det (y).v'(®) <

which exactly gives (6) with a ratio v/u equal to 3 (observe that in (6), the parame-
trization is not normal but satisfies |y’| = m, which does not change anything to the
ratio v/ ). The claim is proved provided one chooses a h that satisfies (37) and (43).

O
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6.2 Example of application: the heat equation with dynamic Ventcell boundary
conditions

As an illustration of the previous discussion we shall briefly describe a finite volume
approximation of the following model problem

oru — Au =0, in 0, T[x$2, (44a)
(Xatu‘p—Armr—‘rmr—i—anu:O, in 0, T[xTI, (44b)
u(0,.) = u®, in 2. (44c¢)

Here, o > 0 is a parameter, u| denotes the trace of u on the boundary I" = 952
and A denotes the Laplace-Beltrami operator on I.

Remark 4 The second equation of this system has to be understood as a boundary
condition associated with the heat equation. It is usually refered to as a (dynamic, if
o > 0) Ventcell boundary condition, see for instance [10] for a recent work on this
kind of problem.

We also refer to [9] where the result of the present paper was used as an important
tool to give a complete convergence result (and as by-product a well-posedness result)
for a much more complex model. This model is known as the Cahn-Hilliard equation
with dynamic boundary condition. It is a fourth-order non-linear parabolic equation
assorted with a non-linear dynamic boundary condition.

The natural energy space for the problem (44) is the space
H} ={ue H(2), wreH'(IN)},
endowed with the norm
1
lull g1, = AVl G2 g + N 132y + IVPuirll) 2,

where Vi denotes the tangential gradient on I".

A well-posedness result can be proved in this space, the main ingredient being the
following formal energy estimate, obtained by multiplying the first equation by d;u
and the boundary condition by 0,u|r

d d
@I, = E(/wa, ')|2+/F|M\r(f, .)|2+/F|VFM|F(I, .>|2)

=—2/ |3tu|2—2a/ |9, |
2 r

Let 1 be a finite volume mesh of 2 as defined in Sect. 6.1. We recall here the main
notations of the mesh 91 (see Fig. 7) used to obtain the finite volume scheme and we
refer the reader to [7], for example, for more details.

We decompose £ (the set of all the edges in the mesh) into the subset of exterior
edges .y = {0 € £ : 0 C I'} and the subset of interior edges &,y = {0 € & :
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o Up /\

Fig. 7 Finite volume mesh 9t of 2

o ¢ I'}. Similarly we use the notations £ and £& for the edges of a given control
volume KC € . If o is an interior edge which separates the control volumes K and £,
we note 0 = K|£. For any neighboring exterior edges 0,6 € &, we note v= oo
their common vertex (that belongs to ).

Let us remark that we have to solve an equation on the boundary I", thus we have
to define boundary unknowns. In this context, we define a boundary mesh 991 which
is in fact equal to the set of exterior edges of the initial mesh 1. Thus, when we want
to refer to the set of exterior edges we will note &,,; and when we want to refer to the
set of boundary control volumes we will note d9J1. At each control volume K € I
we associate a point xx € K called the center of the control volume K and at each
edge o € £ we associate a center x, € o. We assume that they satisfy the following
orthogonality condition:

[x/Ca xﬂ]J—Ua and Xo = [x)Ca xﬁ] N o, Vo = K|[’ € 5int,
[-x)Cv xG]J—eU’ Vo € gfé”? K e mexts

where ¢, is the chord associated with ¢ in the second case.
For I € Mt and any edge 0 € &, we note di , the distance between the center xx
and the center x,,, and for interior edges 0 = K| € &y, We set dc r = dc.o +dr.s-
For any vertex v = o |0, we define d,, ; as the length of the arc included in I" whose
ends are x,, x; and passing through v = |6 (drawn with larger dashes on Fig. 7).
With these new notations, we can now measure the regularity of the mesh with
respect to the position of the centers in each control volume and each edge by the
following quantity

my, +m;

m

reg, (M) = max | max ——, max
KeM dyx,, v=ol|c do,&
oelic

@ Springer



On a functional inequality arising in the analysis... 393

Finally, for simplicity, we shall assume that the interior control volumes are triangles
but the approach can easily be generalized to more general convex polygonal interior
control volumes.

In order to obtain the semi-discrete finite volume scheme associated with prob-
lem (44) we integrate Eq. (44a) on all control volumes I € 9t and we integrate
Eq. (44b) on all boundary control volumes o € 99)1. Then we use a consistent two-
point flux approximation for the Laplace operator in £2 and for the Laplace-Beltrami
operator on I". A solution of this scheme is thus a set of time-dependent unknowns

u(t) = ((u;c(t))zcem (Ma(t))aeasm) e RM x R?,
The scheme reads as follows: Find ¢ +— u(t) € R x R guch that,

My Ol + Z + z —0 VIC € I,
U:IC|£€8”” oe&!

oam, o, + Z u”d;u" +mou, — mgumd;u” =0, VYo € i,
0,0 K,o

s

(45)

where, in the second formula, we conventionally denote by C the unique boundary
control volume such that o € E.

We postpone the important discussion on the choice of the discrete initial condition
u(0) = u® to Theorem 4.

The discrete version of the H 11- norm is defined as follows

D=

2 2 2
lul o = (101 g + 1013 o+ 1013 y0z)

where each term is given by

2
2 U — Uy
||ll||1,gm = Z madIC,LZ( dr 2 ) Z meydx o (T) )

U:K:M:Egim Uege,\t
2
2 2 — Us
||u||0,39:n= Z mn(un) 5 and |u||] df_)j'l Z ( d. - ) :
cedM v=o|o 7

Note that, in the boundary term of the definition of || - || oy, we use the same convention
as in (45) for the notation /C.

A discrete energy estimate is obtained by multiplying the first equation in (45) by
d;uxc, the second equation by 9;u, and by summing the resulting equalities on 2% and
a901. We obtain

d
IO gy yom < 0,

@ Springer



394 P. Bousquet et al.

where we did not specify the form of the dissipation terms, since it is not important
for our purpose.

This estimate shows that the discrete H 11“ norm of the approximate solution
decreases along the time and thus satisfies

0
sup [lu(@) 1 o 99m =< [lu”ll1, 90,590
1€[0,T]

This a priori estimate is the main tool to prove the convergence of the numerical
method. However, in order to be useful, we see that the discrete initial data u® needs
to be a stable approximation of ° in the sense that ||u’|| 1.90,99m has to be bounded
uniformly with respect to the mesh size, for any u° € H 11~

In this framework, the inequality we proved in this paper leads to the following
stability result, which was our main motivation.

Theorem 4 Let &y > 0and hy > 0 given by Proposition 6. There exists a C > 0 such
that for any finite volume mesh M of 2 satisfying

reg; (M) < &, regy(M) < &, and size(M) < ho,

and for any u® € HY, we have

0 0
il onaom < Cllullg s
0 _ 0 0 .
where w’ = | (ug)cem, (U)oecom ) is defined by

ul) = # [ u’(x)dx, VK € M,
(46)
u’ = mL In u?F dx, Yo € m.

Notice first that, in order to take advantage of the assumed regularity of the trace
of u® on I' in the estimate of the tangential gradient term |ju’|| 1,991, we absolutely
need to define the boundary terms u by using only the values of the trace of «° on
I" and not, for instance, the values of 10 on the chords associated with each boundary
control volume o.

Proof — The estimate of the L2 term [ju® llo.ao0 is a straightforward consequence of
Jensen’s inequality.
— For any two neighboring boundary control volumes ¢ and &, one can easily prove
by using a Taylor formula on the manifold I", that

1 1
SYERETE
my Jo ms Js

It follows that

2
< (m, +mg>/ Vru®P.
oUo
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o 5 L (Lo 1)
WO g = 2 (o [u0 [

V:<7|a

Z w/ IVpu0|2,
d, s oUs

V=(7|r;

2reg2(§)ﬁ)/ \Vru®|?.
r

IA

— It remains to estimate the term ||u0||% o+ To this end, we first estimate the term
corresponding to the interior edges as follows

0 _ ,0\2
S mdec (%) = > -y

0=K|LEEim o=K|LeEm E
My 0 0,2 0 02
<2 >0 (R - ud ) —u))’]
o=K|LeEp E

where we have introduced the mean-values on the edges ug as in (46) but for
interior edges now.
Gathering this computation with the other term in ||u0||% o We obtain

02 0y2
a1y on )”

ICEEUTGE(S}C

We can now use Theorem 1 and Proposition 6, to obtain
o = Ceo 30 3 -

/ IVul|?
)Cei)ﬁcreé’;g Mic Jx

< Ceyregy (M1 +regy (M) D > dlam(IC)2 / |Vu®|?

KeMoelx

< 3Cgreg, (M) (1 + reg, (IM)*)reg; (M) /Q IVul?,

and the claim is proved. Notice that the assumptions of Theorem 1 are satisfied with

a uniform ratio v/u thanks to Proposition 6, and to the fact that for interior control

volumes K, which are real triangles, the ratio v/u is equal to 1 (see Remark 1).
(]
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Appendix: An intermediate result

Lemma 6 There exists a C' diffeomorphism  : Q"1 — Qn=1 such that, setting
y=youy,forevery € Q"1
101V A+ A Bp—171(6) = mg.

Proof This follows from the proof of [8, Lemma 2], see also [3, Theorem 7, Proposition
A.2]. However, in the former reference, all the data are assumed to be smooth. In the
latter (which gives a result on more general domains than a cube), the map ¥ is merely

C! on Q" ! instead of Q"~!. For the convenience of the reader, we detail the proof.
Let f = ;1017 A+ Adu—1y| Then [, f = 1.

For every k = 1,...,n — 1, there exists a c! map fr : a — R such that
f=/ri...fa—1and
1 R
/ feGers oo xkm, ) de =1, (xq, ..., xp—1) € QFL 47
0
Indeed, let

Silxy) =/ . fGt, . i) d o odty—y,  x1 €10, 1]
o=

and then define by inductionon 1 < k < n — 1, the map fj by

filen) oo feGea, o, xe) =/ 1 kf(xl,---,xk,tkﬂ,---,ln—l)dlk+1~--dl‘n—1-
on—1-

(When k = n — 1, the right-hand side is simply f(x1, ..., X,—1).) One easily checks
that (47) is satisfied. We now define the map p = (p1, ..., pn—1) by

Xi
,oi(xl,...,xi)z/ fi(x1, ..., xi—1,t)dt, 1<i<n-1.
0

Then x; — p;j(x1, ..., x;) maps diffeomorphically [0, 1] onto [0, 1]. Moreover,
n—1 3,0‘ n—1
] = RGN e
ac p o 1_1 fi=f

We then define ¥ = p~!. Then

1 =Jac(p o) = ((Jacp) o ¥)Jacy = (f o ¥)Jac .

Since

NT A Adp17 = (B1y A+ Adu_1y) o ¥)Jacy,

this completes the proof of the lemma. O
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