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Abstract Let H be a Hilbert space. The recently introduced notions of the DMP
inverse are extended from matrices to operators. The group, Moore—Penrose, Drazin
inverses are integrated by DMP inverse and many closely equivalent relations among
these inverses are investigated by using appropriate idempotents. Some new properties
of DMP inverse are obtained and some known results are generalized.
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1 Introduction and preliminaries

Let H be a complex Hilbert space. Denote by () of all bounded linear operators on
H. R(T) and N (T) represent the range and the null space of T, respectively. We call
P € B(H) an idempotent if P = P2, and an orthogonal projector if P2 = P = P*,
The orthogonal projector onto a closed subspace M is denoted by Prq. An operator
S is an outer generalized inverse of 7 if (II) ST S = S. Let

O TST =T, () (TS*=TS, (V) (ST)*=ST, (V)TS = ST,
(VD) T*ST = T*.
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The (I, II, III, IV)-inverse is called Moore—Penrose inverse (for short MP inverse),
denoted by S = 7. It is well known that 7 has the MP inverse if and only if R(T")
is closed and the MP inverse of T is unique (see [2,7]). And the (II, V, VI)-inverse
is called Drazin inverse, denoted by S = TP, where k = i(T) is the Drazin index
of T. An operator T € B(H) is Drazin invertible if and only if it has finite ascent
asc(T) and descent des(T), which is equivalent with that O is a finite order pole
of the resolvent operator R, (T) = (Al — 1 [16], say of order k. In such case
i(T) = asc(T) = des(T) = k [2,4,16]. Similarly, the (I, II, V)-inverse is called
group inverse, denoted by § = T# [2,12]. In the case where i(A) <1, AP is reduced
to the group inverse A* [3,6,8,19].

Recently, Baksalary and Trenkler introduced in [1] a new pseudoinverse of a matrix
named core inverse. Malik and Thome in [15] generalized this definition and defined a
new generalized inverse of a square matrix of an arbitrary index. They used the Drazin
inverse (D) and the Moore—Penrose (MP) inverse and therefore this new generalized
inverse is called the DMP-inverse (see also [5,13,14,17]).

Definition 1.1 [1,15] Let closed range operator 7 € B(H) have index k. Then an
operator X € B(H) is the DMP-inverse of T, denoted by X = TP if

XTX=X, XT=TT? and TKX =TFT". (D)
Our aim is to investigate the characterizations and the properties of DMP inverse.
The matrix representation of the DMP inverse is given. We show that all kinds of
general inverses and corresponding related idempotents are closed related. Some
equivalent characterizations among the existence of these inverses by the existence of
self-adjoint idempotents
Py =Prqy=TT'". Py=Prt, P3s=Prao=T'T
and idempotents

Qi =TT? =TP'T =TT"P, 0 =TT”"=0\P1, 03=T"’T =P;0,

are built.

2 Some lemmas

To prove the main results, some lemmas are needed.

Lemma 2.1 ([7, Theorem 6]) Let Ty € B(H), T» € B(K), Ti» € B(K, H) and T1,
be invertible. Then T = (T(l)l ;Z) is MP invertible if and only if R(T») is closed,
and

¥
7 = 7:1*1 A + _Tl*l A]LT12T22 . ). )
I - T2'2T22)T]*2A T, — U — T22T22)T]*2AT]2T2'2
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-1 1 0
where A = [T11T* + Tip(I — T Tzz)T*] . Moreover, TTT = ( )
11 22 12 0 T22T2T2

and
— Tjh ATi) T ATl = T, T2)
(I = THT) T AT T T + (I — Ty To) T ATia (I — Ty Tao)
3)

If T has the Drazin inverse 72 with i (T') = k, then R(T) is an invariant subspace
of T since TTX = T*+2T7D = T*kT27D_And T has the following operator matrix

(T T2
r= ( 0 Ty ) @)
withrespect to the space decomposition H = R(Tk ) @R(Tk )L, where T} is invertible

and 75 = 0 [10].

Lemma 2.2 ([10, Theorem 2.5]) If T € B(H) is Drazin invertible with i(T) = k,
then T has the operator matrix form (4) and

—1 k=1 pi—k—1 g k—1—i
TP = (Tbl 2o Ty 0 T2 Ty l), &)

Throughout this work we denote by

k—1
, , -1
Xo= Y T 'mory '™, A= [THTI*1 + Tia (1 — T;;Tzz)sz] . ®
i=0
Lemma 2.3 Let X be defined as in (6), where T11 is invertible and Tzk2 = 0. Then
()
ThXo— XoTn = T1_11T12- @)

(i) Xo=0«<=T1» =0.
(iii) X0T22T2T2 =0<= XoT»n =0<= TnT =0« X = T1_12T12-
Proof Ttem (i) is clear by the definition of X in (6). Item (ii) follows by the relation
in (7).
(i) If Xo T T2T2 =0, then XoT22 = X012 T2T2 T>o = 0.
If XoT22 = 0, by (6),

T1712T12T22 + Tﬁ3 TinTs + -+ TﬁkH T12T2k{2 + Tflk T12T2k27] =0.
Product Tzkz_2 from right in (8) we get T1_12T12T2"{2_l = 0. It follows that T}, TZI‘{1 =0.

In the same way, T12T2k2_2 = 0 by production T2kz_3 from right in (8). With a step by
step deduction it follows that 71,75, = 0.
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If 7122 = 0. then X = T;;%T}2 by the definition of Xo.
On the other hand, if Xg = Tﬁlez, then

Xo — T17]2T12 = Tﬁ3 T12T + T174T12T222
o T Tl 2+ T T Ty =0,

Again we derive that 77,752 = 0 by the above method.
If T12Tp, = 0, then XogTp = 0. If X¢T>, = 0, it is clear that X0T22T2T2 =0. O

The next well-known criterion (i) due to Douglas [9] (see also Fillmore and Williams
[11]) about range inclusions and factorization of operators will be crucial. The criterion
(i1) was given in [18] for Hilbert C*-modules.

Lemma 2.4 (i) [9] If A, B € B(H), there exists an operator C € B(H) such that
A = BC ifand only if R(A) C R(B).

(ii) [18] If L and M are closed subspaces of H and Pp nq is an idempotent on L
along M, then

PrmT =T < R(T)C L, TPL,M:T<:>N(T)DM.

3 The representation for the DMP-inverse

First we show that the solution of (1) is unique if system is consistent (see [15, Defi-
nition2.3] for the matrix case).

Theorem 3.1 If closed range operator T € B(H) has index k, then the DMP inverse
of T is unique and TP" = TPTTT.

Proof T is MP invertible and Drazin invertible since 7 is closed range operator with
index k (not necessarily < 1). Let X = TP TT". Then

XTX =TPrTiTTPTT" = TPTT" = X,

XT =TPTT'T = TPT and T*X = T*TPTT" = T*TT. Hence X = TPTT7 is
a solution of system (1). If X; and X» are two solutions of system (1), then

X, =X\TX, =TTPX, = (TTP*x, = (TPY1T*X| = (TP)*T*TT
= (TP TkX, = TPT X, = X2 T X» = X».

Hence system (1) has a unique solution. O
From Theorems 3.1 it follows that T is both Drazin and MP invertible if and only

if T is DMP invertible. We next give the canonical form for the DMP inverse of an
operator T using block operator matrix method.
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Theorem 3.2 Let closed range operator T € B(H) have the operator matrix form
@A) and i(T) = k. Then

5 T7' XoTonT,.
TD" — 11 042249y 9
( TR ©)

with respect to the space decomposition H = R(T*) @ R(T*)L, where X is defined
in (6).

Proof By Theorem 3.1, Lemmas 2.1 and 2.2,

7' X I 0 T XoTon TS
7Pt — P17t = 11 0 L) = 11 012245 )} O
0 0 0 T22T2'2 0 0

There is another inverse associated with operator 7, namely 772 = TTTTP and
its canonical form in terms of the decomposition of 7 in (4) is given by

THD = ( o Ti AT Xo ) (10)
I - T22T22)T]2A I - T2'2T22)T]*2AT11X0 ’

where X( and A are defined in (6).

Remark (1) If (I — TZTZTZZ)TI*2 =0, then TP = TP If {(T) < 1, then T», = 0.
Hence, T%1 = T]' © 0,

1 g2 i
Tt — (Tl*l N O) 7% _ (Tll Tll le) Fi (TI*IA/ Tl*lA/Tll le)
- T* A/ 0 b - s — ,
12 0 0 TI*ZA/ T 2A T]] i
(11)

where A" = (T\( T} + T2 1)) 7L
Q) If TP = T7, then T1» = 0 and T», = 0 in (4). Hence

=T =T* =1 =T1'®0.
(3)If TP =T, then T, = 0 and T} = I in (4). Hence, i(T) < land T = T3,
" =117 = 7’1" = (7H*1r", T 'r =12 TT* " =TT"
and
T =T1'rr* =71 =7"(1*?, TVr=T7'T, TT" ="T%
BHITPT =T, then T, =0, T, =0and T3 =1 in (4). If TT = T, by (2) and

@), (I — T22 Tzz)T 15 = 0 and T22 = 1. Slnce T»> is k nilpotent, T22 = Ty implies
that T, = 0. It follows that 71 = 0 and T 1 = [. Then we derive that
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TP =T =T =T Tp=0, Tn=0 T=1I
In this case,

TP=rtT=1T* " =TT =TT =1 ®0,
T =T =T =T*=T" =T, @0.

In the following we introduce a method to obtain the DMP inverse by a different
algebraic approach.

Theorem 3.3 Let closed range operator T € B(H) have index k. Then TPT =
(T°THP.

Proof Let T € B(H) have the operator matrix form (4) and i(T) = k. By Theorem
3.2,

k—1

—1 T
D _ (T XoTnT _ i —k—1 k—1—i
T —( 61 0 21, Xo= E Tlll T2 15, L
i=0

By Lemma 2.1,
Ty T I 0 Ti TiTnTs
27t — 77 = (11 12)( ) —( T Tielnly )
7o ( 0 Tn)\0 TnT) 0 TAT)
If i(T) < 1, then To, = 0 and
D —1
Ti1 O T 0
2i\D _ 11 _ 11 _ 7D}
(r<T") —(0 0) —(O 0)—T .

The result holds. If £ > 2, then (T222T;2)k_1 = T2k2 Tsz = 0 since T2k2 = 0. By Lemma

2.2,
1\ -1
(127D = (Tu legzzzzz) _ (T11 Y) ’
0 TAT) 0 0
where

k—2
Y = z T T T Ty (T Th)f 2
i—0

=T\’ T2 T Tsz + Ty TiaToa Tsz TH Ty, + i T2 T Tsz T3 Tsz
oo T T T Ty T Tsz
= [T1_12 T + T1_13 T\2Ty + T1_14 Ti» Tzzz 4+ 4 Tl_lk Tio T21<2—2
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+T T Tl | T
= XoT» TZTZ .

Hence, 797 = (TZTT)D. O

4 Characterizations of relating idempotents

Suppose that T € B(H) is aclosed range operator with index k. Then R(TT) = R(T*)
and N (T") = N(T*). By Lemma 2.4,

R(T*) = R(TP?) = R(C°11'17P) < R(CPTT™) = R(TPT) € R(TP)
and
N(T*) = N(@*T'TP) 2 N(TP) = N (TP (TP 1% 2 N(TH).
The outer generalized inverse Tg)?- of T € B(H) is the operator X € B(H) satisfying

XTX = X, R(X) = S and N (X) = 7 [2,4]. Hence, TT, TP and T* are outer
generalized inverse Téz)T with prescribed range S and null space 7:

i@ D_ 1@ ¢ Q
' =Traeonay T =Tgaovary T =Irmywnay:

The DMP-inverse is one kind of outer generalized inverses 72" = T7(z2 ()Tk), NTPTTH"
Ifi(T) <1, then

NT* = NTHY = NT ' TT*TTH D N(T*TTT) = N(THT) D N(TT)

and T#% = T . Since TPF = TPTT  and 700 = THTTP,

7P =121 =77?, TVPTT"P =TT TP ITTP = 7P

Hence TH2T, TTHP, TTPT and TP T are idempotents. Define the self-adjoint
idempotents

Py = PRy =TT",
P2 = PR(Tk)’

and the idempotents

0, =TT? =1P T =TT""P,
0, =TT = QP
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03 = T"PT = P301. (13)
We have the following equivalent relations.

Theorem 4.1 Let closed range operator T € B(H) have indexk. Let Q;,i = 1,2, 3,
be defined as in rm (13). Then
i) Q1= Q2 &= N(T") S N(T") &= TP =TP7.
(i) Q1 = 03 &= R(TH C R(T*) &= TP =T"P.
(i) Q2 = Q3 <= N(T*) € N(T*) and R(T*) € R(T*) < TP-T = TP =
TP,

Proof (i) Since Q1 = TP "T =TTP and Q =TT =TTPTTT,

01=0, < TT°TT =TT < TT°(U -TT") =0
= NTH=NTTH=RU-TT" < N(TTP) =NTP) =N (T
— TPU-TTH =0 TP =TPT.

(i) Since Q3 = THPT =TTTTPT,

01=03 < TTT°PT =TT = (1 - T'T)TTP =0
— R(TY =RTP)=RTTP) cNU - T'T) = R(T'T) = R(T*)
— I-T TP =0 TP =T"P,

(iii) We only show that 0y = Q3 == N (T*) € N(T¥) and R(T*) € R(T*). The
rest results are obvious by items (i) and (ii). If 0 = Q3,then TTPTTT = TTTTPT.
First, product T from leftwe get T>TPTTT = T>TP . So T>TP (I-TT7) = 0, which
implies that N(T*) = N(TT") = R(I — TT") C N(T?>TP) = N(TP) = N(T5).
Second, product T from right we get T°T? = TTTTPT2. So (I —TTT)T*TP =0,
which implies that R(T*) = R(T>TP) C N — TTT) = R(T*). o

Theorem 4.2 Let closed range operator T € B(H) have index k. Let P; and Q;,i =
1,2, 3, be defined as in (12) and (13), respectively. Then

®

PpP=01 = P=03=[T,P]=TP—-PT =0
<= T2 =0. (see (4)for Tin,i =1,2)

(i) Pp = Q)<= P,T(I— P))T =0<<= T12T»», =0.
(i) P = P, < P = Q7 <= i(T) < 1(i.e., T is groupinvertible)<= T», = 0.
(iv)

Pl=P3<= Pb=P3<= PI=01 <= P1=03
S Ph=01— Pkh=0<+=P=03
< i(T) <1 and R(T) =R(T*) (i.e., T is EP)
< T1p=0 and Ty =0.
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Proof We give the proof only for the items (i) and (ii); the other items may be proved
in the same manner.
(1) By (3)-(6), we know

10 I T X
P2=(0 0)’ Q1=(0 110 O)

0 ( T} AT T} ATEH Xo )
3= - S .
(I — T, To) T ATy (I — TS, Too) TS ATE Xo

and

Then P, = Q1 <= X9 =0 <= T12 = 0 by Lemma 2.3 <= P, = Q03 <
[T, P]=:TP, — P,T =0.
(i1) By (3)-(6), we know

0, = 1 T11X0T22T2T2 .
0 0

Then P, = Q5 <= XoTnTy, = 0 <= Ti2T» = 0 by Lemma 2.3 <= P T (I —
P)T =0. O

Theorem 4.3 Let closed range operator T € B(H) have index k. Let P; and Q;,i =
1, 2, 3, be defined as in (12) and (13), respectively. Then

(i) TP =7Pp; =TP,

(i) PLO1=01=01P3and Py = P, = P\ P,.
(i) 72T =7PP = Q1TPPy and TTP = PsTP = p3TP Q.

(Vi) QiTPs=PITQ1=01TQ1=TQ1 =TT =(T")".

) T2[TPH) = TTPF = @y and [TPT) T2 = TPIT = TPT = Q).
Proof We only give the proof of the items (i) and (v). The other items can be checked
by the definitions in (12) and (13).

(i) Since R(TP) = R(T*¥) € R(T) and N(TP) = N(T*) 2 N(T), by Lemma

24,

TP =TT = TP = TPTTT = TP P35

Gv) T2[TP) = T2TPTTITTPT = TATPTTPTT = T2TPTT =
TTP = @ and [T T2 = TPTTITPTTIT? = TPT = TPTT'T =
TPIT = Q. o

It is well known that (T2)? = T2TP and (TT)" = T. The relations for (7 2-T)D-T,
(TP)P-T and (TP-7)P are given as follows.

Theorem 4.4 Let closed range operator T € B(H) have index k. Let P, be defined
as in (12). Then
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(i) (TPHPT = (@)’ = TPy,
(ii) [(TD)D’T]Z D% = 727DF = (TD,T)D.

Proof (i) Let T € B(H) have the operator matrix form (4) and i (T') = k. By Lemma
2.2 and Theorem 3.2,

—1 \D
oy — (T XoTaln )y (T T2 XoTon T,
0 0 0 0 '

By Lemma 2.1 and Theorem 3.2,

-1 F\T _
oyt = (T X2l Y (0 aiphyar o
0 0 (XoTnTy,)*A” 0)°

-1
where A" = [T77 (T + XoTn T (Xo T2 T)*| . So,

D,
( ) C Xo= X T T
-1 i\P -1 T
Iy XoTaTy ( T XoToaTy, ) Ty XoTnTy
0 0 0 0 0 0

T T3 XoTnT), (Tl—ll X0T22T2+2) (TH* a0
0 0 0 0 (XoTnTH)*A" 0

I Tn XoTzszTz (TH A" 0
0 0 (XoToaTyh)*A” 0
T.1 O
=\ o o)
In the same vein, we obtain that

(TP)PT = (T(;l 8) =TPHPT=Tp,.

Hence (i) holds.
(i1) By the proof of item (i),

2 pi_ (TH O\ (T XoTnT)
D\D,} D, _ 1 11 0422149y
o o= (o) (s %)

T T121X0T22T2T2 — (TP
0

o=

0
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and
Th T\ (T3 XoTnT)
r2pot — (T 12 11 012215,
0 Tn 0 0
_(Th TAXoTnTy\ _ 7D.1\D
- = (TPHP,
0 0
O
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