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anticipatory responses around experienced delays to such 
biologically critical occurrences (Buhusi and Meck 2005). 
Furthermore, these behaviors are time-adaptive in that when 
the temporal relations change (e.g., outcome delay becom-
ing shorter or longer than the original delay), the timing of 
anticipatory responses adapts to the new temporal contin-
gency (e.g., Coleman and Gormezano 1971; Matell et al. 
2016). These adaptations can even result from higher-order 
temporal inferences in rodents (Barnet and Miller 1996; 
De Corte et al. 2018). Such adaptation can be manifested 
gradually (Bush and Mosteller 1953; Pavlov 1927; Rescorla 
and Wagner 1972; Sutton 1988), abruptly (Balcı et al. 2009; 
Simen et al. 2011; including supplementary material), 
immediately (Miller and Barnet 1993; Simen et al. 2011), or 
over multiple steps (Meck et al. 1984).

To this end, two theoretical approaches can be consid-
ered. One of these accounts relies on association forma-
tion between time-dependent states and responses. A prime 
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example of this approach is the Learning to Time model 
(LeT, Machado 1997; Machado et al. 2009). LeT assumes 
states with time-dependent activation dynamics (akin to 
the domino effect). When a response leads to a reward, the 
associations between the active states and the response are 
strengthened (maximal associative update occurs for the 
most active state - akin to Hebbian learning). When the 
interval is altered, the association between new states and 
response is strengthened, and the original associations are 
weakened (now based on their lower activation level at 
the new time of reward delivery). This property gives an 
adaptive power to the underlying timing process but at the 
expense of erasing the original temporal information (unless 
an entirely new network is trained for the new interval).

An alternative theoretical approach asserts that as a result 
of such time-dependent experiences, the agent registers a 
temporal representation in its memory system (represen-
tational approach: Gür, Duyan & Balcı, 2018). A prime 
example of this approach is the Scalar Timing Theory (STT; 
Gibbon et al. 1984; Gibbon & Gallistel, 2001), where the 
outputs of the clock stage are registered at working memory 
(i.e., accumulator) and then the long-term memory. The 
functional architecture of this model enables the forma-
tion of different time memory representations for different 
epochs or experiences. Thus, this approach is also inherently 
capable of adapting to changes in temporal experiences. The 
main difference between these two theoretical approaches 
is that the former does not preserve the original temporal 
information, whereas the latter can enable the preservation 
of the original information (although this property has not 
been explicitly defined and integrated into STT).

The different predictions of these theoretical approaches 
deem the question of “What happens to the memory rep-
resentation of the original temporal relationship when the 
temporal statistics of the environment change?” theoreti-
cally critical. Is the original memory representation of time 
updated by the new temporal relationship (akin to using the 
“save” function to update the content of a text file), or does 
the animal end up with a new (additional) memory represen-
tation for the new temporal relationship (akin to using the 
“save as” function generating two different files with differ-
ent indices)?

Although they did not focus on interval timing per se, 
a relevant indication comes from decades-long research on 
extinction learning that suggests that the animal ends up with 
two different representations, both of which can be mani-
fested differentially depending on the task conditions (e.g., 
spontaneous recovery following extinction learning, context 
dependency of fear response). We investigated this research 
question in the context of interval timing behavior by train-
ing mice successively on two different time schedules and 
then extinguishing conditioned responses to both schedules. 

If the memory representation for the original interval is 
conserved, one would expect reinstatement of anticipatory 
response around the original (initially trained) schedule or 
migration (central tendency) effect during extinction.

The adaptation of timing behavior to changing temporal 
relations has been investigated in earlier research. In an early 
investigation of this question, Meck et al. (1984) trained rats 
in the peak interval procedure with one criterion duration 
and then altered the criterion duration in the next phase of 
training (i.e., 10s to 20s vs. 20s to 10s) to characterize the 
nature of behavioral adaptation between two intervals. After 
suddenly updating the criterion duration, they observed that 
rats adapted to the new schedule by aiming at the geometric 
mean of the two criterion durations and then at the second 
criterion duration. These results suggest that rats either had 
two separate time memory representations and made an 
online computation to determine the target interval when the 
task conditions posed ambiguity or they updated the value 
of the same memory representation in two steps. However, 
this study did not run the critical test regarding the fate of 
temporal information by introducing a high level of ambi-
guity as in the case of extinction training that does not pro-
duce any differential reinforcement of behaviors. Different 
from this relevant earlier work, we tested the timing behav-
ior of mice during extinction following sequential training 
with two intervals. Our reasoning is that the high ambiguity 
introduced by extinction phase would set the occasion for 
the manifestation of temporal memories and reflect their full 
complexity.

The notion that temporal information might be preserved 
during extinction comes from an independent set of studies 
on interval timing. To this end, one of the earlier studies that 
investigated the extinction of timed responding in the Pav-
lovian variant of the peak interval responding in goldfish 
(in response to aversive stimulus) suggested that the content 
of the temporal memory was preserved since the extinction 
decreased the amplitude of responding without altering its 
temporal features (Drew et al. 2005). Another example from 
Ohyama and colleagues (1999) demonstrated that the peck-
ing response of ring doves in the extinction phase peaked 
nearly at the same time point in the acquisition phase, with 
a reduced amplitude (Experiment 3). Similarly, Guilhardi 
and colleagues (2006a) demonstrated similar temporal 
features for the response peaks during extinction and the 
acquisition phase (for similar effects see also Guilhardi 
and Church 2006b; Experiment 3 of Galtress and Kirkpat-
rick 2009; Delamater et al. 2018; Neuringer et al. 2001). 
Together, these results suggest that the temporal features 
of the acquired responses are preserved through the extinc-
tion training (but see Roberts 1981 where leftward shift is 
observed in extinction), which supports the idea that the 
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temporal representations of the acquired responses are not 
erased as a result of extinction training.

Siegel and colleagues (2015) tested mice in a trace fear 
conditioning paradigm. In the training phase, trials started 
with a 200-ms baseline interval followed by 50-ms blue light 
(CS). Following 250-ms, 350-ms, or 450-ms long stimulus-
free (trace) interval (varied between groups), a 20-ms air 
puff was presented as the US. A break period (7–14 days) 
separated the training and test phases, following which mice 
were tested in the extinction phase for three days, where 
only the CS was presented. Although the response rate was 
drastically lower, the CR timing of mice matched the stimu-
lus-free interval that was experienced in the training phase. 
Balsam et al. (2002) argue for a similar invariance of tempo-
ral characteristics of the anticipatory responding during the 
initial acquisition of temporal relationships (see also Balcı 
et al. 2009).

One of the studies that is most directly related to our 
research question by showing the preservation of multiple 
time memory representations after the temporal statistics 
are altered was conducted using eye-blink conditioning in 
rabbits (Ohyama and Mauk 2001). The rabbits were initially 
trained with a 700-ms delay between the conditioned stimu-
lus and unconditioned stimulus, but this training with the 
initial interval was terminated before the conditioned eye-
blink response emerged, and the inter-stimulus interval was 
decreased to 200-ms. The training with the second interval 
continued until the rabbits’ emitted eye-blink conditioning. 
Finally, when rabbits were tested with a much longer con-
ditioned stimulus (i.e., 1250-ms), they eye-blinked twice, 
once at the updated inter-stimulus interval (i.e., 200-ms) 
and once at the original inter-stimulus interval (i.e., 700-
ms). This result suggests that the altered temporal relations 
did not result in the erasure of the original memory content.

None of the studies outlined above have addressed the 
fate of the original memory representation of time intervals 
following a change in the temporal statistics of the expe-
rience. Extinction learning (after training with a second 
schedule) allows one to study the state of the original mem-
ory representations. Suppose the ambiguity posed by the 
extinction experience sets the occasion for the manifestation 
of alternative (e.g., previously learned) temporal relations. 
In that case, the resultant timing behavior of the mice should 
contain a marker of those memories. To this end, we trained 
mice on one criterion duration and then replaced the origi-
nal criterion duration with another criterion duration (15s 
→ 30s–30s → 15s between subjects). The two-phase train-
ing was followed by an extinction phase, during which the 
reward was omitted. We predicted two potential outcomes 
if the original time memory is retained: (a) Over the course 
of extinction, mice should start to respond around the origi-
nal criterion time or (b) in between the original and new 

criterion times (similar to migration or temporal averaging 
effect; De Corte and Matell 2016aa; for a detailed discussion 
see De Corte and Matell 2016b). We also expect an asym-
metry between those cases when the criterion duration was 
increased vs. decreased due to the containment of the origi-
nal metric relation by the memory content in the latter but 
not the former condition. This prediction is derived from the 
affordances of representational approaches in general and 
the variant of the time-adaptive opponent-Poisson drift-dif-
fusion model (TopDDM) of timing (Balcı & Simen, 2016; 
Simen et al. 2011; 2013) developed by De Corte (2022). 
This variant of TopDDM enables the co-activation of dif-
ferent cue units (that determine the temporal accumulation 
rate) in cases of ambiguity (see Discussion for details). The 
same prediction can also be derived from a meta-theoretical 
perspective that assumes Bayesian integration of multiple 
sources of temporal information in case of ambiguity (for 
discussion, see De Corte and Matell 2016a, b, c). Alterna-
tively, if the memory content is updated with the new cri-
terion interval, the timed responses are expected to retain 
the same temporal characteristics as the second phase of the 
training phase (with the new criterion duration).

Methods

Subjects

Eighteen male C57BL6 mice bred in Koç University Ani-
mal Research Facility were used in the experiment. Sev-
enteen animals were used for the formal analyses (one 
discarded since it did not learn the criterion duration). All 
subjects were experimentally naive. Mice were divided into 
two experimental groups (“long first” group: 30 s; “short 
first” group: 15 s). Mice were approximately 8–10 weeks 
old at the onset of the first experimental session. Animals 
were group housed (4 mice per cage) in 12-hour dark/light 
cycle. Experimental sessions took place in the light period 
and lasted one hour. Deprivation started three days before 
the first experimental session and aimed to keep the ani-
mals’ weight at 85–90% of their ad-lib weight. Water was 
not restricted.

Apparatus

Subjects were tested in conventional operant chambers 
(21.6 cm × 17.8 cm × 12.7 cm, ENV-307 W; Med Asso-
ciates). Each operant chamber was contained by a sound-
attenuated cubicle (40 cm × 69 cm × 41.5 cm). One of the 
two metal walls of the chamber had two retractable levers 
placed at the extreme ends of the wall and a central hopper 
between the two levers. The opposite wall contained three 
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Extinction

During extinction, the FI trials were eliminated for three 
sessions.

Analytical Approach

Peak Location

We calculated the peak location for the last three sessions of 
each phase (i.e., PI15, PI30, extinction). The peak location 
refers to the global maxima of the response rate. We used 
the peak location to index the duration where the subjects 
expected the reward. We used Matlab “findpeaks” function 
in the Signal Processing Toolbox for peak location calcu-
lation. Data were analyzed in Jamovi (version 2.4.11; The 
jamovi project 2023; R Core Team 2022).

Single Trial Start-Stop Analysis

We also estimated the start and stop times in individual tri-
als for the last three sessions of each phase where the start 
time refers to the first time point at which the response rate 
abruptly switches to an up-state and the stop time refers to 
the time point at which the response rate abruptly returns 
of the down state (Balcı and Freestone 2020; Gibbon & 
Church, 1990; Gibbon et al., 1984). Our search algorithm 
also included a second start time, which is commonly 
observed in responding during the peak interval trials. 
Accordingly, the start and stop times can capture when the 
subject starts anticipating reward delivery and terminates 
its reward anticipation when the reward is omitted in indi-
vidual trials.

We compared start, stop and middle times of the subjects 
across the experimental groups for first and second target 
durations as well as the extinction phase by linear mixed-
effects model. For each dependent variable, we ran separate 
linear mixed effects models with the following structure: 

DV ∼ experimental group ∗ phase + 1|subject

where DV is either start, stop or middle times (mean of 
start and stop times); experimental group and phase are the 
fixed effects and “1|subject” stands for “random intercept 
across subjects”. We used the Restricted Maximum Likeli-
hood (REML) method for parameter estimations. For the 
sake of simplicity in the reporting, we only present the 
results for the most relevant DV, namely the middle times, 
in the main manuscript. The results for the start and stop 
times and spread values can be found in the Supplementary 
Online Materials (SOM).

food hoppers equipped with an IR-beam break detector and 
a house light. Throughout all experimental phases, 0.01 mL 
of liquid food was delivered as a reward from only the cen-
tral food hopper. The liquid food was prepared with a 1:1 
ratio of Coffee Mate powder coffee creamer and tap water 
mix.

Procedure

Lever Press Training (FR1FT60 Phase)

The FR1-FT60 phase was applied to familiarize mice with 
the lever press and magazine. At the beginning of each trial, 
one of the levers was inserted along with the illuminated 
house light to signal the beginning of the trial. The lever was 
freely available for the subject for 60 s. If the mouse pressed 
the lever within 60 s or after 60 s of no lever press, the lever 
was retracted, and the house light was turned off. The cen-
tral food hopper was illuminated and activated for 6 s (0.01 
mL of liquid food). The active lever was counterbalanced 
across mice. Each session lasted 60 min. Each animal was 
tested in FR1FT60 sessions for three consecutive days and 
proceeded to FR1 phase.

Lever Press Training (FR1)

The procedure was the same as in FR1FT60, except the 
reward was delivered only after the lever press. The lever 
was available until it was pressed. The FR1 phase continued 
until mice received 40 or more rewards in two consecutive 
sessions.

FI-PI, training for the target duration

The FI-PI training sessions consisted of two trial types. The 
first response after the target duration had elapsed was rein-
forced in the FI trials. The reinforcement was omitted in the 
PI trials, which were three times longer than the target dura-
tion. The FI trials were two times more frequent than the PI 
trials. The order of trial types was randomized.

Mice were trained in the first target duration for at least 
16 sessions (first duration), after which the target duration 
was changed (second duration). Mice were trained in the 
second target duration for at least eight sessions. The order 
of the target duration training was counterbalanced across 
mice. The intertrial interval (ITI) was a random value drawn 
from an exponential distribution with a mean that is equiva-
lent to the target duration plus the target duration (left trun-
cated exponential distribution).
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significantly lower than the long-duration (t(15) = -11.68, 
p < 0.001; Mshort = 11.7, SDshort = 3.06; Mlong = 25.8, SDlong 
= 4.67), which points that the two target durations were well 
distinguished by mice. The difference between extinction 
and short-duration peak locations was also statistically sig-
nificant (t(15) = -2.29, p = 0.037; Mextinction = 17.3 SDextinction 
= 9.04), pointing to a shorter peak location for the short 
criterion duration. The peak locations for extinction were 
also significantly shorter than long duration (t(15) = 2.74, 
ptukey = 0.038; Mextinction = 17.3, SDextinction = 9.04; Mlong 
= 25.8, SDlong duration = 4.67). However, this difference did 
not change across the two groups as there was no signifi-
cant interaction between the training group and different 
phases (Greenhouse-Geisser p = 0.74; partial η2 = 0.0104). 
Together, the observed migration effect suggests that the 
representation of the original duration is maintained and 
factored into the temporal organization of the behaviour 

Results

Figure 1 shows the normalized response curves for indi-
vidual mice categorized as those that learned first the short 
criterion and then the long criterion and vice versa. Visual 
inspection of the response curves shows that the location 
of the peak response curve changed during the extinction 
phase, and the amplitude of response curves clustered at a 
point between short and long criterion intervals.

Peak Location Comparison

We compared the extinction peak locations to the peak loca-
tions in short and long FI-PI phases across training groups. 
Mixed ANOVA revealed only the main effect of differ-
ent phases on peak location (Greenhouse-Geiser F(1.20, 
18.01) = 17.72, p < 0.001, partial η2 = 0.54). Post hoc com-
parisons revealed that short-duration peak locations were 

Fig. 1 Normalized peak response 
curves of individual mice during 
training with initial target interval 
(dashed), second target interval 
(dotted), and extinction phase 
(solid). The target intervals (first 
and second targets) and extinc-
tion peak points are denoted by 
vertical lines
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is discussed in light of our predictions in the Discussion 
section.

Middle Times Comparison

The difference between the first duration and extinction in 
terms of the middle values was larger for the “long first” 
group (Mshort first − long first * first duration − extinction = -9.29, 
SE = 0.79, 95% CI = [-10.84 -7.73], p < 0.0001). On 
the other hand, the difference between the second dura-
tion and extinction was larger for the “short first” group 
(Mshort first − long first * second duration − extinction = 5.94, SE = 0.81, 
95% CI = [-7.52 -4.35], p < 0.00001; estimated mar-
ginal differences: for “long first” group: Mlong dur − extinction 
= 3.747, SE = 0.60, 95% CI = [2.57 4.927], p < 0.00001; 
Mshort dur − extinction = -4.63, SE = 0.50, 95% CI = [-5.60 -3.66], 
p < 0.00001, by transitivity Mlong > Mextinction > Mshort; for 
“short first” group: Mshort dur − extinction = -5.54, SE = 0.52, 
95% CI = [-6.55 -4.529], p < 0.00001; Mlong dur − extinction = 
1.30, SE = 0.64, 95% CI = [0.05 2.55], p = 0.04; by transi-
tivity Mlong > Mextinction > Mshort). Figure 3 illustrates the 
middle times across experimental groups and phases.

Note that the results gathered from the single trial analy-
sis show the migration (temporal averaging) effect both for 
the short-first and long-first groups.

In the Supplemental Material, we present the distribution 
of each mouse’s start and stop times. The dip test of unimo-
dality (using Holm-Bonferroni correction) showed that the 
start and stop times of only one mouse from the short-first 

throughout the extinction phase regardless of the order of 
training with the target durations.

Figure 2 illustrates the peak locations for different phases 
across the training groups. An important observation is that 
when mice were first trained with the short interval and then 
with the long interval, their anticipatory responses during 
extinction either clustered around the short criterion or the 
long criterion (varied between mice - see Fig. 2, diamond 
markers during extinction). Thus, the migration effect in this 
group might be an artifact of these two patterns that dif-
fered between individual mice. This important observation 

Fig. 3 Estimated marginal means 
for middle times across phases 
and experimental groups

 

Fig. 2 The peak locations for different phases across training groups. 
Error bars represent the 95% CI of the estimated marginal means
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and Mauk’s (2001) findings with the double timing of eye-
blink responses after subsecutive training with two intervals 
support this prediction. In that study, rabbits were trained 
with a long interval but not enough for the emergence of 
the conditioned eyeblink response. When the conditioned 
eyeblink response emerged during the second training phase 
with a shorter interval, rabbits eye-blinked twice; once at 
the short and another time at the long interval. On the other 
hand, if the original time memory is lost (as predicted by the 
associative models), one would expect the recent temporal 
relation to continue guiding anticipatory responses despite 
their decreasing frequency. The latter behavioral pattern 
was observed in goldfish during extinction following train-
ing with a single interval (Drew et al. 2005).

Our findings strongly supported the predictions of the 
representational approach on multiple fronts. The anticipa-
tory responses of the mice (particularly those trained first 
with the long interval) peaked around the middle points 
between the two-time criteria. Although the descriptive sta-
tistics also supported this pattern for peak times (estimated 
from average response curves) for the mice first trained with 
the short interval, a closer inspection of individual subjects’ 
peak times provided independent and more direct support 
for the representational approach. Specifically, as a result 
of this training procedure, the anticipatory responses of half 
of the mice clustered around the short interval, whereas the 
anticipatory responses of the other half of the mice clustered 
around the long interval.

In addition to support provided for the representational 
accounts, our results do not necessarily contradict the 
Pavlovian-like associative accounts that leaves room for 
renewal/new inhibitory learning (e.g., Pearce-Hall model; 
Pearce and Hall 1980). Still, it should be noted that our 
results contradict the accounts that rely mainly on the 
unlearning of the behavior during extinction training such as 
LeT (Machado 1997; Machado et al. 2009) and the classical 
Rescorla-Wagner model of associative learning (Rescorla 
and Wagner 1972), irrespective of whether they are associa-
tive accounts or not.

One existing account could explain the obtained results 
in the current study: De Corte (2021) proposed a model of 
temporal averaging (during compound stimuli each of which 
is associated with two different intervals - e.g., Swanton et 
al. 2009; for review see De Corte and Matell 2016a, b, c) 
based on the functional neural architecture of time-adaptive, 
opponent Poisson Drift Diffusion Model (TopDDM; Balcı & 
Simen, 2016; Simen et al. 2011; 2013). TopDDM assumes 
that the cue units send input to a second layer with recurrent 
excitation (tonic units), which in turn drives the ramping 
units (again with balanced recurrent excitation). The rate of 
temporal integration (i.e., the slope of ramping activity) is 
determined by the amount of net excitation received from 

(4–23) group were not unimodal, suggesting that the extinc-
tion distributions did not come from the mice using different 
target times on different trials (a mixture of short and long 
trials).

Discussion

Animals can adapt their timed responses to changes in the 
temporal relations in their environment. For instance, ani-
mals learn to wait longer before initiating responses when 
the delay to reward availability is increased (e.g., Matell 
et al. 2016). One of the fundamental questions that stems 
from the flexibility of interval timing behavior is the cogni-
tive fate of the original predictive temporal relationship that 
was in effect before the change in environmental statistics. 
Associative models of interval timing, such as the Learn-
ing to Time model (Machado 1997) assert that the connec-
tions of the presumed associative network that underlies 
the temporal modulation of anticipatory responses are 
modulated such that previously updated associative weights 
between “time states” (corresponding to original interval) 
and outcome-related response are weakened while weights 
between new “time states” (corresponding to new interval) 
and response are strengthened. The functional outcome of 
such an associative approach is that the original memory 
(encoded via associative weights) is lost and is not recover-
able. On the contrary, a representational approach to tim-
ing behavior affords the preservation of the original time 
memory and the formation of a second memory represen-
tation for the new temporal relationship, which results in 
dual time memory representations. Within this framework, 
the original time memory might become latent and simply 
lose control of anticipatory responses since it no longer pre-
dicts reward availability. However, within the framework, 
since the original time memory is preserved, it can regain 
control of anticipatory responses when ambiguity regard-
ing the temporal relations is introduced (e.g., when the new 
temporal relation is not functional anymore, as in the case 
of extinction training).

To test these predictions, we trained mice in the peak 
interval procedure successively with two different temporal 
relations (15s → 30s and 30s → 15s) and then examined 
the temporal characteristics of anticipatory responses during 
extinction (during which neither the original nor the new 
temporal relation was in effect). If the original time memory 
is preserved (as predicted by the representational account), 
we expected its manifestation during extinction such that the 
new responses would be clustered either around the original 
time criterion (a direct manifestation of original memory) or 
migrate to the mean of the original and new time criteria (an 
indirect manifestation of original time memory). Ohyama 
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experience is contained within the first criterion and due to 
the metric character of time, the new shorter time interval 
can be integrated into the metric template formed during the 
original training period (e.g., I(max) or I(30) for the long 
interval and I(15) for the short interval, where I is the initial 
template - Fig. 4 - top panel). Since both indices would be 
activated due to the activation of the common template I, 
extinction would result in equal weighting of two memory 
states when the experimental context does not support the 
predictive power of either memory representation. On the 
other hand, the functional representational template estab-
lished during initial training with the short interval would 
not metrically afford the integration of the new longer time 
criterion into it (Fig. 4 - bottom panel). This could result 
in independent indexing of time memories after training 
with two intervals (i.e., I(max) or I(15) as a result of initial 
training and II(max) or II(30) as a result of second training). 
This would result in the indexing of either the original or 
the new memory to take control of the anticipatory behavior 
during extinction, predicting anticipatory responses to clus-
ter either around the original or new time criterion. Under 
this rationale, the asymmetry in the temporal characteristics 
of anticipatory responses during extinction in two different 
groups of mice provides a meta-evidence for the represen-
tational account of the timing behavior. This theoretical 
framework is supported by the temporal rescaling property 
of neural representations of time such that the transition 

the tonic layer (e.g., the number of tonic units excited by 
cue units). Different from the original model, De Corte 
(2021) assumed both excitatory and inhibitory connections 
between cue units and tonic units on compound responding. 
In other words, cue units excite several tonic units while 
inhibiting the others. As a result during the compound tri-
als, some tonic units would receive excitatory input from 
one cue unit while inhibitory input from the other cue unit 
with the net effect of intermediary activation. This would 
result in a ramping slope between the original two values. 
The same model can also account for our regression to the 
mean findings. It is possible that our different training proto-
cols result in the updating of synaptic connections between 
cue units and a group of tonic units (weakening in case of 
longer interval, activation of less tonic units, and thus lower 
ramping slope) or the synaptic connections between a group 
tonic units and ramping unit. In our case, the cue units can 
be replaced by time memory/memories.

A conceptual analysis-derived reason behind the dif-
ferential manifestation of the original time memory in two 
different groups of mice (long → short vs. short → long) 
could be driven by the “metric affordances” of the time 
memory representation established during initial train-
ing. For the mice that were trained with the long interval 
first, the original time memory can serve as a representa-
tional template that can metrically afford the integration of 
the shorter interval into it. In other words, since the second 

Fig. 4 Conceptual illustration of 
the metric affordances of time 
memory representations for mice 
trained first with the long and 
then short interval (top panel) vs. 
mice trained first with the short 
and then the long interval (bot-
tom panel). The original memory 
representation in the first group 
of mice metrically affords the 
integration of the new temporal 
relation into its content. This is 
not the case for the second group 
of mice, which results in the 
establishment of a new memory 
representation due to experienc-
ing the new temporal relation
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2009; Delamater and Nicolas 2015, - see Gür et al. 2021; 
for similar results in the numerosity domain). These find-
ings were interpreted in terms of the Bayesian integration of 
the two time memories (De Corte and Matell 2016a; Corte 
and Matell 2016c) in case of ambiguity resulting from the 
simultaneous presentation of both stimuli.

Our findings provide independent support for this behav-
ioral phenomenon in a context where the temporal rela-
tions were part of the training history rather than being 
cue-dependent as in the case of the temporal averaging 
paradigm. Within the theoretical framework outlined above, 
stimulus-dependent temporal averaging can be accounted 
for by establishing two separate time memories due to their 
different stimulus correlates. In our experiments, estab-
lishing a single or two separate memory representations is 
determined purely by the metric features of training since 
there are no differential stimulus correlates of temporal 
relations. Combined with these other sources of evidence 
summarized above, our findings suggest that the cognitive 
architecture of the mice allows for multiple time representa-
tions, the indexing of which, depends on the metric proper-
ties of experiences.

One limitation of the current study is that the obtained 
data cannot directly reveal the baseline cognitive dynamics 
of how each trained duration was represented in the absence 
of second duration interference. While potentially an inter-
esting issue to be addressed, this question does not directly 
fall under the scope of the current study’s main motivation: 
The current study aimed at investigating the fate of original 
temporal representations as a result of override by changing 
in the temporal relations in the environment. Nevertheless, 
to disentangle this, future studies should introduce addi-
tional conditions where animals are trained in a single dura-
tion prior to the extinction phase.

Supplementary Information The online version contains 
supplementary material available at https://doi.org/10.1007/s10071-
024-01889-z.
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between different units underlying the progression of sub-
jective time is altered depending on the interval between the 
predictor and the outcome (e.g., Mello et al. 2015; Wang et 
al. 2018; Xu et al. 2014).

There are differences between the two groups in terms 
of extinction profile expected in short-first vs. long-first 
groups. In the short-first group, when the time interval is 
elongated during second interval training, the response to 
the short interval is inadvertently extinguished. In terms of 
the neurobiological events, one would expect a negative 
prediction error to occur at the time of the short target inter-
val (with the omission of reward). On the other hand, no 
extinction to long time interval would be expected to occur 
in second interval training for “long first” group and in 
terms of neurobiological events one would expect a positive 
prediction error to occur at the short target interval (because 
of an increase in the value of the predictor). These differen-
tial extinction responses and prediction error coding might 
be why temporal information is retained in one case and not 
in the other case.

In the context of fear extinction, Salinas-Hernandez et al. 
(2018) showed that positive reward prediction error is both 
necessary and sufficient for fear extinction learning; possi-
bly signaling a change in the state of the world and thereby 
resulting in the opening of a new time file in short-first con-
dition. When this prediction error was inhibited, no extinc-
tion occurred, while its enhancement enhanced extinction 
learning. When these results are evaluated in terms of the 
value of the cues, the reverse can be expected to occur in 
our experimental setting. Specifically, one would expect 
extinction learning to occur in the long-first condition and 
not in the short-first condition. The formation of a second 
memory in the long-first condition would set the occasion 
for the manifestation of both time memories and thus central 
tendency effect. In the case of no extinction learning, the 
new time interval would replace the old value in the same 
time file (akin to object file), resulting in the updating of the 
temporal control of anticipatory responses.

Earlier findings that showed immediate and/or abrupt 
adaptation to changing temporal relations already pro-
vided indirect support for the representational view (e.g., 
Guilhardi and Church 2005; Meck et al. 1984; Simen et al. 
2011 - supplemental material; Wynne and Staddon 1988). 
For instance, Meck et al. (1984) showed that when the 
target interval is changed from one phase to another, rats 
adjusted their timing behaviors in two steps (first around the 
geometric mean of two intervals and then around the sec-
ond interval). The migration of peak time to the middle of 
the two time criteria has also been previously observed in 
experimental setups in which two different intervals were 
associated with two different stimuli, and then the two 
stimuli were presented as a compound (e.g., Swanton et al. 
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