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Abstract Error analysis has been used in humans to
detect implicit representations and categories in language
use. The present study utilizes the same technique to report
on mental representations and categories in symbol use
from two bonobos (Pan paniscus). These bonobos have
been shown in published reports to comprehend English at
the level of a two-and-a-half year old child and to use a
keyboard with over 200 visuographic symbols (lexigrams).
In this study, vocabulary test errors from over 10 years of
data revealed auditory, visual, and spatio-temporal general-
izations (errors were more likely items that looked like
sounded like, or were frequently associated with the sample
item in space or in time), as well as hierarchical and con-
ceptual categorizations. These error data, like those of
humans, are a result of spontaneous responding rather than
specific training and do not solely depend upon the sample
mode (e.g. auditory similarity errors are not universally
more frequent with an English sample, nor were visual sim-
ilarity errors universally more frequent with a photograph
sample). However, unlike humans, these bonobos do not
make errors based on syntactical confusions (e.g. confusing
semantically unrelated nouns), suggesting that they may not
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separate syntactical and semantic information. These data
suggest that apes spontaneously create a complex, hierarchi-
cal, web of representations when exposed to a symbol system.
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Introduction

For many years, errors in language use have been employed
to clarify features of mental architecture (e.g. Anwar 1979;
Crowson 1994; Cutler 1982; Fromkin 1971, 1973, 1980,
1988; Gelman et al. 1989; MacKay 1980). When “mis-
speaks” (slips of the tongue, the pen, or in the case of sign
language or keyboard users, slips of the hand) occur, such
errors are presumed to reveal the existence of an underlying
domain of conceptual similarity in the mind of the speaker
(Berg 1996; 2005; MacKay 1980; Nelson 1974, 1977).
Fromkin (1971, 1973, 1980), in many reviews of speech-
error research, detailed errors in every level of human lan-
guage (e.g. phonological, segmental, morphological, semantic
and grammatical) and utilized these errors to argue for the
existence of these levels in the mind of the speaker.

Errors have also been utilized to clarify categorical rep-
resentation in mind of the language user (Gelman et al.
1989). However, categorization is a large field and has
therefore been studied by an array of techniques, including
sorting and attentional paradigms (e.g. Levy and Schle-
singer 1988; Madole and Oakes 1999; Markman 1989;
Rosch 1988) and word association tasks. These word asso-
ciation tasks reveal that humans not only make categorical
responses but also responses with spatio-temporal associa-
tions. For example, dark-night, chair-sit, milk-carton (e.g.
Nelson 1977).
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Additionally, errors have been used to clarify syntactical
representations. Children’s overregularization errors (for
example, “goed” for “went”) were the means by which
researchers discovered that children’s acquisition of gram-
mar was based on generalizations or “rules” rather than on
learning narrow associations (e.g. Chomsky 1969; Toma-
sello 2003).

When studying other linguistic modes such as sign lan-
guage or writing, errors have revealed evidence that there
may be different underlying representational structures
depending on such linguistic modes. For example, Berg
(1996, 2005) showed that humans display more sub-mor-
phological non-contextual errors (errors not based on the
syllabic or morphemic context in which it was found) in
slips of the pen than in slips of the tongue, although the
main form of errors were still predominantly contextual. In
contrast, Mayberry (1995) showed that sign language users
may have different underlying representations based on
their skill level. Expert signers made predominantly con-
ceptual errors (categorical substitutions, etc.) and the nov-
ice signers made predominantly articulatory errors (errors
based on the shape and position of the hands), suggesting
that the initial representation of a new language may be
based on surface structure and only once the language is
fully integrated do the conceptual representations dominate.

Looking at errors in nonhumans, Gardner and Gardner
(1984) reported that sign-language-using chimpanzees
made errors that were predominantly articulatory, similar to
the error pattern that Mayberry (1995) associated with nov-
ice level signing skill. However, the chimpanzees did make
errors within the categories of Animates, Food, and Drinks
more often than chance (Gardner and Gardner 1984) a pat-
tern indicating representation on the level of semantic cate-
gories. For example, Washoe signed CAT for dog and
FLOWER TREE LEAF FLOWER for a picture of daisies.

Categorization in humans and nonhumans

Human categories are known to consist of multi-layered,
integrated webs of associations and those associations, typ-
ically culturally based, define human categories (Nelson
1974). Most researchers agree that infants begin by catego-
rizing objects perceptually and only later in their first year
do they begin to form conceptual categories, an idea first
proposed by Nelson (1974) and since confirmed by a num-
ber of studies (Bovet etal. 2005; Tomikawa and Dodd
1980). For example, Mandler and McDonough (1993)
found, utilizing the familiarization paradigm, that infants of
around 7 months of age did not reliably distinguish
between pictures of airplanes and pictures of birds, due to
the perceptual similarity. Infants of 11 months did make
this distinction based on the conceptual difference (animals
vs. machines).
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An additional debate concerns the hierarchical level of
categorization that is primary in human representation.
“Basic” level labels (based on perceptual differences, and
the least abstract level of categorization) are among the first
nouns learned by human infants (Bloom 2000; Mervis 1987)
and Rosch (1973) suggested that the initial categorical con-
ceptions are also made at this “basic level”. This theory has
been refuted in a study by Mandler and Bauer (1988) who
showed that children make initial categorizations at the most
abstract level (a superordinate level) and only later break
those categories down and arrive at basic-level categoriza-
tion. The developmental sequence of global-basic categori-
zation in humans has been further confused in later studies,
with the exact categories formed dependant on stimuli
received and methodology of the tests (for a review of rele-
vant studies, see Mareschal and Quinn 2001).

In nonhumans, categorization is most frequently studied
using operant conditioning techniques with same-different
discriminations or delayed matching to sample paradigms.
Researchers using these paradigms have shown that
pigeons, baboons and other animals can form categories
(e.g. Bovet and Vauclair 1998; Quinn et al. 2001; Young
and Wasserman 2001) and at several levels of abstraction
(e.g. Lazareva et al. 2004; Vonk and MacDonald 2002).
However, a recent study confirmed that 3-year-old children
do not require this training to pass a comparable task
(Bovet et al. 2005).

Similarly, recent work has shown that chimpanzees can
categorize natural basic-level categories without specific
training (Brown and Boysen 2000; Murai etal. 2005;
Tanaka 2001) and that gorillas and orangutans can form
abstract categories and utilize second order abstractions to
categorize shapes as same or different (Vonk 2003; Vonk
and MacDonald 2004). However, these studies have not,
with two exceptions (Vonk 2002, 2003) eliminated the pos-
sibility of success based solely on perceptual categorization.
For example, Vonk (2003) trained a gorilla and four orangu-
tans to perform a delayed matching to sample task based on
simple shape and color. Later testing revealed that the
gorilla and three orangutans could complete the task based
on the relationship between two items (same shape or
color—second level abstraction), although these relation-
ships were still based on a perceptual similarity. Similar
abilities have been shown in an African Grey parrot, Alex,
who can correctly label what is the same or different about
two items (color, shape, or material) (Pepperberg 1987) and
can label the correct number of items in a recursive task that
requires several levels of categorization (Pepperberg 1992).

Symbolic abilities in two bonobos

Savage-Rumbaugh et al. (1986, 1993) have explored the sym-
bolic capacities of bonobos (Pan paniscus) and chimpanzees
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(Pan troglodytes) in studies that have indicated that, when
reared in an environment with English, a keyboard of visual
symbols (lexigrams), and cultural emersion, apes can
acquire symbolic capacities without explicit training
(Brakke and Savage-Rumbaugh 1995, 1996; Greenfield and
Savage-Rumbaugh 1991; Lyn and Savage-Rumbaugh
2000; Savage-Rumbaugh et al. 1980, 1986, 1993). Among
others, two bonobos (Pan paniscus), Kanzi—a male born in
1980, and Panbanisha—a female born in 1985, have dem-
onstrated the abilities to use lexigrams to name objects in
double blind studies (Brakke and Savage-Rumbaugh 1995,
1996; Savage-Rumbaugh et al. 1986), to associate novel
English names with novel objects with very few exposures
to both object and word (Lyn and Savage-Rumbaugh
2000), to utilize imitation in an intentionally communica-
tive context (Greenfield 1980), to make semantically-based
combinations across both lexigram and gestural combina-
tions (Greenfield and Savage-Rumbaugh 1990, 1991;
Greenfield and Lyn 2007, also Lyn et al., unpublished
data), and to comprehend English sentences at least at a
similar level to a two-and-a-half year old child tested in the
same manner as the ape (Savage-Rumbaugh et al. 1993).

The present study utilizes error analysis techniques from
child language research designed to study linguistic repre-
sentation in children to study representations of a human-
devised symbolic system in a closely related species (the
bonobo). The present study utilizes data gleaned over many
years of vocabulary testing to address the question of the
mental organization of the bonobos’ lexigram vocabulary
and its associations with English words and referents.
Because these errors were never specifically trained nor
were the bonobos specifically rewarded for lexigram use
during acquisition, any regularity found would reveal the
ape’s spontaneous mental organization rather than human
shaping.

Methods and materials
Subjects and rearing environment

Two bonobos (Pan paniscus) reared and housed at the
Language Research Center in Atlanta, Georgia served as
subjects. Kanzi—a male born in 1980, and Panbanisha—a
female born in 1985 are half-siblings and were reared in an
environment utilizing within-species and cross-species
communication, in the form of gesture, speech, and written
visual symbols (lexigrams) placed on a keyboard (Brakke
and Savage-Rumbaugh 1995, 1996; Savage-Rumbaugh
1986; Savage-Rumbaugh et al. 1986, 1993). This keyboard
was printed with up to 384 visuographic symbols (lexi-
grams) that were designed to be non-iconic and were
randomly arranged. Therefore, neither the appearance of

the lexigram nor the position of the lexigram on the key-
board gave any clues as to the meaning. This differs from
earlier ape language research using lexigram symbols in
which the physical appearance of the lexigram was asso-
ciated with referential or syntactical information (Rumb-
augh 1977). For the majority of this study (8 of the
10 years), the keyboard included 256 symbols (See S1 for
more details).

During the acquisition of lexigram use, the apes began to
comprehend English and utilize the lexigram keyboard
observationally, without specific teaching methods such as
operant training techniques or food/specific reinforcement
as had been used in other ape language studies (Gardner
and Gardner 1969; Rumbaugh 1977; Savage-Rumbaugh
1986; Terrace 1979), although social interaction similar to
that given to children acquiring language was a part of the
ape/caretaker interaction. Food rewards were not given for
English comprehension nor for keyboard use, rather symbol
learning was accomplished in a social environment where
English and the keyboard were used to announce move-
ments, plans, activities and objects. Caregivers and other
apes (some symbol-competent apes and some not) were in
the rearing environment with the apes 24 h/day 7 days/
week and utilized both English and the keyboard during all
waking hours.

Daily activities for the apes at the Language Research
Center included the use of lexigrams and gestures to
request movement throughout the 50-acre lab property
including the woods, living areas, and entrance into any of
the animal cages as well as the use of gestures and lexi-
grams to comment on or make statements about objects or
actions in their environs. Locations both inside and outside
were given labels and specific foods were associated with
those locations (for example, bananas were found at the
trechouse, whereas juice was found at A-frame). Animals
such as dogs, wildlife, and costumed characters such as
people in bunny suits and gorilla suits were also part of the
daily routine. These characters would act out scripted inter-
actions, but could also act out actions specified by the apes
(for further examples of interactions and earlier findings
from these studies, see Brakke and Savage-Rumbaugh
1995, 1996; Lyn and Savage-Rumbaugh 2000; Savage-
Rumbaugh 1986; Savage-Rumbaugh et al. 1986, 1993).

Testing procedures

Between the years 1990 and 2001, the English and lexi-
gram vocabularies of Panbanisha and Kanzi were tested on
a regular basis. The paradigmatic vocabulary test was to
present a sample in English and require the subject to
choose the corresponding lexigram from their keyboard of
256 or more symbols, similar to human tests of reading
vocabulary in which the experimenter says a word and the
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subject is to find that word in a printed list. Although the
apes were not operantly rewarded for correct answers or
punished for incorrect answers, the caregivers could
respond by communicating the correctness of the answer to
the apes (e.g. “yes, that’s right” Or “No, find the blueber-
ries”), therefore the apes were aware that there was a “cor-
rect” answer and “erroneous” answers. These responses
could be considered a verbal reward, although it is impor-
tant to note that these were tests to measure the comprehen-
sion that the apes had already acquired, not the mechanism
by which the apes acquired symbols.

Alternative tests included as part of the data set could
present, as the sample, either an English word, a lexigram, a
picture, or any combination of English word, lexigram, and
picture, with the response still being on the keyboard (no
test in which the alternatives were chosen from a smaller
set than 256 alternatives was included in the analysis). All
tests were run according to the procedure described above,
with only the sample type differing, however, not all tests
were double-blind, neither were double bind-tests necessar-
ily differentiated. Therefore, all trials should be assumed to
be non-double-blind. Tests including all sample types are
included in the analysis to allow exploration into all repre-
sentations revealed by the apes’ associations between
English word, lexigram symbol, and physical referent (rep-
resented in the tests as a photograph). These vocabulary
tests and other tests that presented full sentences yielded
volumes of published data, indicating that the apes could
match English words, photographs and lexigrams to each
other (Brakke and Savage-Rumbaugh 1995, 1996; Savage-
Rumbaugh et al. 1986).

Data set

The error analysis was conducted on vocabulary tests
recorded at the Language Research Center between 1990
and 2001 comprised of 7,563 trials administered to Panban-
isha and 6,091 trials to Kanzi. Overall, the bonobos’ error
rates across all trials were relatively low-Panbanisha: 5.7%
(88.9% correct, 5.4% correct with assistance or refusal to
answer); Kanzi: 17.5% (77.7% correct, 4.8% assisted or
refused); resulting in a data pool of 427 errors for Panban-
isha and 1,070 errors for Kanzi. Please note that the chance
rate for a correct response for the majority of the study was
1/256 (and for the final 3 years chance was 1/384)-the
denominators representing the number of lexigrams on the
lexigram boards. Importantly, these results show funda-
mental comprehension of these symbols by the apes at the
beginning of testing.

Errors were coded whenever an ape indicated the incor-
rect lexigram; this may be an overestimate of answers that
were “errors” in the minds of the apes. Many of these
“errors” may have been attempted communications rather
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than attempts to respond to the sample, such as requests for
items, continuations of previous topics, etc. and are possi-
bilities for further studies. However, the low error rates
suggest that the apes were familiar with the task and were
aware of the existence of correct and incorrect answers.

Additionally, the apes frequently self-corrected when an
error was made (self-correction was noted by the individual
experimenters when the ape selected the correct lexigram
after an error was made, but before any feedback was given
by the experimenter). Kanzi self corrected on 89/1,070
errors (8%) and Panbanisha on 49/428 errors (11%), indi-
cating acknowledgement of errors. Importantly, our results
should only be affected negatively by these extraneous
“errors”. Any communicative attempts that are not related
to the sample (and therefore the mental representations
associated with the sample) should bear no regular resem-
blance to the sample, therefore increasing the rate of uncat-
egorizable errors. However, to clarify any differences
between these self-corrections and other errors, a brief anal-
ysis of these errors alone is presented below.

Coding

Errors were coded according to three dimensions of simi-
larity between sample and erroneous choice: auditory simi-
larity, physical similarity of the referent, and physical
similarity of the lexigrams (see Table 1). Errors were also
coded for two semantic error types—categorical equiva-
lence and spatio-temporal associations; one syntactic error
type—part of speech; and one articulatory error type—
proximity on the keyboard. All remaining errors were clas-
sified as “uncategorizable”, although these errors occasion-
ally included likely attempted communications (as opposed
to responses to the sample). Each error was coded with all
of the possible error types to which it matched; that is,
errors could be placed into more than one coding category.

Reliability coding

An experimenter who had spent over 6 years working with
the keyboard and the apes was employed as a reliability
coder. Due to the specific use of the second coder to check
reliability, all disagreements were resolved in favor of the
first author. The reliability coder was first given a total of
175 training trials and then coded 174 new trials that were
compared to the same trials coded by the first author. The
first author coded the trials with 307 separate codes, the
reliability coder with 311. The two experimenters agreed on
263 of these codes and disagreed 66 times, for a basic
agreement of 80%. Because of the low distribution of some
code types, inter-observer reliability for these codes was
determined using Cohen’s Kappa (see Table 1 for Kappa
values). Agreement ranges from a high of 0.94 for proxim-
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Table 1 Error type codes: error types, definitions and Cohen’s Kappa for interobserver reliability

Error types Description Examples Cohen’s Kappa
Auditory similarity The sample and the error have Jared/cherries 0.94
similar spoken labels Jelly/Jell-O
Physical similarity A photograph of the sample could Apples/apricots 0.66
be mistaken for a photograph River/water
of the error
Lexigram similarity The lexigrams of the sample and the 0.76
error have at least two physical R
gar
similarities (e.g. color, shape of design
element, number of design elements) [m
.LOITIOD
wash/hide
Categorical equivalence The sample and the error belong Lemonade/juice 0.86
to a common category (e.g. location, Sue’s office/A-frame
edibles, animates) Towel/blanket
Spatio-temporal association The sample and the error are Key/outside 0.61
frequently found together in time Criss cross corners/blackberries
or space (and/or are functionally
related), but are not categorical
equivalents (e.g. a location and the
food found there; an object and the
instrument to open it)
Part of speech The sample and the error belong to the Sue/milk 0.62
same syntactical category, but are not Goltickle
categorical equivalents or spatio-temporal
associations (e.g. nouns)
Proximity On the keyboard, the lexigram of the sweet potato/chase 0.94
error is within 4 lexigrams in any
direction of the lexigram on the sample
(e.g. one above the other on the keyboard)
Uncategorizable The error cannot be placed in to any 0.73

of the above categories

All Kappa values are in the good to excellent range

ity to a low of 0.61 for spatio-temporal association. All are
within acceptable ranges. Lower scores are in part due to
the coding scheme—e.g. spatio-temporal association is
defined as “related in space and time, but not a categorical
equivalent”. Therefore, any disagreement on categorical
equivalence would also affect reliability on spatio-temporal
association (and also part of speech).

Secondary coding

Our initial categorization coding represented high-level cat-
egories (e.g. edibles, locations)—more abstract than basic-
level categories. To explore the apes understanding of
basic-level categories, the data were recoded. Errors coded
within the larger category “edibles”, were recoded to reflect
basic level categories including: drinks, meat, grains, vege-
tables, fruit, dairy, sweet, spice, water, and wild foods

found in the woods. Errors coded within a “location” cate-
gory were re-coded: indoor or outdoor. Errors coded as an
“animate” were recoded: people, apes, animals, and cos-
tumed characters. Errors coded as “objects” were recoded:
grooming, toys, fire, clothes, movement, tool, and objects
found in the woods. Errors coded as “actions” were
recoded: movement or play. Most categories also had
superordinate examples such as “food” or “outdoors”, both
lexigrams found on the keyboard.

These recodes were specifically determined from a list—
for example: the indoor locations were childside, colony
room, tool room, middle test room, bedroom, group room,
colony room, kitchen, bathroom, t-room, staff office, play-
yard, and Sue’s office; and the list of “animals” included
dogs, bugs, and snakes, but excluded apes and humans. A
very few items were included on more than one list. For
instance, Kool-Aid appeared on both the “sweet” list and
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the “drink” list. In these cases, all applicable sub-categori-
cal matches were coded [Kool-Aid was a categorical match
for both Jello (a sweet) and orange juice (a drink)]. These
lists pre-supposed certain categories (for example, “play-
yard” could have been categorized as outdoors) and further
analysis may reveal that the apes did not conform to all of
these pre-suppositions.

Further coding of the “proximity” variable was also
undertaken to investigate the apes’ representation of key
location. 2-lexigram (and 1-lexigram) proximity were
coded when the error was within 2 (or 1) lexigrams of the
sample on the keyboard.

Analysis
Random distributions

A good measure of chance based solely on the lexigram
keyboard was difficult to obtain because each lexigram
would have its own probability of being coded with a spe-
cific error type. For example, “coke” could be a categorical
equivalent to 63 other “edibles” on the keyboard. However,
a location such as “colony room” has only 32 possibilities
for categorical equivalence. Also, lexigrams in the middle
of the keyboard could be coded as “proximity” to 80 other
lexigrams, whereas those in the corners could only be
coded with 24 other lexigrams.

Therefore, in order to separate meaningful error patterns
from chance patterns, a random distribution of 300 sample and
error pairs was created to compare actual errors to predicted
errors, based on each lexigram being equally likely to serve as
a sample or an error. Microsoft Excel’s random number gener-
ator yielded an integer from a uniform distribution of the num-
bers between 1 and 256 for each sample and error, which were
mapped one-to-one to the lexigrams and spoken English
glosses on the 256-lexigram keyboard and were coded in the
same fashion as the apes’ responses. The smaller keyboard
was utilized to provide a conservative estimate of chance.

For example, the random number distribution would
yield numbers between 1 and 300 with each number being
equally likely. An example of a random pair would be 104
and 25. 104 was glossed as “balloon” and 25 as “celery”.
This would be considered a trial in which “balloon” was
presented and “celery” was the error made, which was then
coded with “part of speech”. By this method, individual
probabilities of specific lexigrams should be as likely in the
random distribution as in the apes’ errors.

A second random distribution was also analyzed to
explore possible effects of the caretakers’ or the apes’ pref-
erences for specific lexigrams as samples and/or errors.
Because not all of the sample items were chosen randomly,
preferences for particular lexigrams could produce spurious
results. For this analysis, two random distributions were
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generated by calculating the percentage of the apes’ data
containing a specific referent, first for samples, then for
errors. Using the discrete distributions created by these per-
centages, 300 random numbers were generated, again, first
for samples and then for errors. Excel’s discrete distribution
random number generator was used to perform this task.
Because Excel’s random number generator initiates with a
1, an additional random number (total of 301) was gener-
ated for the errors and the first number (1) was discarded.

Sample modes

As described above, the vocabulary sample for the tests
could include any combination of English, lexigram and pho-
tographic representation. A breakdown of error types when a
single sample type (English, Lexigram, or Photograph) is
presented is analyzed below. Also, a correlation analysis
investigated the effects of the presence of the three sample
modes on the types of errors made to determine the amount
of variance in the error type that could be accounted for by
sample mode. Note that in these correlations, a trial with
English + Lexigram as a sample would be included in both
the correlation for English sample type and the correlation
for Lexigram sample type. This is in contrast to the break-
down of error types by sample type, which data set was
restricted to samples that only included one sample type.

The hypotheses being tested in these analyses predicted
that, for example, if the sample includes the sample type
“photograph”, the apes’ visual representation of the symbol
should be activated and more errors of the type “physical
similarity” should be reported. A specific example might be
that a sample includes a picture of an apricot. The ape sees
the apricot and its visual representation of the picture
includes “round” and “orange”, this would make an error of
“peach” or “orange” more likely. This hypothesis is most
revealing when the sample includes a lexigram. Since the
act of choosing a lexigram on the keyboard is more similar
to a multiple-choice task than to a recall task (which is what
sign-language or other language tests are), the ape should
be able to make a purely visual match of lexigram to lexi-
gram without any other representations being triggered—
therefore lexigram similarity errors should be the most fre-
quent and, in a correlation between lexigram sample and
lexigram similarity errors, the sample type (lexigram)
should make a large contribution to the variance.

Results
General results

The error type results for the apes and the random distribu-
tion appear in Table 2 (See S2 for all results and codes).
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Table 2 Error type results: number of errors (and percentage of total errors) coded in each error type for each ape and both random distributions

(rd uniform and rd matched)

Error types Kanzi Panbanisha rd uniform rd matched
Auditory similarity 97* (9%) 73* (17%) 2 (0.6%) 3 (1%)
Physical similarity 130* (12%) 53* (12%) 6 (3%) 4 (1%)
Lexigram similarity 113%* (11%) 66* (15%) 14 (5%) 9 (3%)
Categorical equivalence 607* (57%) 211%* (49%) 46 (15%) 47 (16%)
Spatio-temporal association 68 + (6%) 64* (28%) 4 (1%) 8 (3%)
Part of speech 2137 (20%) 120" (28%) 131 (43%) 144 (48%)
Proximity 381* (36%) 239* (56%) 76 (25%) 48 (16%)
Uncategorizable 140" (13%) 457 (11%) 86 (29%) 75 (25%)
Total errors 1070 427 300 300

Errors can be coded with more than one error type (% tests)

* P <0.001, apes made more errors of this type than would be expected by either rd

** P <0.006, apes made more errors of this type than would be expected by either rd

AP < 0.001, apes made fewer errors of this type than would be expected by either rd;

+ Kanzi made more errors of this type than would be expected—P < 0.05 compared to rd matched, P < 0.001 compared to rd uniform

Uncategorizable errors were recorded in the apes’
responses significantly less often than would be expected
by chance as measured against both random distributions.
Errors were associated more often than predicted by chance
with auditory similarity, physical similarity, lexigram simi-
larity, proximity, categorical equivalence, and spatio-tem-
poral association; but less often than would be predicted by
chance with “part of speech” (see Fig. 1 for example).
Because each of our hypotheses is being tested indepen-
dently of the others (Does auditory similarity effect error
type? Does categorical equivalence effect error type?), Bon-
ferroni’s adjustment is not particularly called for (see Per-
neger 1998). However, should a Bonferroni’s adjustment
be utilized, it would require a P value of under 0.006 for
each comparison for a total alpha vale of P < 0.05 for all
comparisons between each ape and each random distribu-
tion. Only one of our comparisons does not meet this P
value, that of spatio-temporal association between Kanzi
and the matched random distribution (rd matched,
x*(1, 1446) = 5.55, P = 0.02). Finally, errors were more fre-
quently coded with more than one code than would be
expected by either random distribution (rd) (Kanzi 478/
1070 (45%); Panbanisha 278/427 (65%); rd uniform 41/300
(14%); rd matched 39/300 (13%); P < 0.001, % tests).

Self-corrected errors

To further explore self-corrected errors, a total of 89 errors
by Kanzi and 49 errors by Panbanisha were compared to
the two random distributions. Both Kanzi and Panbanisha
made fewer uncategorizable errors when they self-corrected
than when they did not, although this difference was only sig-
nificant for Kanzi (Kanzi: 4/89 (4%), y*(1, 1303)=4.64,

P =0.03; Panbanisha: 2/49 (4%), Xz(l, 523)=1.77,
P =0.18). All of Panbanisha’s error types followed the pat-
tern of her general errors (when all errors were included)—
more errors than would be expected in auditory similarity
(5/49, 10%), physical similarity (4/49, 8%), lexigram similar-
ity (10/49, 20%), proximity (36/49, 73%), categorical equiv-
alence (19/49, 39%), and spatio-temporal association (16/49,
33%); but less than would be predicted by chance with “part
of speech” (7/49, 14%). Comparing her self-corrected results
with her general errors resulted in no differences except for
spatio-temporal association, in which she made more errors
when she self-corrected (x*(1, 556) = 6.24, P = 0.01).

In contrast, Kanzi’s error types followed the pattern of his
general errors in physical similarity (11/89, 12%), lexigram
similarity (20/89, 22%), proximity (40/89, 45%), categorical
equivalence (67/89, 75%) (more errors than in either rd) and
“part of speech” (12/89, 13%) (fewer errors than would be
expected by either rd); however his results in auditory simi-
larity (1/89, 1%) and spatio-temporal association (1/89, 1%)
did not differ from chance. Comparing his self-corrected
errors to his general errors, Kanzi made fewer auditory simi-
larity errors when he self-corrected (1/89, 1%; xz(l, 1257) =
6.02, P=0.01) and more lexigram similarity errors (20/89,
22%: xz(l, 1292) = 8.36, P =0.003); however, his rate of
self-corrected spatio-temporal errors were not significantly
different from his general errors, possibly due to low num-
bers (1/89, 1%; ¥*(1, 1228) = 3.72, P = 0.05).

Sample mode
Panbanisha and Kanzi’s distribution of error types differed

depending on the mode of the sample (English, lexigram, or
photograph) (Panbanisha y*(1, 745)=18.14, P <0.001;
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Fig. 1 Associations suggested
by the data to exist in the minds
of the apes. Representation of
the semantic associations in the
minds of the apes (leff) and the
errors (right) that were gener-
ated in connection to the symbol
for “gorilla”. Errors are marked
with colors, typefaces and line
types to match the error type
codes and the number following
the error indicates the number of
times those symbols were con-
fused in this study

Kanzi %*(1, 1551)> 30, P <0.001) (Fig.2), however, the
comparisons between the apes’ results and the random dis-
tributions did not differ greatly. For Kanzi, only two (out of
16) results that were significant with all errors included were
not significantly different from either random distribution
when separated by sample type: spatio-temporal association
with a lexigram sample and part of speech with a photo-
graph sample. Three other of Kanzi’s results were not sig-
nificantly different from one random distribution: part of
speech with a lexigram sample and proximity with a photo-
graph sample (not significantly different from rd uniform);
and spatio-temporal association with a photograph sample
(not significantly different from rd matched). For Panban-
isha, one result was not significantly different from either
random distribution: auditory similarity with a photograph
sample; and another was not significantly different from one
random distribution: spatio-temporal association with a pho-
tograph sample (not significantly different from rd matched).
Many of these drops in significance can be accorded to low
numbers (for example, there were only 51 examples of
errors for Panbanisha with a photograph sample).
Importantly, the majority of findings are unaffected by sam-
ple type. For both Kanzi and Panbanisha, auditory similarity
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errors were more likely than would be expected by chance
even when the sample was a lexigram (and for Kanzi, more
likely than chance even when the sample was a photograph).
Similarly, physical similarity errors were found more often
than would be expected by chance for both apes when the
sample was only the English word or only a lexigram. For
both apes, categorical equivalence and proximity were the
most likely errors to be found, regardless of sample type. For
example, when the sample was a lexigram and the apes there-
fore could have simply made a visual one-to-one match
between the sample and the lexigram on the keyboard, many
errors similar to the following were reported: Panbanisha: out-
doors—Ilookout point (code: categorical equivalent), Kanzi:
Sue’s office—Sue (codes: auditory similarity, part of speech).

The correlations between the presence of a sample mode
and error type also reveal no global effects. Panbanisha’s
rate of Auditory Similarity errors was correlated with sam-
ples that included English (63/341 errors from a sample that
included English coded as auditory similarity; r=0.16,
P <0.001) and her rate of lexigram similarity errors was
correlated with sample that included a lexigram (15/46;
r=0.17, P<0.001), but her rate of physical similarity
errors was not associated with a sample that included a
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Fig. 2 Percentages of error type

Percentage of Errors Coded by Sample Type
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photograph; Kanzi, in contrast, showed a significant
increase in physical similarity errors when the sample con-
tained a photograph (23/128; r=0.08, P <0.01), but
showed no effect on auditory similarity by samples that
included English and no effect on lexigram similarity errors
by samples that included a lexigram.

Correlations allowed us not only a measure of signifi-
cance, but of the variance associated with a specific inde-
pendent variable (in this case, sample type), when other
variables are accounted for (in this case, the other vari-
ables that may have been correlated with the apes’ rate of
specific error types included: year of the test, specific
sample (some lexigrams may have been more readily con-
fused than others), other codes (for example, proximity
errors also increased when a sample included a lexigram,
Fig. 2), etc). While these correlations are statistically sig-
nificant, the r2s, and therefore the variance associated
with these sample types, are quite small (largest is Pan-
banisha’s 7% between lexigram samples and lexigram sim-
ilarity errors —0.0289—whether the sample contains a
lexigram accounts for less than 3% of the variance associ-
ated with Panbanisha making an error based on lexigram
similarity).

Error types
Proximity

The apes showed positive results for proximity, that is,
they made erroneous choices within 4 lexigrams of the
correct choice more often than would be expected by
chance as measured by either random distribution.
Because this measure is unlikely to specifically identify
articulatory errors, as more than 1/2 of one panel of the
keyboard would be considered in “proximity” to a lexi-

gram in the center of the keyboard, further investigation
was warranted. Recoding the proximal symbols showed
that both apes also more frequently made errors within 2
lexigrams of the correct choice than either random distri-
bution [Kanzi 202 errors (19%); Panbanisha 151 errors
(35%); rd uniform 30 errors (10%); rd matched 16 errors
(5%): all P <0.01, x2 tests] and within 1 lexigram of the
correct choice (Kanzi 95 errors (9%); Panbanisha 72 errors
(17%); rd uniform 14 errors (5%); rd matched 5 errors
(2%): all P<0.05). When comparing the differences
between 2-lexigram proximity and 4-lexigram proximity
(in other words, the errors made between 3 and 4 lexi-
grams away from the correct choice) both Kanzi (179/381
proximity errors, 47%) and Panbanisha (88/239, 37%)
made significantly fewer errors than both random distribu-
tions [rd uniform (46/76, 61%); rd matched 32/48 (67%),
all P <0.05, xz tests]. This pattern was not the case for the
differences between 2-lexigram and 1-lexigram proximity
[Kanzi 107/202 (53%); Panbanisha 79/151 (52%); rd uni-
form 16/30 (53%); rd matched 11/16 (69%), all P > 0.05,
¥* tests], suggesting that the most salient level of proxim-
ity for the apes may be within 2 lexigrams and that prox-
imity may be an initial search mechanism for the apes,
with the final choice of a lexigram also guided by other
mechanisms (see later analyses).

To insure that proximity errors did not drive all results, a
brief analysis was performed in which all proximity errors
were removed from all databases. Removal of all proximity
errors did not result in substantially different results. Both
apes had error rates that were significantly higher than
chance in auditory similarity [Kanzi 75/745 (10%), Panban-
isha 51/247 (21%), rd uniform 2/224 (1%), rd matched
2/265 (1%)], physical similarity [Kanzi 77/745 (10%),
Panbanisha 19/247 (8%), rd uniform 5/224 (2%), rd
matched 3/265 (1%)], lexigram similarity [Kanzi 56/745
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(8%), Panbanisha 22/247 (9%), rd uniform 6/224 (3%), rd
matched 9/265 (3%)], and categorical equivalence [Kanzi
383/745 (51%), Panbanisha 51/247 (21%), rd uniform 34/
224 (15%), rd matched 36/265 (14%)]. Similarly, both apes
had error rates that were less likely than chance in part of
speech [Kanzi 99/745 (13%), Panbanisha 30/247 (12%), rd
uniform 136/224 (61%), rd matched 129/265 (49%)] and
uncategorizable errors [Kanzi 140/745 (19%), Panbanisha
44/247 (18%), rd uniform 86/224 (38%), rd matched 75/
265 (28%), all > tests]. Only the error rate for spatio-tem-
poral association showed no significant difference to a ran-
dom distribution and then, only to the matched random
distribution [Kanzi 35/745 (5%)—rd uniform 2/224 (1%):

Fig. 3 Proximity errors. Num-
ber of specific errors within 2-

¥*(1, 1006) = 6.41,(P = 0.01; rd matched 7/265 (3%) y*(1,
1052) = 1.92,(P = 0.16; Panbanisha 13/247 (5%)—rd uni-
form y2(1, 486) = 6.84,(P = 0.009; rd matched x*(1, 532) =
2.16, P =0.14].

In addition, the apes made fewer errors that were coded
only “proximity” or “proximity” combined only with “part
of speech” (Kanzi = 94 out of 381 proximity errors (33%);
Panbanisha = 38/239 (16%)) than would be expected by
either random distribution (rd uniform 54/76 (71%); rd
matched 35/48 (73%), P < 0.001, XZ tests). Instead, most
erroneous choices were both proximal to the correct choice,
and associated to it in another way (see Fig. 3 for an exam-
ple of differential errors associated with nearby lexigrams).

Errors within 2 lexigrams of "bedroom" or "orange juice"

lexigram proximity made by Bedroom Orange Juice
Kanzi and Panbanisha in re-
sponse to “bedroom” and “or- Bedroom
ange juice sa}n}ples. Bgdroom Stethescope
and “orange juice” are side-by-
side on the keyboard, therefore = Cheese
the majority of proximal lexi- Bite
grams are shared, however, the Playyard
errors made by the bonobos are Open
mutually exclusive, depending )
on other associations with the | Apricot
sample Celery Celery
Sleep ] Sleep
Keyboard Keyboard
Blanket [] Blanket
Collar [] Collar
Juice [ | Juice
Staff Office [ ] Staff Office
§ Coke = Coke
Do D
i g | og
Light Light
Peach [ | Peach
Group Room Group Room
Apple Apple
Key [ \ Key
Orange Drink Orange Drink
Cherries Cherries
Food
Colony Room Kanzi - bedroom
Talk | Panbanisha - bedroom
Chase ) .
. B Kanzi - orange juice
Liz
Pei | B Panbanisha - orange juice
Orange Juice
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Part of speech

The apes were significantly less likely to make an error
based on “part of speech” than would be expected by
chance. Interestingly, both Kanzi and Panbanisha made
more verb errors when presented with a verb than would be
expected by chance alone (Kanzi 88/155 verb errors when
sample was a verb; Panbanisha 14/41; both P < 0.05, bino-
mial test, probability of choosing a verb by chance 9%).
Note, however, that even though both apes chose verbs
more frequently when a verb was the sample, 21 out of the
23 verbs on the keyboard are actions, so semantic class can-
not be separated from syntactical class in this example.

Categorical errors

Some of the apes’ categorical errors overlapped with simi-
larity errors [ex: perceptual categorization, e.g. cherries and
blueberries (foods), lighter and sparkler (objects), Sherman
and Austin (animates), Scrubby Pine Nook and Mushroom
Trail (locations)]. However, even when this group of
responses was removed from the overall analysis (therefore
removing all categorizations with perceptual similarity), the
remaining categorical errors were found significantly more
often than chance [conceptual categorical errors—Kanzi
488 (45.6% of all his errors); Panbanisha 163 (38%); ran-
dom distributions: rd uniform 42 (14.0%); rd matched 44
(15%) (P <0.001, xz tests, for both Kanzi and Panban-
isha)]. See Fig. 4 for one example. Other examples of con-
ceptual categorization include: peaches and blueberries
(foods), balloon and sparkler (objects), Austin and dog
(animates), hilltop and river (locations).

When the categorical errors were re-analyzed for basic-
level and higher-order categorization, Panbanisha had basic
level matches on 161/211 categorical errors (76%) and
Kanzi had 388/607 (64%) [both significantly higher than
both random distributions—rd uniform 13/46 (28%), rd

Fig. 4 Conceptual and hierar-
chical categorization. Represen-
tation of the possible error types
(as coded in this study) and the
number of errors made by the
apes within those error types
connected with one example, the
symbol “blackberries”. The
more circles overlap, the more
categories of similarity between
the error and the sample, and
also the more likely the confu-
sion between the two in these
tests

matched 20/47 (43%) (P < 0.01, x2 tests)]. Kanzi made 219
errors at the higher level of categorization (20.5% of all
Kanzi’s errors), significantly more than either random dis-
tribution—rd uniform 33 (11%); rd matched 27 (9%) (rd
uniform (1, 1370) = 13.91, P < 0.001; rd matched y*(1,
1370) =20.91, P < 0.001). In contrast, Panbanisha’s errors
were predominantly basic-level matches with only 50
higher-level matches (12% of all errors) (rd uniform $x(1,
727)=0.09, P=0.77; rd matched Xz(l, 727)=1.37,
P =0.24).

Discussion

These findings support the suggestion that the symbolic
mental representations formed by nonhuman apes can
spontaneously organize into integrated, hierarchical cate-
gorical representational systems. This claim is supported by
the fact that the apes’ errors were more likely than expected
by chance to be coded with more than one error type and
these error types (except for part of speech) were all found
more often than would be expected by chance. These find-
ings argue against a simple associative mechanism for the
production of these errors. More likely, the representations
interact to produce the error patterns seen in these data,
forming integrated representational systems. For example,
both Kanzi and Panbanisha made fewer errors that were
coded as only “proximity” or “proximity” and “part of
speech” than would be expected by either random distribu-
tion (Fig. 3). This may suggest that an initial search mecha-
nism in response to a sample is the apes’ representation of
the lexigram’s location on the board, but the selection of an
error is finally guided by other representations, such as cat-
egorical equivalence or spatio-temporal association.

The difference in the apes’ results depending on the sam-
ple type presented may reflect different underlying repre-
sentational systems depending on the trigger mechanism.
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Similarly, in humans, error-producing mechanisms (and
possibly the underlying representational systems) seem to
differ by production mode (Berg 1996, 2005). However, the
low variance associated with sample type and the funda-
mental similarities between the percentages of error types
coded when broken down by sample type suggest that these
representational systems are not completely separate, nor
are they solely triggered by physical stimulus, but rather,
are triggered by all stimuli that evoke the representation.

Hierarchical representation can be argued based on the
apes’ categorical error types. Within these errors, Panban-
isha and Kanzi’s high number of basic-level category
matches suggest that this is the most salient categorization
level for these bonobos as it is for humans. Higher-level
categorization is suggested, however, by Kanzi’s error pat-
tern as it included more errors than were expected by the
random distribution at both the basic level (when the
higher-level matches were removed from the analysis) and
the superordinate level (when all basic level matches were
removed). These data would not be found if Kanzi only had
basic-level representation (such as fruit, e.g. apple and
orange) as there would be fewer than expected higher-level
matches that did not match at the basic level (e.g. hot dog
and orange), and visa versa for higher-level representation.
These data demonstrate that Kanzi’s mental representation
of symbols not only contains categorical knowledge, but
knowledge of several levels of categorization (see Fig. 4).
The capacity for hierarchical categorization in nonhumans
is confirmed by recent work with pigeons (Lazareva et al.
2004) and studies of gorillas and orangutans (Vonk and
MacDonald 2002, 2004; Vonk 2003).

It is important to note that several levels of hierarchy are
evident in the data from both Kanzi and Panbanisha. The
most basic level of categorization [defined by Bloom
(2000), pp. 148 as “the most inclusive level in which
objects are judged to have many features in common’], is
represented by many lexigrams themselves. This is the
same level that has been frequently examined in recent non-
human categorization studies including Brown and Boysen
(2000) and includes such familiar and natural categories as
dogs, noodles, oranges, and trees. Therefore, the “basic”
level representation exhibited by Panbanisha, actually
encompasses true basic-level categorization, e.g. “oranges”
and a secondary level, “fruit”, and Kanzi’s representations
include a third level, “edible”.

This is not to say that the representations of the apes nec-
essarily include this unifying concept explicitly. These data
only show that the apes respond differentially to members
of certain categories that were pre-defined by the experi-
menters than to non-members of these same categories.
This is also true of most infant categorization studies (e.g.
Levy and Schlesinger 1988; Madole and Oakes 1999;
Markman 1989; Rosch 1988). Interestingly, some lexigrams
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are specific, rather than categorical, such as Sue, Observa-
tion Room, and Kanzi and others are superordinates, such
as food, outdoors, and a recent addition “things”. The spe-
cifics of the apes’ categorical constructions are good candi-
dates for further research and analysis.

Our results also indicate that the apes make more con-
ceptual categorical errors than would be expected by
chance, paralleling findings from developmentally mature
humans (Nelson 1977; Quinn et al. 2001). Categorical stud-
ies with pigeons, monkeys and 3-month old children (e.g.
Bovet and Vauclair 1998; Brown and Boysen 2000; Quinn
et al. 2001; Roberts and Mazmanian 1988; Tanaka 2001;
Young and Wasserman 2001) have found perceptual cate-
gorization to be common, however, few studies of non-
humans have shown conceptual categorization, and none of
these were spontaneous (Bovet and Vauclair 1998; Savage-
Rumbaugh etal. 1980; Young and Wasserman 2001).
These results and earlier examples in Gardner and Gardner
(1984) as well as the recent studies by Vonk (2002, 2003)
support the suggestion that apes can form conceptual cate-
gories and that these categories are a part of these apes’ rep-
resentational systems.

Apart from these categorical representations, the results
also reveal that the mental representations of the apes
include spatio-temporal associations of symbolic informa-
tion. Similarly, children and adults make a variety of spa-
tio-temporal errors and word associations (Moran 1973;
Nelson 1977), e.g. dark-night, chair-sit, and lion-cage. The
bonobos’ errors are similar, e.g. key-open, umbrella-rain,
and monster-scare. Another spatio-temporal association
frequently found in the apes’ errors is the association of
familiar locations with the food found at those locations,
e.g. criss cross corners-blackberries, river-blueberries.

Additionally, both Kanzi and Panbanisha make more
errors based on “proximity” than would be expected by
chance, indicating that both apes’ mental representations of
the keyboard include information about where the lexigram
is located on the board. Indeed, Panbanisha made more
proximity errors than any other kind of error. However, fur-
ther investigation of 2-lexigram and 1-lexigram proximity
revealed that the most salient level of proximity is probably
within 2 lexigrams of the correct answer and Panbanisha
made fewer 2-lexigram proximity errors (35%) than cate-
gorical errors (49%).

These proximity data suggest that Kanzi and Panban-
isha’s errors were not predominantly articulatory, as are
those of novice human sign language users (Mayberry
1995) and the sign-language using chimpanzees in the
study by Gardner and Gardner (1984). In both of these
studies, errors related to the location and/or shape of the
sign were found without accompanying conceptual rela-
tions. These findings further support the hypothesis that
the representations of the apes’ are not predominantly
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structured around the physical properties of keyboard (as
would be suggested by the “novice” patterns of errors in the
Mayberry study), but around the conceptual meanings and
associations of those symbols (as would be suggested by
the “expert” pattern of errors in the Mayberry study).
Indeed, when proximity errors were removed from the anal-
ysis, almost all of the comparisons between the apes’ errors
and those of the random distribution were maintained; the
sole exception being spatio-temporal association (one pos-
sible explanation of this difference is that the representation
of spatio-temporal association is most often triggered when
the ape is searching the correct area of the keyboard for a
particular symbol, but does not immediately find it).

Importantly, as not all of the vocabulary tests were run
double-blind, any unconscious cuing on the part of the
caretakers should have led to many proximity errors
(including errors that had no other code), and this is not the
pattern observed. These results further support the hypothe-
sis that the apes’ representations of the lexigram symbols
and their English and referential counterparts comprises a
complex system of multiple associations, including physi-
cal, spatio-temporal and conceptual associations.

Many researchers have argued that syntactical structure
is the singular linguistic ability that separates human lan-
guage from animal communication (Calvin and Bickerton
2000; Pinker 1994; Wallman 1992). These data support
that claim in that the apes did not make errors based on
part of speech more often than would be expected by
chance. However, the determination of chance is con-
founded because the “part of speech” code was only uti-
lized in absence of a categorical match. Given the large
number of categorical matches by the apes, and the small
number of categorical matches in the random distributions,
the detection of any syntactical markings would be diffi-
cult to separate from the semantic (categorical) effect. This
confound is further affected by the predominance (over
86%) of nouns on the keyboard. Future analysis of data
with more verb, adjective, and/or performative samples
may clarify the syntactical marking question and would
help to clarify the distinction between semantic relations
(actions vs. agents, etc., see Greenfield and Savage-Rumb-
augh 1990; Greenfield and Lyn 2007, also Lyn etal.,
unpublished data) and syntactical parts of speech (nouns
vs. verbs, etc.). This distinction must be made, as although
both apes make more verb errors when presented with a
verb sample, the verb samples cannot be separated from
their semantic class of “action”. The recently expanded
keyboard contains many more nonaction verbs, allowing
for possible future study.

Finally, there were a number of ‘“error” types that
included attempted communications, rather than attempts to
respond to the sample, such as requests for items, continua-
tions of previous topics, etc. For example, when asked to

find the lexigram for “Sue”, Kanzi initially responded with
what could be interpreted as a request for interaction
“Chase, Tickle” then indicated “Sue”. This interpretation is
supported by the caretaker’s comment that Kanzi first
responded with activities that he would like to do with Sue.
In another instance, the caretaker’s comment at the begin-
ning of a test session indicated that she and Kanzi had com-
municated about going out to the playyard. Kanzi
responded “open” or “playyard” in all four errors found in
that test session. Another example may be when an ape
chooses the lexigram of a food found at a location, instead
of the location itself (e.g. “blackberries” for “criss cross
corners”). These “errors” are included within the “uncate-
gorizable” code when none of the other above codes is indi-
cated. However, these “errors” indicate the continued use
of the keyboard as a communicative system and are an
interesting subject for possible further analysis. Impor-
tantly, however, these future analyses would be reliant on
the subjective views of caregivers present during the tests
to tell us “why” the apes may have made the mistakes it
did.

These findings detail the spontaneous formation of hier-
archical, conceptual categories by symbol-using bonobos
utilizing a data set of vocabulary errors. Many questions
remain to be answered including questions of any develop-
mental changes that may have taken place over the 10+
years of data collection, co-occurrences of certain kinds of
errors; detailed examination of the uncategorizable errors,
and analysis of the specific types of hierarchical categories
that were formed by the bonobos. While outside of the
scope of this paper, these questions remain worthy of fur-
ther pursuit.
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