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Abstract We tested whether dogs have a cross-modal rep-
resentation of human individuals. We presented domestic
dogs with a photo of either the owner’s or a stranger’s face
on the LCD monitor after playing back a voice of one of
those persons. A voice and a face matched in half of the tri-
als (Congruent condition) and mismatched in the other half
(Incongruent condition). If our subjects activate visual im-
ages of the voice, their expectation would be contradicted
in Incongruent condition. It would result in the subjects’
longer looking times in Incongruent condition than in Con-
gruent condition. Our subject dogs looked longer at the
visual stimulus in Incongruent condition than in Congruent
condition. This suggests that dogs actively generate their
internal representation of the owner’s face when they hear
the owner calling them. This is the first demonstration that
nonhuman animals do not merely associate auditory and vi-
sual stimuli but also actively generate a visual image from
auditory information. Furthermore, our subject also looked
at the visual stimulus longer in Incongruent condition in
which the owner’s face followed an unfamiliar person’s
voice than in Congruent condition in which the owner’s
face followed the owner’s voice. Generating a particular
visual image in response to an unfamiliar voice should be
difficult, and any expected images from the voice ought to
be more obscure or less well defined than that of the owners.
However, our subjects looked longer at the owner’s face in
Incongruent condition than in Congruent condition. This
may indicate that dogs may have predicted that it should
not be the owner when they heard the unfamiliar person’s
voice.
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Introduction

In their pioneering study, Herrnstein and Loveland (1964)
showed that pigeons could be trained to peck at photos con-
taining humans and not to peck at those without humans.
Herrnstein and Loveland suggested that this behavior was
evidence of pigeons’ forming a “concept” of humans. Later
experiments have shown that several avian and primate
species form natural concepts of a variety of objects such
as water, trees, oak leaves, monkeys, and so on (Herrnstein
et al. 1976; Cerella 1979; Yoshikubo 1985). Thus, per-
ceiving distinguishable stimuli as a group is widespread in
the animal kingdom. After these experiments, studies with
well-controlled stimuli have demonstrated how nonhuman
animals discriminate classes of stimuli. Some argue
that the discrimination might reflect a simple stimulus
generalization from a few memorized exemplars (Cook
et al. 1990); whereas others suggest that animals may learn
a prototype of the stimuli (Aydin and Pearce 1994). Some
propose that animals may learn to attend to a few physical
dimensions of the stimuli (Lea and Ryan 1993), whereas
others argue that categorization sometimes transcends per-
ceptual resemblance, for example, when dissimilar stimuli
give rise to the same behavior (Wasserman et al. 1994).

However, those studies are limited in several ways. First,
because of the perceptual resemblance among stimuli in
previously used categorical discrimination tasks, studies
have not demonstrated nonhuman animals’ abilities for cat-
egorization controlled by conceptual mechanisms that are
independent of the perceptual characteristics of the stimuli
or associations with motor responses. Second, each exem-
plar of natural concepts that we humans have, may lead us to
generate a specific or typical representation of that concept.
This aspect of interchanging information has not received
much attention. Comparative cognitive approaches to such
aspects are essential for understanding how abilities for
categorization might have evolved.
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In the present study, we focused on the cross-modal na-
ture of concepts. Clearly, exemplars in different sensory
modalities should not share any perceptual characteris-
tics. For instance, our concept of “dogs” contains not only
their various shapes but also their vocalizations, smells,
etc. with no perceptual resemblance between their vocal-
izations and their appearance. Furthermore, when we hear
the vocalization of a dog, we may activate visual images
of dogs. This is the interchanging information aspect of
concepts described above. Such interchanging informa-
tion across sensory modalities would be useful to animals
because the modality available at one time may be un-
available at other times. For example, if an animal uses
vision as the primary channel for controlling its behav-
ior, transforming information from other modalities to vi-
sion would be advantageous, as seems to be the case for
humans.

Recent reports show that nonhuman primates can form
associations across sensory modalities. Using an auditory–
visual matching to sample procedure, Hashiya and Kojima
(1999, 2001) demonstrated that a female chimpanzee suc-
cessfully matched noises of objects or voices of familiar
persons with corresponding photographs. In their experi-
ment, the subject was given visual choice stimuli after a
sound was played back. She was required to select the ap-
propriate photograph of an object such as a castanet follow-
ing its sound, or photographs of familiar trainers following
their voices. After a training phase, she showed good per-
formance to a new set of familiar objects. Such multi-modal
association is not limited to apes; Ghazanfar and Logothetis
(2003) reported that rhesus monkeys are also able to detect
the correspondence between conspecific facial expressions
and the voices. They used a preferential-looking technique.
Subjects were seated in front of two LCD monitors and
shown two side-by-side 2-s videos, synchronized to an au-
dio track, played in a continuous loop for 1 min, of the same
conspecific individual (‘stimulus animal’) articulating two
different calls. A sound that corresponded to one of the two
facial postures was played through a speaker. The subjects
looked more at the videos showing the facial expression that
matched the simultaneously presented vocalization than at
those that did not. More recently, Evans et al. (2005) also
used a preferential looking procedure with tufted capuchin
monkeys and found that they also are able to detect the
correspondence between appropriate visual and auditory
events.

These results imply that those species generate visual
images when they hear sounds or vocalizations. However,
the tasks used, involving simultaneous presentation of two
visual stimuli to the subject, allow the latter to choose
one by judging which stimulus is more associated with
the auditory stimulus after comparing them. Thus, in the
strict sense, it is still unclear whether they actually activate
visual images on hearing the vocalization, before the visual
stimuli appear. This aspect of intermodal transformation of
representations remains to be tested directly. At the same
time, further information is required on how widespread
such intermodal transformation of representations might
be in the animal kingdom.

To explore this issue, we used an expectancy violation
procedure, often used to test human infants for inferences
about external events. Typically, the subject is shown one
event several times followed by a second event. It is as-
sumed that the subject should look longer at the second
event if the latter contradicted the outcome expected based
on the first. In our procedure, we present a vocalization
followed by only one photograph of a face, either matching
(Congruent condition) or mismatching (Incongruent con-
dition) in personal identity with the vocalization. If the
subject activates a visual image and expects it on hear-
ing the voice, the expectation should be contradicted if a
mismatching face then appears. Thus, the subject should
look longer at the photographs in the Incongruent condi-
tion than the Congruent condition. However, if the sub-
ject does not activate any visual images, looking behaviors
toward a visual image in the two conditions should not
differ.

We used a nonprimate species, the domestic dog (Canis
familiaris) as a subject. The domestic dog is a highly social
species that shares many characteristics of complex social
systems known in nonhuman primates. Recent molecular
genetic analyses have shown that dogs diverged from the
common ancestor with wolves somewhere between 35,000
and 100,000 years ago (Vilá et al. 1997). During their long
history of domestication and close cohabitation with hu-
mans, there has been selection for sophisticated skills for
interacting and communicating with humans.

It is already known that dogs can use human attentional
cues (body/head orientation) in a food-choice situation
(Soproni et al. 2002). They are also able to direct human
attention toward the location of hidden food (Miklósi
et al. 2000). Hare et al. (2002) showed that dogs may even
be more skillful than great apes at a number of tasks in
which they must read human communicative signals that
indicate the location of hidden food. In that study, wolves
raised by humans performed poorly in such tasks, whereas
dog puppies raised by their biological mothers did well.
This suggests that during the process of domestication,
dogs have been selected for a set of social-cognitive
abilities that enable them to communicate efficiently with
humans.

Close cohabitation may also enhance other cognitive
skills. For example, flexible formation of categories could
be advantageous for dogs sharing the same environments
with humans. A recent study demonstrated that a dog
learned names of more than 200 objects. He even learned
the names of novel items using the exclusion principle after
a single trial, and correctly retrieved those items up to 4
weeks after the initial exposure. (Kaminski et al. 2004, but
also see, Markman and Abelev 2004; Fischer et al. 2004).

In this study, we investigated whether dogs would
actively recall the visual representation of a person
when they hear the voice of that person. We used a
cross-modal version of the expectancy violation proce-
dure. We played back an owner’s or a stranger’s voice
and then presented a face which either matched or
mismatched with the preceding voice. We hypothesized
that, if the subject activated the visual image of the
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Table 1 Dogs breed and their age in this experiment

Dogs’ breed Number of subjects Age of dogs (years)

American Cocker
Spaniel

2 4, 7

Cavalier King Charles
Spaniel

5 5, 5, 5, 5, 8

French Bulldog 1 1
Golden Retriever 3 2, 4, 5
Miniature Dachshund 5 1, 1, 1, 1, 3
Mixed 1 7
Shiba dog 1 4
Welsh Corgi 8 1, 1, 2, 3, 3, 6, 6, 9
West Highland White
Terrier

2 6, 11

caller upon hearing the caller’s voice, the subject would
be surprised at the mismatched combinations, and thus
would look at the photo longer than they do in matched
conditions.

Experiment

Subjects

We recruited dogs and their owners through a personal
acquaintance network from the following four cities and
prefectures: Kyoto, Kyoto; Otsu, Shiga; Nishiwaki, Hyogo;
Inuyama, Aichi. Participation in the test was voluntary.
The dogs included various breeds (see Table 1); there were
15 males and 13 females. All dogs had lived with human
families since they were puppies. They were naive with
respect to any behavioral experiments.

Stimuli and apparatus

Four test stimuli were prepared for each animal. These
were: a photo of the owner against an ivory-colored back-

ground (PO); a photo of another person of the same sex
unfamiliar to the dog (PN); the voice of the owner calling
the dog’s name (VO); the voice of the unfamiliar person
calling the dog’s name (VN). Other characteristics such as
clothes, hairstyles, and ages were uncontrolled. We asked
each person to call the dog’s name and recorded the call
on a mini-disk recorder, then stored the digitized voice on
computer in WAV format. The sampling rate was 44,100 Hz
and the sampling resolution was 16-bit. The duration of the
paired voices was approximately the same because they
called the same dog’s name. The amplitude of the voices
appeared equivalent to human ears. We also took a digital
photo of a full face of each person smiling and stored the
photo on computer in JPEG format of the size 450 (W) ×
550 (H) pixels, or ca. 16 cm × 20 cm on the 18.1-in. LCD
monitor (SONY SDM-M81) we used. The background and
the size of the paired photos was the same.

We set up a transportable apparatus as shown in Fig. 1
at the house of the owner or a friend of the owner. Briefly,
the LCD monitor was located about 1 m from the subject’s
nose. At the beginning of the test, a black opaque screen
(90 cm × 90 cm) was placed in front of the monitor to
prevent the subject from seeing the monitor. Two digital
camcorders (SONY DCR-TRV-30), one located behind the
subject and the other behind the LCD monitor, recorded
the subject’s behavior. Presentation of the stimuli was con-
trolled via a Visual Basic 5.0 program on a laptop personal
computer (Dell Inspiron 4100, with Pentium III 1.2 GHz)
located in an adjacent room.

Procedure

We used an expectancy violation procedure based on one
often used to test human infants for inferences about ex-
ternal events. Typically, the subject is shown one event
several times followed by a second event. It is assumed
that the subject should look longer at the second event if
the latter contradicts the outcome expected based on the
first event.

Fig. 1 A schematic drawing of
the apparatus
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Fig. 2 The mean duration of looking at the monitor in the photo
phase for each condition averaged for all subjects. The two bars
located in the middle indicate the results in the Incongruent condition.
The two bars located at both ends indicate the results in the Congruent
condition

We extended the expectancy violation procedure to test
multi-modal recognition of correlated events in the dogs.
Each trial consisted of the following events: The dog either
sat or lay down in front of the LCD monitor. We asked
one of the owner’s family or friends, familiar to the dog,
to lightly restrain the animal either with a harness or by
simply holding the dog. The restrainer was ignorant of the
purpose of the experiment, and was instructed not to speak
to the dog or make any movements that might influence
the dog’s attention or behavior during the test. An exper-
imenter, who observed the subject via a 4-in. television
monitor connected to the camcorder behind the LCD mon-
itor, started the trial when the subject looked at the center of
the screen. Each trial consisted of two phases. The first was
the voice phase and the second was the photo phase. In the
voice phase, one of the two voices was played back from
the speakers installed in the monitor every 2 s, for a total
of five presentations. The duration of the voice was about
750 ms but varied slightly depending on the subject’s name
and the caller. The photo phase began immediately after
the final call. In the photo phase, the opaque screen was
removed by a second experimenter to reveal the photo of
a face on the LCD monitor. The experimenter was always
positioned behind the screen and was ignorant of the photo
shown on the monitor. Screen removal was done calmly
and smoothly to avoid disturbing or frightening the sub-
ject. The photo phase lasted 30 s. The subject’s looking
behaviors toward the visual stimulus in this phase were
video-recorded for later analyses.

Each dog was given the following four test trials: In
the VO-PO trial, the owner’s photo appeared after the
owner’s voice. In the VN-PN trial, the photo of an un-
familiar person appeared after his/her voice. In the VN-PO
trial, the owner’s photo followed the voice of the unfamil-
iar person. In the VO-PN trial, the photo of the unfamil-
iar person followed the owner’s voice. The voice and the
photo matched in the former two trials (Congruent trials),
whereas they mismatched in the latter two (Incongruent
trials).

These four test trials were presented in pseudo-random
order with the restriction that the same voice was not re-

peated on consecutive trials. The inter-test trial interval was
about 10 min.

Results

After the experiments, the videos of trials were captured on
a personal computer and converted into MPEG file format
(30 frames per second). A coder who was blind to the stim-
uli recorded the duration of subjects’ looking at the monitor
in the photo phase. A second coder scored eight randomly
sampled subjects to check the reliability of coding. Total
looking time for each trial rated by the second coder was
compared with that by the first coder. The correlation was
highly positive (Pearson’s r = 0.952, n = 32, p<0.01).

We calculated total looking time for each trial on each
subject (Fig. 2). Those looking times were analyzed by
a 2 × 2 repeated-measures analysis of variance with faces
(Owner or Unfamiliar person) and conditions (Congruent
or Incongruent) as factors. This analysis showed a signifi-
cant main effect of conditions (F(1,27) = 6.489, p = 0.017),
but no significant main effect of faces (F(1,27) = 0.708,
p = 0.408) nor was there a significant interaction between
conditions and faces (F(1,27) = 0.099, p = 0.756). These
results indicate that the subjects’ looking time in the two
Incongruent trials was significantly longer than those in the
two Congruent trials regardless of face stimuli.

Discussion

We tested dogs with an expectancy violation procedure in
which we presented a photograph, either of the owner’s
face or an unfamiliar person’s face, after playing back a
voice. The voice and face matched in half of the trials
(Congruent condition) and mismatched in the other half
(Incongruent condition). We found that subjects’ looking
times toward the monitor were longer in the Incongruent
condition than those in the Congruent condition. This result
suggests that dogs actively generate an internal representa-
tion of the owner’s face when they hear the owner calling
them. This is the first demonstration that nonhuman ani-
mals do not merely associate auditory and visual stimuli
but also actively generate a visual image from auditory
information.

Interestingly, the dogs also looked at the visual stimulus
longer in the Incongruent condition in which the owner’s
face followed an unfamiliar person’s voice (VN-PO trial)
than in the Congruent condition in which the owner’s face
followed the owner’s voice (VO-PO trial). Generating a
particular visual image in response to an unfamiliar voice
should be difficult, and any expected image from the voice
ought to be more obscure or less well defined than that of
owners. However, our subjects looked more at the owner’s
face in the Incongruent condition than in the Congruent
condition. This may indicate that dogs use exclusion rules;
that is, they may have predicted that the owner should not
appear after hearing the unfamiliar person’s voice. This
explanation is supported by evidence that dogs can fast
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map words on novel items (Kaminski et al. 2004). Fast
mapping also needs the ability to use the exclusion rule.
Here, the dog must understand that a new name should not
be for familiar objects.

One possible confounding factor might be that while re-
straining the dog, the owner’s family member or friends
unwittingly provided the dog with cues. If we used a choice
task, then a “Clever Hans” effect could have affected the
subjects’ behaviors. But in our task the restrainers were
ignorant of the hypothesis, and they were ignorant of the
stimuli presented on the monitor because they were asked
to look at the small monitor on the cam coder to keep the
dogs on film.

The present finding reminds us of the impressive recog-
nition of alarm calls reported in vervet monkeys and Diana
monkeys. In vervets, Seyfarth and Cheney (1992) showed
that habituation to one type of alarm call transferred to an-
other call with a similar meaning but quite different acoustic
features. Those authors suggested that the monkeys recog-
nized the referent (i.e., meaning) of the call upon hearing
it. Zuberbühler (2000a, b, c) obtained similar results in Di-
ana monkeys. These studies suggest that monkeys might
generate representations of predators when they hear the
corresponding alarm calls.

The present demonstration in dogs is similar to those de-
scribed above in monkeys but is different in one important
aspect: alarm calls work as a signal (an index), with the
predator as a referent. Thus they are not regarded as an ex-
emplar but as a label for a certain category. This indexical
function is different from one modality-specific exemplar
recalling another of the same category. This function of
exemplars has never been demonstrated in nonhumans. We
suggest that conceptual representations by nonhuman or-
ganisms may be much more like that of humans than has
previously been assumed.

In order to understand the evolution and function of cog-
nitive skills, we need comparative studies. The domestic
dog is a promising species for studying the evolutionary
emergence of cognitive abilities (Miklósi et al. 2003). They
are known to show highly sophisticated social skills in in-
terspecific interactions with humans (Miklósi et al. 1998;
Soproni et al. 2002; Virányi et al. 2004), even in compar-
isons with their ancestors, the wolf (Miklósi et al. 2003),
and with apes (Soproni et al. 2002; Hare et al. 2002). Ac-
cordingly, the question arises if other cognitive skills of
dogs have also been enhanced through close cohabitation
with humans. Kaminski et al. (2004) showed that a dog can
learn names of more than 200 objects and also can map fast.
Here, we provide additional evidence that dogs have the so-
phisticated cognitive skills required to form categories.
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