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Abstract
Landslides pose a significant threat to the safety of people and their property. Previous landslide susceptibility assessment 
efforts have often overlooked the impact of spatial variations in the distribution of driving factors on disaster occurrences. 
Geographically Weighted Regression (GWR) is the most commonly used method for spatially heterogeneous modeling. 
However, it uses a single bandwidth and cannot explain the spatially varying scaling parameters of each factor. This study 
focuses on Luhe as the research area and introduces the Multiscale Geographically Weighted Regression (MGWR) model. 
By considering different spatial scales, the spatial non-stationarity of the relationship between landslides and their driving 
factors was explored. The final results indicate that the MGWR model outperforms the global regression Ordinary Least 
Squares (OLS) model and the traditional GWR model. Within the study area, the influence of various factors on landslides 
is complex, exhibiting a multipolar pattern in space. Elevation emerges as the dominant driving factor in the research area, 
showing a negative correlation with landslides. By employing the concept of multiscale spatial local regression, one can 
better analyze the interaction patterns between factors and landslides, providing improved insights for disaster prevention 
and mitigation.
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Introduction

Landslides, as a frequently occurring global geological haz-
ard, have significant impacts on the natural environment, 
human society, and economic development (Petley 2012; 
Han et al. 2019). Relevant studies indicate that between 1900 
and 2020, landslide events resulted in a total of 66,438 fatali-
ties and ~ 10.8 billion USD in economic losses, with Asia 
being the most affected region (Guha-Sapir et al. 2020).

Landslide susceptibility mapping (LSM), which describes 
the spatial probability of landslide occurrences based on 
local topographic conditions, is an essential tool for promot-
ing landslide risk management and reducing disaster losses 
(Huang et al. 2020; Nhu et al. 2020; Kaur et al. 2024). In 
previous studies, most scholars chose to evaluate suscep-
tibility by focusing on causative factors closely related to 
landslide disasters in the study area, such as elevation, slope, 
aspect, lithology, and then calculated the importance of the 
selected factors in the prediction process (Wang et al. 2020; 
Liu et al. 2021). The assessment methods can be classified 
into two categories: (1) qualitative analysis, such as the Ana-
lytic Hierarchy Process (Zhang et al. 2016a; Panchal and 
Shrivastava 2022). These methods often have subjectivity, 
relying heavily on expert knowledge and experience, mak-
ing them susceptible to human interference (Zhang et al. 
2022). (2) Quantitative methods are typically based on math-
ematical models, and common quantitative analyses include 
information value (Wang et al. 2019), logistic regression 
(LR) (Budimir et al. 2015), support vector machines (SVM) 
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(Huang and Zhao 2018), random forests (RF) (Youssef et al. 
2016; Sun et al. 2021), among others. These methods can 
eliminate human interference and objectively infer the likeli-
hood of landslides. As research advances, ensemble learning 
in landslide susceptibility assessment is gaining favor among 
scholars (Liu et al. 2023). Comparatively, assessment meth-
ods involving multiple model couplings often yield more 
accurate landslide susceptibility zones than those obtained 
from single models (Arabameri et al. 2019; Zhao et al. 2021; 
Zhou et al. 2021).

However, past research has often focused on improving 
the accuracy of landslide susceptibility assessment but has 
rarely considered the issue of spatial heterogeneity of land-
slide factors. Most studies generally assume a fixed relation-
ship between influencing factors and landslide occurrences 
within a given region (Gu et al. 2022). Traditional machine 
learning models, such as SVM and RF, construct classifiers 
based on training datasets to achieve optimal predictions. 
While this to some extent diminishes the impact of sub-
jective human influence and enhances predictive accuracy 
compared to statistical models, they remain inherently global 
in nature. Global models overlook variations in the contri-
butions of individual influencing factors within the study 
area, potentially resulting in biases in parameter estimation 
and suboptimal predictions (Anselin and Griffith 1988). 
Owing to spatial distribution differences, i.e., the presence 
of spatial heterogeneity, a certain factor may have varying 
impacts on disasters in different sub-regions of the study 
area, exhibiting its spatial non-stationarity relationship with 
disasters. GWR offers unique advantages in addressing the 
spatial non-stationarity of geospatial data (Wheeler and Páez 
2009). It incorporates the geographic coordinates of the data 
into the regression parameters, performing local fitting by 
accounting for changes in explanatory factors correspond-
ing to changes in geographic location. For instance, gener-
ally, areas with steeper slopes are more prone to landslides 
compared to those with gentler slopes. This is because as 
the slope increases, the shear stress at the foot of the slope 
gradually increases, and the slope is more susceptible to the 
influence of tensional fractures. GWR reveals the spatial 
variation of its relationship with landslides by conducting 
regressions separately in areas with different slopes. The 
method of local regression is gaining attention in landslide 
assessment studies. Erener and Duzgun (2010)  found that 
incorporating the spatial structure of regression parameters 
significantly enhances model explanatory power. Feuillet 
et al. (2014) highlighted that the GWR model can retain 
crucial correlated factors that might perform poorly in global 
models. Chalkias et al. (2020)  demonstrated the GWR mod-
el's effectiveness in explaining spatial relationships between 
landslides and driving factors in Greece. Additionally, the 
GWR model has also demonstrated advantages over tradi-
tional statistical and machine learning models in predicting 

landslide susceptibility (Hong et al. 2017; Boussouf et al. 
2023).

Despite the GWR model demonstrates high applicability 
in exploring the spatial non-stationarity of landslide factors, 
its use of a single “optimal average” bandwidth for estimat-
ing all influencing factors prevents it from explaining the 
parameter variations of each factor at different spatial scales. 
As a crucial control parameter in constructing the GWR 
model, the bandwidth has a far greater impact on the final 
fitting results than the choice of the kernel function (Foth-
eringham et al. 2002; Chalkias et al. 2020). In the GWR 
model, observations near each calibration point typically 
exhibit similar characteristics, known as spatial autocorre-
lation (Song et al. 2022). However, the spatial autocorrela-
tion strength varies for each factor. The relationship between 
each landslide factor and landslides in space may manifest 
as local, regional, or global. If these differences are con-
solidated into a single spatial scale, it may lead to misjudg-
ments in the regression results. Multiscale Geographically 
Weighted Regression (MGWR) (Fotheringham et al. 2017) 
addresses the geographic multiscale issue in GWR to some 
extent by seeking unique bandwidths for different factors 
based on the extent of their spatial heterogeneity. Compared 
to a single bandwidth, MGWR minimizes model overfitting 
and reduces bias in the parameter estimation process to the 
greatest extent (Oshan et al. 2019). Additionally, unlike the 
stepwise regression model, the GWR model cannot automat-
ically remove irrelevant variables (Chen et al. 2022). This 
necessitates considering the nature of spatial heterogeneity 
when evaluating land features, an aspect often overlooked 
in previous research. The choice of evaluation units signifi-
cantly influences the assessment of spatial non-stationarity 
in factors. Some studies opt to interpolate coefficients after 
obtaining regression results based on raster cells (Zulkafli 
et al. 2023), but this approach may lead to illogical local 
fitting outcomes. As the fundamental units for landslide 
occurrences, slope units offer a relatively accurate repre-
sentation of various terrain features within the disaster-prone 
area compared to grid units (Huang et al. 2021). This allows 
for a better representation of homogeneity within units and 
heterogeneity between units, highlighting the spatial distri-
bution differences of factors.

This study analyzes the non-stationarity of the relation-
ship between influencing factors and landslides at different 
spatial scales using the MGWR model. It should be noted 
that this non-stationarity refers to spatial relationships and 
does not yet involve temporal series. Luhe County in Guang-
dong Province is selected as the study area to compare the 
advantages of the MGWR model relative to global regres-
sion models (OLS) and traditional GWR model. Addition-
ally, we explore the spatial patterns of landslide drivers and 
their relationship with landslides through visualization. 
The study aims to provide new methods and perspectives 
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for analyzing interaction patterns between factors and land-
slides, as well as for disaster prevention and reduction.

Study area

Luhe is situated along the southeastern coast of Guang-
dong Province, spanning the latitude range of 115°24' to 
115°49' N and the longitude range of 23°08' to 23°28' E 
(Fig. 1a). It covers a total area of 986 km2, with moun-
tainous terrain accounting for 787 km2, i.e., 79.8% of the 
total area. Luhe exhibits a range in elevation from 12 m 
above sea level to 1219 m, located on the southeast side 
of the Lianhua Mountains Range (Fig. 1b). Its topography 
generally varies from higher in the west to lower in the 
east, with the steepest slope reaching 77° and an average 
slope of 16°. The average annual temperature in Luhe is 
22 °C, with an annual average rainfall exceeding 1800 
mm, most concentrated between May and July, account-
ing for 40% of the total annual rainfall. Four major faults 
traverse the region, with the Hetian Fault being an active 
fault, exhibiting an overall gentle undulating extension and 
large scale (Fig. 1b). Based on lithological characteristics 
and physical properties, the engineering rock groups in 
the study area can be categorized into five types: single-
layer soil, double-layer soil, multilayer soil, stratified clas-
tic rock, and massive intrusive rock formations (Fig. 4e). 
The primary mode of transportation within the area is road 
networks, with over 90% of towns connected by roads, 
rendering transportation highly convenient (Fig.  4f). 

The region, abundant in mountainous terrain and ample 
rainfall, coupled with active tectonics and extensive land 
development, has made landslides a significant geological 
hazard, posing a severe threat to the safety of people and 
their property.

Materials and methodology

This study first constructs slope units to establish the spatial 
adjacency relationships of driving factors, further examin-
ing the multicollinearity among factors and the spatial 
autocorrelation of each factor. Subsequently, we introduced 
variables into the MGWR model, obtained regression results 
for the factor coefficients, and compared the model's per-
formance with OLS and GWR models. Finally, the spatial 
non-stationarity in the effects of factors on disasters were 
further discussed through visualization. Figure 2 shows the 
study framework for this paper.

Data preparation

The inventory of landslides in the study area comprises 
a combination of engineering geological surveys, remote 
sensing interpretation, and the collection of disaster points 
registered in the natural resources bureau database of Luhe 
(Fig. 1b). A total of 166 landslide sites were identified, of 
which 124 had a landslide volume of less than or equal to 
10 × 104 m3. Figure 3 illustrates examples of four landslides 
within Luhe, predominantly characterized as soil slides with 

Fig. 1   Basic information of the study area: (a) Location of the study area; (b) Map of topography, fault and disaster distribution in the study area
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a planar morphology dominated by tongue-like features. In 
terms of spatial distribution, these landslides are mainly 
located in the low hills and ridges of the towns of Nanwan, 
Dongken, Luoxi, and Shanghu.

The Digital Elevation Model (DEM) data were employed 
for subsequent processing of landslide driving factors, such 
as slope. The land use data includes ten major land cover 
types: arable land, woodland, grassland, shrubland, wetland, 
water bodies, tundra, artificial surfaces, bare land, glaciers, 
and permanent snow, derived from GlobeLand30 (http://​
loess.​geoda​ta.​cn). After comparison, it was found that the 
2020 land use in Luhe was very similar to that in 2000, 
which to some extent mitigates the issue of data timeliness 
concerning land use at the time of landslide occurrence. 
Ultimately, we decided to use the 2020 land use data, which 

is closer to the completion time of the landslide survey and 
has higher data quality, as our landslide driving factor. Addi-
tionally, vector data, including roads, river networks, and 
faults, were utilized for distance calculations in ArcGIS. The 
characteristics of each dataset are summarized in Table 1. To 
facilitate analysis, all vector data were converted to raster 
format with a spatial resolution set at 10 m.

Landslide driving factors

The occurrence of landslides is influenced by a variety of 
natural and human factors within a specific region. These 
controlling factors can be broadly divided into two catego-
ries: static or conditioning factors (e.g., topographic, geolog-
ical conditions, and land cover) and dynamic or triggering 

Fig. 2   The overall flowchart of 
the study methods

Fig. 3   Examples of landslides 
from field investigation and 
their locations

http://loess.geodata.cn
http://loess.geodata.cn
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factors (e.g., rainfall and earthquakes) (Popescu 2002; Ng 
et al. 2021). Among these, rainfall is often considered a trig-
gering factor, particularly short-term intense rainfall. When 
considering the influence of triggering factors, some studies 
choose to use matrix integration methods to combine land-
slide susceptibility maps with rainfall thresholds to obtain 
new susceptibility zoning (Segoni et al. 2018; Pradhan et al. 

2019). Some scholars also incorporate rolling rainfall data 
(e.g., maximum rolling 12-h rainfall) into prediction mod-
els, deriving the spatiotemporal probability of landslides 
by fitting the nonlinear relationship between landslide spa-
tial susceptibility and rolling rainfall (Ng et al. 2021; Xiao 
et al. 2023; Ren et al. 2024). However, this type of research 
requires highly accurate rainfall data, typically necessitating 

Table 1   Data used for driving 
factors analysis in this study

Data name Data format Scale or resolution Data source

DEM GeoTIFF 12.5m ALOS GDEM
Disaster points .shp (point) 1:50000 Field work and remote sensing 

interpretation
Remote sensing image GeoTIFF 30m L1T product of LANDSAT-8
Road .shp (line) 1:50,000 Calibration data based on Amap
Water body .shp (polygon) 1:50,000 Calibration data based on Amap
Fault .shp (line) 1:50,000 Zijin regional geological map
Land use GeoTIFF 30m GlobeLand30

Fig. 4   Layers for driving factors analysis: (a) slope; (b) elevation; (c) NDVI; (d) land use; (e) lithology; (f) distance to roads; (g) distance to 
faults; (h) distance to rivers; (i) disaster kernel density
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the collection of precise rainfall amounts for periods before 
and after landslides, as well as the number of landslides trig-
gered by these rainfall events. Due to the difficulty in obtain-
ing rainfall data and concerns about the quality of the rainfall 
data within the study area, this study decided not to include 
rainfall and other triggering factors in the model, focusing 
solely on static factors. Referring to previous research out-
comes and considering the characteristics of the study area, 
8 landslide driving factors were ultimately selected: slope, 
elevation, Normalized Difference Vegetation Index (NDVI), 
land use, lithology, distance to roads, distance to faults, and 
distance to rivers. Simultaneously, we used the landslide 
kernel density values (number/km2) as the dependent vari-
able (Fig. 4i), replacing the conventional binary variable (0 
and 1). By employing this approach to cover the dependent 
variable across the entire study area and integrating it with 
subsequently established slope units, not only allows the 
model to perform regression over the entire region, show-
casing its local regression characteristics, but also addresses 
the potential issue of imprecise local coefficients that may 
arise from interpolation. Data processing and visualization 
for all variables were conducted using ERSI ArcGIS 10.8 
and ENVI 5.6 software, and the data layers for each variable 
are depicted in Fig. 4.

Overall, for all the driving factors investigated in this 
study, each variable exhibits different units and ranges. 
To facilitate comparison and enhance the fitting accuracy 
of the models, the following formula was employed for 
standardization:

where xsij is the standardized value for variable i at point j; 
xij is the raw value of xsij; Xi is the variable i (Xi = xi1, xi2,…, 
xin); and mean(Xi) and std(Xi) are the mean and standard 
deviation of variable Xi, respectively.

In regression analysis, the common solution for handling 
categorical variables such as lithology is to create layers 
of binary values (dummy variables) for each class of an 
independent parameter (Ohlmacher and Davis 2003; Zhang 
et al. 2011). However, when there are too many parameters, 
this method can result in an excessively long regression 
equation, potentially leading to numerical issues or multi-
collinearity among the variables (Ayalew and Yamagishi 
2005). If linear fitting is performed by directly assigning 
numerical codes to each lithology category, the subjective 
nature of the coding order can lead to completely opposite 
regression coefficients when the order is reversed. This not 
only fails to reflect the specific relationship between each 
category and landslides but also leads to differences in the 
interpretation of the final results. To address the issues 
mentioned above, we applied the landslide density method 

(1)xsij =
xij − mean

(

Xi

)

std
(

Xi

)

to handle land use and lithology. The density values were 
assigned as new values for each category, which were then 
normalized according to Eq. (1). To enhance the interpret-
ability of the results, we grouped similar land use catego-
ries together, combining woodland and shrubland, as well 
as water bodies and bare land. The calculation principle of 
landslide density is shown in Eq. (2), and the results are 
presented in Table 2.

where Ni is the number of landslides in the i-th class of influ-
encing factor, N is the number of the landslide in the study 
area, Si is the area of the influencing factor in the i-th class, 
and S is the area of the study area.

Model evaluation subunit

Slope units were adopted as the subunits for research. Utiliz-
ing the commonly used hydrological analysis method, ridge 
and valley lines for the study area were obtained through 
both forward and reverse hydrological analysis operations, 
and subsequently overlaid. After manual adjustments, the 
study area was divided into a total of 2575 subunits (Fig. 5).

The adoption of slope units serves not only to enhance 
the accuracy of landslide susceptibility assessment but, 
more importantly, to establish spatial adjacency relation-
ships between features. Spatial adjacency represents the spa-
tial distance relationship between two units, and the GWR 
model regards each subunit within a uniform region, basing 
its modeling on spatial adjacency (Li et al. 2020). In geo-
logical hazard assessment, the boundaries of slope units are 
the ideal choice for representing this spatial adjacency. In 

(2)FR =
Ni∕N

Si∕S

Table 2   The calculation results of landslide relative density for cat-
egorical variables

Variable Area (km2) Land-
slides 
(number)

FR value

Land use
    Artificial surfaces 32.563 15 2.735
    Arable land 171.797 71 2.454
    Water bodies and bare land 5.826 2 2.039
    Grassland 19.183 4 1.238
    Woodland and shrubland 756.320 74 0.581
Lithology
    Double layer soil 4.452 2 2.670
    Single layer soil 41.760 8 1.139
    massive intrusive rock 797.290 142 1.059
    Stratified clastic rock 139.760 14 0.595
    Multilayer soil 3.412 0 0.000
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comparison to the commonly used administrative boundaries 
(Ma et al. 2020) and grid boundaries (Sabokbar et al. 2014) 
in GWR models, slope units better express the homogene-
ity and heterogeneity of features within subregions, thereby 
improving the accuracy of GWR model fitting.

Elimination of multicollinearity

The prerequisite for building a regression model is the inde-
pendence of all explanatory variables (Zhang et al. 2016b). 
If there is a strong linear correlation between two or more 
specific variables, it can lead to unstable parameter estimates 
in the regression model, causing bias in explaining the mean-
ing and impact of other variables, known as the problem 
of multicollinearity. To address this issue, two indicators, 
tolerance (TOL), and Variance Inflation Factor (VIF), are 
employed to consider the potential multicollinearity in our 
study. If TOL < 0.2 and VIF > 5, it indicates the presence of 
multicollinearity between explanatory variables (Ren et al. 
2024). VIF > 10 suggests a relatively severe multicollinearity 
problem, and the variable should be considered for removal 
from the model (Akinwande et al. 2015). The formulas for 
calculating TOL and VIF are as follows:

(3)TOL = 1 − R2
j

(4)VIF =
1

TOL

where R2
j
 is the coefficient of determination indicating the 

regression value of the j-th landslide conditioning factor 
against all other conditioning factors of landslide.

Spatial autocorrelation

Before applying the MGWR model to analyze the selected 
causative factors, it is essential to conduct a spatial autocor-
relation test of the geospatial parameters (Yu et al. 2020b). 
This test helps determine whether these factors exhibit vary-
ing spatial effects across the entire study area, which, in turn, 
guides the decision on whether to use a spatial regression 
model (GWR and MGWR) or a global regression model 
(OLS) for fitting. The most commonly used spatial vari-
ability test is known as the Moran's I test, which reflects 
the global spatial autocorrelation trends of the explanatory 
variables. Its calculation formula is as follows (Moran 1950):

where n is the number of spatial units; �ij is the weight 
between location i and j; yi, yj represents the selected attrib-
ute value at locations i and j respectively; and y is the aver-
age value of all observations.

The range of Moran’s I varies between -1 and 1. Higher 
positive values indicate that the attributes of the fea-
tures are positively correlated in space, which means that 
nearby observations have similar attribute values, while 

(5)I =
n

∑n

i=1

∑n

j=1
�ij

∑n

i=1

∑n

j=1
�ij

�

yi − y
��

yj − y
�

∑n

i=1

�

yi − y
�2

Fig. 5   Division of slope units in the study area: (a) The entire study area; (b) Schematic diagram of slope unit
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observations at longer distances have dissimilar attribute 
values, leading to spatial clustering. Conversely, negative 
values signify spatial dispersion, and values close to 0 sug-
gest a random spatial distribution.

Multiscale geographically weighted regression

Traditional linear regression typically employs the Ordinary 
Least Squares (OLS) model to quantify the relationship 
between explanatory variables and the dependent variable. 
However, as a global homogeneity model, OLS treats the 
explanatory variables and the dependent variable as having 
a fixed relationship during fitting, failing to reveal the spatial 
non-stationarity of factor data in space (Feng et al. 2021). 
The equation for OLS is as follows:

where �0 is a constant parameter; �k is the respective regres-
sion coefficient for explanatory variable Xk, which is con-
stant over space; and � is the residual error.

GWR extends OLS by weighting spatial dependencies 
to highlight its characteristics as a local regression model 
(Su et al. 2017). It includes the geographic coordinates of 
features in the model, allowing its parameters to vary with 
spatial location, thereby revealing the spatial variability in 
the relationship between explanatory variables. The equation 
for the GWR model is as follows (Lu et al. 2020):

where Xik and Yi represent the values of the independent and 
dependent variables at location i, respectively; 

(

�i, vi
)

 repre-
sents the coordinates of regression analysis point i, which, 
in this study, are the projected coordinates at the centroid of 
each constructed evaluation subunit, �0

(

�i, vi
)

 represents the 
intercept and �i is the random error; �k

(

�i, vi
)

 represents the 
local regression analysis coefficient.

However, GWR employs a single bandwidth that restricts 
the local relationships of factors to vary at the same spatial 
scale. Due to the spatial heterogeneity of each factor, con-
sidering the relationship between each factor and landslides 
at different spatial scales is imperative. Fotheringham et al. 
(2017)  introduced MGWR by employing the back-fitting 
algorithm (BFA) for model calibration. By setting different 
bandwidths for each factor, MGWR allows the relationships 
between explanatory variables and the response variable to 
vary at different spatial scales. The fundamental formula for 
MGWR is as follows:

(6)Y = �0 +
∑m

k=1
�kXk + �

(7)Yi = �0
(

�i, vi
)

+
∑m

k=1
�k
(

�i, vi
)

Xik + �i

(8)Yi = �0
(

�i, vi
)

+
∑m

k=1
�bwk

(

�i, vi
)

Xik + �i

where bwk in �bwk indicates the bandwidth used for calibra-
tion of the k-th conditional relationship.

Similar to the GWR model, the establishment of spatial 
weights is a crucial step in the MGWR model, which can 
be divided into two parts: determining the kernel function 
and optimizing the bandwidth. Based on the fundamental 
principle of calculating weights in MGWR, which is that 
the farther the distance, the larger the weight, and vice versa, 
resulting in a monotonically decreasing function with values 
ranging between 0 and 1, called the kernel function (Foth-
eringham et al. 2002; Cho et al. 2010). In order to compare 
the differences between the MGWR and GWR models, this 
study uniformly selects the fixed Gaussian kernel function, 
with its relevant formula as follows (Hong et al. 2017):

where �ij is the weight for unit j in the neighborhood of unit 
i, and dij is the distance between the center point of the unit 
i and j as the measurement of spatial proximity degree. b is 
the bandwidth of the Gauss kernel function.

The bandwidth is a crucial control parameter for the 
GWR model's weight calculation, and its magnitude directly 
determines the rate at which weights decrease with distance. 
A bandwidth that is too small can lead to local overfitting, 
while one that is too large may result in parameter estimates 
becoming too global (Lu et al. 2020). The bandwidths for 
GWR and MGWR models were selected uniformly using the 
corrected Akaike information criteria (AICc). Furthermore, 
we utilized the MGWR 2.2 software developed by Oshan 
et al. (2019) to implement the MGWR method, employing 
the Golden Section method to search for bandwidths. The 
relevant formula for AICc is as follows (Yu et al. 2020a):

where n denotes the number of observations, RSS is the 
residual sum of squares of the model, and tr(S) denotes the 
trace of the hat matrix S as well as the number of effective 
parameters of the model.

Model evaluation metrics

In this study, Sigma-square, R-squared, Adjusted R-squared, 
and the corrected Akaike information criteria (AICc) were 
chosen to assess the predictive capabilities and complexity 
of the three models. Sigma-square denotes the variance of 
model residuals, with lower values indicating higher predic-
tive accuracy. R-squared and Adjusted R-squared reflect the 
goodness of fit of the model, with higher values indicat-
ing a better fit. AICc provides a comprehensive measure of 

(9)�ij = exp
(

−
(

dij∕b
)2
)

(10)AICc = 2nln
(

RSS

n

)

+ nln(2�) + n

[

n + tr(S)

n − 2 − tr(S)

]
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the goodness of fit and model complexity for GWR model 
results. For the same dataset and dependent variable in the 
study, a lower AICc value indicates a better model (Foth-
eringham et al. 2002), and when the AICc values differ by 
more than 4, it can be considered as an improvement (Park 
and Kim 2015).

Result and discussion

Global regression and multicollinearity test

In order to mitigate the issue of global collinearity among 
factors and reduce the risk of model overfitting, we initially 
employed the OLS method to conduct multiple linear regres-
sion analyses for each factor. The TOL and VIF values for 
each factor were also calculated, as shown in Table 3. All 
VIF values for the factors were below 3, indicating only 
mild multicollinearity among them. It is noteworthy that 
OLS, being a global regression model, provides a single 
regression coefficient for each factor. The regression results 
indicate that elevation is the most significant impact factor 
on landslides, displaying a strong negative correlation. For 
categorical variables, a class with a high landslide density, 
which corresponds to a parameter having a higher positive 
coefficient, was considered to play a greater role in caus-
ing landslides (Ayalew and Yamagishi 2005). For example, 
in the land use category, artificial surfaces have a higher 
landslide density, while woodland and shrubland have lower 
landslide densities. If the regression coefficients are greater 
than 0, it can be inferred that landslides are more likely to 
occur in artificial surfaces. However, this relationship is 
global and does not provide insights into their impact on 
landslide occurrences in specific local regions. The regres-
sion coefficient for distance to rivers is 0.007, showing 
a slight positive correlation at the global level, but it did 
not pass the significance test at the 95% confidence level 
(p-value > 0.05). Considering that subsequent analyses will 
involve local regression for each factor, distance to rivers 
has not been excluded in the following stages of the study.

Spatial autocorrelation test

The spatial autocorrelation of geospatial factors reflects the 
variations in their own spatial distribution. When explana-
tory factors exhibit this spatial heterogeneity, it indicates 
that applying the global regression OLS model may lead to 
bias. Moreover, the heterogeneity in attribute values of the 
driving factors across spatial locations forms the founda-
tion for comprehending the spatially varying relationships 
between these factors and landslides. Based on the previ-
ously established slope units, an adjacency spatial weight 
matrix was created, and the Moran's I test was conducted for 
each explanatory variable. Moran scatter plots for various 
factors were plotted with spatial lag distances on the y-axis 
and standardized factor values on the x-axis, as shown in 
Fig. 6.

The Z-score is typically used as a significance indicator 
for the Moran's I statistic to test the null hypothesis (Moran 
1950). The first and third quadrants in the Moran scatter 
plot represent the clustering characteristics of neighboring 
areas, indicating that high values tend to cluster with high 
values and low values with low values. All factors exhibited 
spatial clustering among similar values, with most falling 
within the first and third quadrants (Fig. 6). And they all 
passed the significance test at the 95% level, with Moran's 
I values ranging from 0 to 1, indicating an obviously posi-
tive spatial correlation. The spatial heterogeneity of factors 
further validates the rationality of utilizing local regression 
models (GWR and MGWR) in the study area. Furthermore, 
the examination results reveal that each factor's degree of 
spatial aggregation varies. Among them, elevation and dis-
tance to faults have Moran's I values of 0.9 or above, indicat-
ing the strongest spatial autocorrelation. On the other hand, 
land use, distance to rivers and distance to roads have rela-
tively smaller Moran's I values. While they exhibit a posi-
tive correlated distribution, they are more spatially dispersed 
compared to other factors. These results suggest that the 
relationship between each factor and landslides may be local 
or tend towards global, indicating that different factors are 
associated with landslides at different spatial scales. This 
implies that the adoption of multi-scale GWR models with 

Table 3   Results of OLS model 
parameter estimation and 
multicollinearity diagnosis

Variable Coefficient Std Error t-value p-value TOL VIF

Slope 0.084 0.031 2.696 0.007 0.368 2.720
Elevation -0.273 0.025 -10.986 0.000 0.570 1.754
NDVI -0.007 0.028 -0.268 0.009 0.461 2.167
Land use 0.019 0.025 -0.733 0.004 0.549 1.823
Lithology 0.120 0.019 6.302 0.000 0.977 1.024
Distance to roads -0.125 0.020 -6.298 0.000 0.898 1.114
Distance to faults -0.037 0.020 -1.862 0.003 0.912 1.097
Distance to rivers 0.007 0.020 0.368 0.713 0.850 1.176
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different bandwidths may better consider the impact scale 
of various factors on landslides.

Model results and comparison

Based on the constructed slope units, GWR and MGWR 
regression analyses were conducted separately for the 
selected eight factors using a fixed Gaussian kernel function 
and the AICc method. For the 2575 subunits, both models 
generated the corresponding factor regression coefficients. 
Tables 4 and 5 present the parameter estimation results for 
GWR and MGWR, respectively.

The traditional GWR model employs the same bandwidth 
for all driving factors (the optimal bandwidth adopted for 
the GWR model is 819.18m in this study). In contrast, the 
MGWR model searches for specific bandwidths for variables 

at different spatial scales (Table 6), resulting in differences 
in the final regression parameters between the two models. 
Specifically, there are significant differences in the ranges 
of regression coefficients for each factor obtained by the 
two models (Tables 4 and 5). The GWR model yields a 
positive mean NDVI regression coefficient, whereas the 
MGWR result is precisely the opposite. The MGWR model 
suggests that, overall, the probability of landslide occurrence 
increases as NDVI decreases. Furthermore, in the GWR 
model, the regression coefficient for elevation has both posi-
tive and negative values, but in the MGWR model, the coef-
ficient is consistently negative. The MGWR model posits 
that elevation maintains a consistently negative correlation 
with landslides throughout the study area. The underlying 
reason for these differences is the varying degree of spatial 
clustering or dispersion of each factor, indicating different 

Fig. 6   Moran scatterplot of explanatory factors: (a) slope; (b) elevation; (c) NDVI; (d) land use; (e) lithology; (f) distance to roads; (g) distance 
to faults; (h) distance to rivers
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spatial autocorrelation strengths. MGWR takes into account 
the different spatial scales inherent in each factor, leading 
to deviations in its regression results from the GWR model. 
Specifically, the MGWR model searches for the smallest 
bandwidth for the distance to faults factor, with a value of 
479.14m, indicating the strongest spatial heterogeneity of 
the distance to faults. This result corresponds to the earlier 
calculation, where the distance to faults factor had the high-
est Moran's I value (Fig. 5). In the study area, the relation-
ship between the distance to faults and landslides exists at 
a relatively small spatial scale. In contrast, the bandwidth 
values for the land use, distance to rivers, and distance to 
roads factors are relatively larger, indicating less spatial het-
erogeneity, and their relationship with landslides tends to be 
more global in spatial scale.

Additional diagnostic results for the OLS, GWR, and 
MGWR models are presented in Table 7. It can be observed 
that the overall fitting performance of the GWR and MGWR 

models, utilizing local regression, surpasses that of the 
global regression OLS model. They exhibit higher R-square 
values and lower AICc values. The MGWR model, consid-
ering different spatial scales, demonstrates the best perfor-
mance. Compared to the GWR model, the MGWR model 
exhibits an increase of 0.210 in R-square and a decrease of 
2385.986 in AICc. This indicates that the MGWR model, 
by considering the spatial scale diversity of driving factors, 
reduces noise and collinearity issues during the regression 
process, enhancing the model's robustness. Furthermore, the 
MGWR model, by seeking different optimal bandwidths and 
efficiently calculating spatial weight values through kernel 
functions, more effectively reveals the spatial influence scale 
of each variable.

The spatial distribution of standardized residuals from 
the OLS, GWR, and MGWR models (Fig. 7) reveals that 
the regression residuals of the MGWR model are gener-
ally closer to 0 and exhibit more randomness in space. 

Table 4   Parameter estimates of 
GWR model

Variable Coefficient

Min Max Range Median Mean STD

Slope -0.330 0.368 0.698 0.034 0.033 0.139
Elevation -1.395 0.178 1.573 -0.373 -0.369 0.316
NDVI -0.536 0.399 0.935 -0.018 0.023 0.178
Land use -0.265 0.550 0.814 -0.004 0.024 0.153
Lithology -0.081 0.399 0.481 0.068 0.076 0.100
Distance to roads -0.472 0.306 0.778 -0.037 -0.082 0.150
Distance to faults -1.051 0.634 1.685 -0.032 -0.062 0.294
Distance to rivers -0.167 0.278 0.445 0.007 0.041 0.104

Table 5   Parameter estimates of 
MGWR model

Variable Coefficient

Min Max Range Median Mean STD

Slope -0.605 0.493 1.098 0.047 0.038 0.118
Elevation -0.687 -0.029 0.659 -0.277 -0.296 0.106
NDVI -0.619 0.266 0.884 -0.051 -0.063 0.162
Land use -0.325 0.405 0.730 0.010 0.009 0.087
Lithology -0.947 1.323 2.269 0.097 0.125 0.207
Distance to roads -0.705 0.152 0.857 -0.037 -0.063 0.105
Distance to faults -0.813 0.535 1.348 -0.035 -0.058 0.175
Distance to rivers -0.163 0.295 0.458 0.023 0.036 0.072

Table 6   Model bandwidth for MGWR​

Variable Bandwidth (m) Variable Bandwidth (m)

Slope 620.43 Lithology 866.50
Elevation 501.74 Distance to roads 920.43
NDVI 698.98 Distance to faults 479.14
Land use 1100.66 Distance to rivers 1053.23

Table 7   Model diagnostics of OLS, GWR and MGWR​

Diagnostic criteria OLS GWR​ MGWR​

Sigma-square 0.909 0.356 0.137
R-square 0.094 0.659 0.869
Adjusted R-square 0.091 0.644 0.863
AICc 7072.151 4700.969 2314.983
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Further analysis involves plotting Moran scatter plots for 
the standardized residuals of the three models (Fig. 8). It 
is evident that, compared to the global regression OLS 
model, both GWR and MGWR exhibit smaller Moran's I 
value and greater spatial dispersion, indicating that local 
regression methods considering the spatial non-station-
arity of factors are more suitable for a broader range of 
study areas. It is worth emphasizing that the MGWR 
model, which further considers the influence of spatial 
scale, has the smallest Moran's I values. This suggests 
that the MGWR model can comprehensively consider 
the spatial variations of various factors affecting land-
slides, contributing to a more accurate understanding of 
the spatial patterns of landslide occurrences. In summary, 
the MGWR model exhibits the best fitting performance 
and the most uniform distribution of regression residu-
als. Therefore, we choose the regression results of the 
MGWR model to explore the spatial variations in the 
impact of different factors on landslides in subsequent 
studies (Table 5).

Spatial non‑stationarity of driving factors

Another advantage of spatial local regression models is their 
ability to visually express quantitative parameter estimates 
in the form of maps, illustrating the spatial variation in the 
intensity of the impact of driving factors on landslides. 

Fig. 7   Spatial distribution of standardized residuals: (a) OLS model; (b) GWR model; (c) MGWR model

Fig. 8   Moran scatterplot of standardized residuals: (a) OLS model; (b) GWR model; (c) MGWR model

Table 8   Proportion statistics of dominant driving factors

Dominant factors Slope unit 
(number)

Area (km2) Areal 
percent-
age (%)

Elevation 1793 685.98 69.52
Lithology 313 121.46 12.31
Distance to faults 278 104.38 10.58
NDVI 146 55.03 5.58
Slope 24 11.32 1.15
Distance to roads 21 8.50 0.86
SUM 2575 986.67 100
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The positive and negative signs of regression coefficients 
correspond to the positive or negative correlation between 
factors and landslides, while the magnitude of the absolute 
value represents the strength of the influence (Chen et al. 
2022). Conducting a census of regression coefficients of the 
MGWR model across all slope units, the regression out-
comes for each factor are stratified using 0 as the threshold. 
The first 30% of positive values are classified as high posi-
tive, while the remaining 70% are labeled as sub positive. 
Likewise, the first 30% of the minimum negative values are 
considered high negative, and the subsequent values are cat-
egorized as sub negative (Fig. 9). For elevation, which only 
has negative regression coefficients, it is also classified into 
four levels using the quantile method.

The slope is typically confirmed as the most signifi-
cant factor influencing landslide occurrence in many stud-
ies (Mind’je et al. 2019; Polykretis et al. 2021). It affects 
the likelihood of slope movement by influencing potential 
energy changes, crack development, and water infiltration. 
The MGWR model yielded relatively high positive values 
in Nanwan and Shuichun (Fig. 9a). In this region, slope 
is positively correlated with landslides, indicating that an 
increase in slope promotes landslide occurrences, and slope 
remains an important influencing factor. Conversely, highly 
negatively correlated areas are concentrated in the southern 

part of Dongkeng. Overall, the impact of slope on landslides 
is highly complex, exhibiting a multipolar pattern in space.

The MGWR model shows that the regression coefficients for 
elevation are all negative (Table 5), and all three models suggest 
that landslides are more likely to occur in the low-altitude areas 
of the study region (Tables 3 and 4). According to statistics, 
the average elevation of 166 landslide points is only 200.87 m, 
which is below the county average of 314 m in Luhe. As shown 
in Fig. 1b, landslides tend to be distributed in low mountain-
ous areas adjacent to regions of human activity, a phenomenon 
that is similar to findings in most landslide-related studies in 
southeastern coastal areas of China (Zhang et al. 2016a; Liang 
et al. 2022; Yu et al. 2023). This suggests that human factors, 
such as engineering activities and land use changes, may be 
the causes of local disasters. It is worth noting that global 
regression models may be affected by the concentration bias in 
landslide data. If the majority of landslide points are concen-
trated in low-altitude areas, the global regression model will 
naturally yield stronger negative regression results. However, 
the local regression model addresses this issue to some extent 
by analyzing within a smaller area. When the local regression 
model yields a negative value in a low-altitude region, it can 
be interpreted as indicating that even though the region is at a 
low altitude, a further decrease in altitude within that area still 
contributes to the occurrence of landslides.

Fig. 9   The spatial variation 
of local parameter estimates 
of each factor: (a) slope; (b) 
elevation; (c) NDVI; (d) land 
use; (e) lithology; (f) distance to 
roads; (g) distance to faults; (h) 
distance to rivers
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The regression coefficients for NDVI are mostly nega-
tive, indicating that overall, an increase in NDVI has a sup-
pressing effect on landslide occurrences. This aligns with 
the findings of many scholars (Qin et al. 2021; Zhang et al. 
2023). However, in the northeastern part of the study area 
near Shunchun, relatively high positive regression coeffi-
cients are observed, indicating that an increase in NDVI has 
a positive impact on landslides in that region. Zhu Liang 
et al. (2023)  reached similar conclusions in their study of 
landslides in Tibet, suggesting that while high vegetation 
cover can enhance slope stability, its relationship with land-
slides can be unstable. Preliminary analysis suggests that in 
this area, the rock formation consists of massive intrusive 
rock, thus excessive vegetation cover may lead to root split-
ting in the bedrock, which outweighs its stabilizing effect 
and results in instability.

High positive regression coefficients for land use are 
observed near Nanwan and show a positive correlation in 
most regions of the central and southern parts of the study 
area. Analyzing this in conjunction with landslide density 
(Table 2), it indicates that artificial surfaces and arable 
land, which have high landslide density values, contrib-
ute to the occurrence of landslides. Land use indirectly 
reflects human activities, and this result further confirms 
that human-induced disturbances to the surface alter the 
distribution of ground stress, significantly impacting slope 

stability. The regression coefficients for lithology are 
mostly greater than 0, particularly in areas like Nanwan, 
Hetian, and Dongkeng, where special attention should be 
paid to the development of double layer soil. Within the 
study area, a total of 142 landslide occurrences are dis-
tributed in massive intrusive rock (Table 2). This may be 
due to the presence of well-developed gullies, significant 
terrain relief, and the development of weathered fractures 
in shallow rock layers.

The distance to roads, faults, and rivers is often consid-
ered in landslide susceptibility assessments. Zhang et al. 
(2019) discovered in their research in the Pearl River Delta 
that areas with higher water density and closer proximity 
to faults are more prone to landslides. Wang et al. (2023)  
also demonstrated in their study of the Yunnan region that 
landslides are more likely to be distributed near roads, 
faults, and water bodies. In our study, the MGWR model 
showed negative regression results for the distance to 
roads and faults, also indicating that landslides are more 
likely to occur when they are closer to them. High negative 
coefficients for the distance to roads are concentrated in 
Dongkeng and Shuicun (Fig. 9h), indicating a significant 
damaging effect on slopes due to road construction in this 
area. The areas with high negative coefficients for the dis-
tance to faults and rivers are concentrated around the main 
distribution belts of the Luohe River system, Liantang 

Fig. 9   (continued)
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fault, and Hetian fault in the central part of the study area. 
This indicates that faults and rivers have a positive effect 
on landslides in this region.

Spatial pattern analysis of the dominant factors

The driving factor with the largest absolute regression coef-
ficient in each slope unit is considered the dominant factor in 
that subunit. Among the 2575 slope units, six factors: eleva-
tion, slope, NDVI, lithology, distance to faults and distance 
to roads, have occupied dominant positions (Fig. 10). Over-
all, there exists a significant spatial correlation between land-
slide occurrences and their driving factors. With changes in 
spatial location, different dominant factors emerge within 
each region, and the positive or negative influence of these 
dominant factors also changes accordingly.

The proportion of correlation for each factor is presented 
in Table 8. It is evident that elevation is the primary control-
ling factor for landslide disasters in Luhe. Within the study 
area, relevant departments should pay special attention to 
the impact of human activities on slopes in low mountainous 
areas. The secondary dominant factor is lithology, which 
still indicates that double layer soil, single layer soil, and 
massive intrusive rock promote the occurrence of landslides. 
Distance to faults demonstrates dominance near the Liantang 
and Hetian fault zones (Fig. 9g) (Fig. 10). This area may 
require stricter monitoring and early warning systems, as 
well as more robust building structures. The slope always 
shows a positive correlation with the occurrence of land-
slides when it is dominant. Slope cutting and stabilization 

work in high-slope areas within the region should not be 
neglected. Regions dominated by NDVI are relatively scat-
tered, but most still show a negative correlation. Vegetation 
restoration can be carried out in these areas to stabilize the 
soil and reduce surface water runoff. However, in the east-
ern part of Shuichun, attention should also be paid to the 
development of unstable slopes with high vegetation cover. 
The proportion of areas dominated by distance to roads is 
the smallest. In landslide prevention and control efforts, par-
ticular attention should be given to the influence of roads 
on landslides in this area. It is essential to plan the layout of 
roads rationally and strengthen slope protection and drainage 
facilities along roadsides. However, it must be pointed out 
that this result has a certain degree of specificity because 
MGWR determines the range of local regression through 
bandwidth, and there may be some fitting errors in the edge 
areas due to the lack of data.

Conclusion

To address the issue of spatial non-stationarity in previous 
landslide susceptibility assessments, this study establishes 
slope units and introduces the MGWR model to investigate 
the spatial variations in the relationship between landslides 
and their driving factors in Luhe, Guangdong. The results of 
the Moran's I test indicate that the Moran's I values for all 
factors in the study area are above 0.4, demonstrating sig-
nificant spatial heterogeneity and confirming the necessity of 
using spatial local regression models. Compared to the global 

Fig. 10   Dominant driving fac-
tors of the study area
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regression OLS model and the single-bandwidth GWR model, 
the MGWR model, considering different spatial scales, exhib-
its the highest R squared (0.869) and the lowest AICc values 
(2314.983), demonstrating the best fitting performance and 
overall model performance. Additionally, the residual distribu-
tion of the MGWR model is more spatially dispersed, indicat-
ing its applicability to a wider range of areas. The analysis of 
the spatial pattern for the driving factors indicates that there is 
significant spatial non-stationarity in the relationship between 
landslides and their driving factors. Elevation is the primary 
dominant factor contributing to landslides in the study area, 
and it primarily exhibits a negative correlation with landslides 
when holding dominant positions.

By employing the Multiscale Geographically Weighted 
Regression (MGWR) model with multiple spatial scales, one 
can better analyze the interaction patterns between factors 
and landslides, providing enhanced insights for disaster pre-
vention and mitigation. However, the study still has certain 
limitations. Firstly, due to the incomplete data collection, 
the study might overlook more critical landslide driving fac-
tors, leading to a somewhat one-sided analysis of the domi-
nant factors in the study area. Furthermore, the uniformity 
of slope units constructed using hydrological analysis is 
relatively poor, leading to spatial estimation errors in the 
construction of the spatial weight matrix and influencing the 
final fit of the model. Finally, MGWR, essentially a linear 
regression model, may not fully account for the nonlinear 
relationships between landslides and factors. Moreover, the 
inherent complexity of the MGWR model prompts us to 
explore its applicability in different regions in future studies.
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