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Abstract
A novel machine learning ensemble model that is a hybridization of Bagging and random subspace–based naïve Bayes 
tree (RSNBtree), named as BRSNBtree, was used to prepare a landslide susceptibility map for Zigui County of the Three 
Gorges Reservoir Area, China. The proposed method is implemented by using the Bagging scheme to integrate the base-level 
RSNBtree model. To predict landslide susceptibility for the study area, a spatial database consisted of 807 landslides and 
11 conditioning factors has been prepared. Evaluation of conditioning factors was conducted using the Pearson correlation 
coefficient and Relief-F method. The results indicate that all factors except the topographic wetness index can be accepted 
as modeling inputs. Particularly, the distance to rivers is the most important factor in landslide susceptibility prediction. 
The performance of landslide models was evaluated using statistical indices and areas under the receiver operatic charac-
teristic curve (AUC). The support vector machines (SVM) and random forest (RF) were adopted for the comparison with 
our methods. Results show that the BRSNBtree (AUC = 0.968) achieves the highest prediction performance, which suc-
cessfully refines the RSNBtree (AUC = 0.938) and outperforms the RF (AUC = 0.949) and SVM (AUC = 0.895). Therefore, 
the proposed BRSNBtree presents advantages in targeting landslide susceptible areas and provides a promising method for 
landslide susceptibility assessment. The developed susceptibility maps could facilitate effective landslide risk management 
for this landslide-prone area.
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Introduction

Landslides are a common type of natural disaster that causes 
irrecoverable losses of life and enormous damages throughout 
the world each year. Many developing countries including China 

are greatly affected by landslides due to their limited resources 
and particular geographical conditions (Alcántara-Ayala 2002; 
Ma and Xu 2019). Particularly, landslides and other geo-hazards 
frequently occur in the geologically complex Three Gorges Res-
ervoir Area along the Yangtze River, China; the region is espe-
cially prone to slope failure during the rainy season (Zhang et al. 
2017). For example, in July 2–4, 1996, a heavy rainfall event 
that delivered an average of 457.9 mm, which triggered 237 
landslides in Zigui County of the Three Gorges Reservoir Area, 
caused 11 fatalities and economic losses of 80 million RMB, 
and threatened 2.86 million lives. Moreover, there is a grow-
ing tendency for landslide frequency with time in this region 
owing to the effect of stream erosion, engineering construction, 
and increasing land demand (Tang et al. 2019). This calls for 
exploring and applying effective measures to target landslide-
prone areas (Criss et al. 2020). Currently, landslide susceptibil-
ity assessment based on “susceptibility index” calculations or 
susceptibility maps has been widely adopted as an efficient tool 
to predict and prevent landslides (Li et al. 2019).
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Over the last few years, the fast development of remote 
sensing and geographic information system techniques has 
greatly facilitated the conduction of landslide susceptibil-
ity assessment (Tehrany et al. 2013). The quality of any 
given assessment depends mainly on the data and algorithm 
used in the modeling process. Although numerous methods 
have been proposed for landslide susceptibility assessment, 
reviews on previous landslide studies show that traditional 
methods such as knowledge-driven methods and statistical 
methods are being gradually replaced by machine learning 
methods (Pham et al. 2016). Machine learning methods are 
highly recommended because this method is good at dealing 
with non-linear real-world problems, such as gully erosion 
assessment (Pourghasemi et al. 2020), flood frequency analy-
sis (Pezhman et al. 2020), landslide detection (Ghorbanzadeh 
et al. 2019), and landslide modeling (Liu et al. 2021). Rel-
evant work includes logistic regression (LR) (Riegel et al. 
2020), maximum entropy (Pandey et al. 2020), classification 
and regression tree (CART) (Ghasemian et al. 2020), reduced 
error pruning tree (REPT) (Pham et al. 2019), Bayesian net-
work (Lee et al. 2020), and naïve Bayes (NB) (Pham et al. 
2015). In addition, black-box models such as support vec-
tor machines (SVM) (Nhu et al. 2020b) and artificial neural 
networks (ANN) (Lucchese et al. 2021) are likely to pro-
duce state-of-the-art modeling results and have been widely 
employed for landslide susceptibility assessment. Yet, to 
date, the prediction capability of machine learning meth-
ods for landslide modeling still suffers from limitations due 
to complex landslide instability mechanisms and dynamic 
mechanical properties (Merghadi et al. 2018; Yao et al. 
2020). Additionally, the fitting function of a single machine 
learning algorithm is based on a sole hypothesis, which may 
not match the true hypothesis of the problems concerned 
(Rokach 2009). To put it in another way, the performance of 
a machine learning algorithm is largely determined by the 
property of a specific problem. Machine learning methods 
must be constantly evaluated as the case alters in order to 
derive reliable conclusions for landslide modeling.

Ensemble methods have recently received much atten-
tion due to their capability of improving the predictive accu-
racy of landslide models (Tien Bui et al. 2016; Pham and 
Prakash 2017; Chen et al. 2018a, 2018b; Hu et al. 2020, 
2021; Razavi-Termeh et al. 2021). The ensemble method 
adopts a certain ensemble strategy to combine homogeneous 
or heterogeneous component algorithms. This method can 
expand the hypothesis fitting function and effectively reduce 
learning errors against the single algorithms, and therefore 
exhibits excellent ability in predicting landslide susceptibil-
ity. Multiple types of integrated models have been investi-
gated and employed in landslide studies, with the Bagging 
(Breiman 1996) and Boosting (Freund and Schapire 1997), 
random subspace (RS) (Ho 1998), and random forest (RF) 
(Breiman 2001) being the most popular ensemble learning 

techniques. In particular, RS is a simple and useful ensemble 
scheme that produces subsets from original data to train and 
combine base-learners. Pham et al. (2020) have investigated 
the effect of RS over different decision trees (DT) such as 
the best first DT, functional tree, J48 DT, naive Bayes Tree 
(NBtree), and REPT. Their results show that RS is capa-
ble to refine these single algorithms in relation to landslide  
modeling. More importantly, Shirzadi et al. (2017) reported 
that RS-based NBtree (RSNBtree) is an efficient method 
and significantly increases the prediction performance of 
the landslide model. However, the RSNBtree is still rarely 
applied in landslide susceptibility prediction and needs to 
be further investigated. Additionally, Bagging is one of the 
most earliest and well-known ensemble techniques. Bag-
ging-based ensemble methods (e.g., J48 DT, ANN, SVM, 
logistic model tree, alternating decision tree, RF) have been 
wildly developed and achieved impressive results in land-
slide studies (Pham et al. 2017; Hong et al. 2018; Truong  
et al. 2018; Dou et al. 2019; Nhu et al. 2020a; Wu et al. 2020).  
Therefore, it is feasible to explore improved RSNBtree using 
the Bagging ensemble in landslide prediction.

In this paper, a novel machine learning ensemble method 
for modeling landslide susceptibility is proposed. This method 
is noted as the BRSNBtree, aimed to refine the RSNBtree via 
a Bagging scheme. We firstly implement a RSNBtree model 
based on the RS technique and the NBtree model. Then, the 
RSNBtree is treated as a component of the Bagging framework 
to perform ensemble prediction. We investigate the potential 
of the introduced method for real-world landslide spatial pre-
diction in Zigui County of the Three Gorges Reservoir Area, 
China, and used it to prepare a landslide susceptibility map. 
The main difference between the present study and the for-
merly revealed studies is that two types of ensemble techniques 
are jointly used to create the composite machine learning 
model for landslide spatial prediction. Moreover, landslide 
modeling using ensemble learning was rarely examined in 
Zigui County. Developing and applying improved landslide 
models is needed to conduct an accurate and reliable landslide 
susceptibility assessment for this landslide-prone region. The 
results from this study should facilitate effective landslide risk 
management for Zigui area.

Study area

The study area is located in the east of the Three Gorges Reser-
voir Area in Hubei Province, China (Fig. 1), covering an area of 
2273 km2. Its latitude and longitude range from 30°38′ to 31°11′ 
N, and 110° 18′ to 111° 00′ E, respectively. Topographically, 
the area is separated from north to south by the Yangtze River, 
with the elevation increasing from northeast to southwest. The 
region is characterized by a subtropical monsoon climate, with an 
annual temperature from 17 to 19 °C (Li et al. 2019). The average 
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annual precipitation of the area stands at 1490 mm, and heavy 
rainfall usually occurs from June to September and accounts for 
approximately 70% of the total annual rainfall. The max daily 
precipitation can reach 358 mm in the rain season. The stream 
system mainly consists of the Yangtze River and its tributaries, 
and the stability of slopes suffers from the effects of river scour-
ing and erosion. Geologically, strata from Silurian to Quaternary 
crop out across the area. Triassic limestone and Jurassic sand-
stone and mudstone are extensively distributed, especially in the 
area along the river. Few faults appear in the study area, and the 
principal structure is represented by the Zigui syncline.

Data preparation

Data source

In the present study, the data used for landslide suscep-
tibility modeling are acquired from available sources, 
including field survey, a digital elevation model (DEM) 
with a resolution of 30 m, Landsat 8 OLI remote sensing 

images with a resolution of 30 m, the Second Detailed 
Land Investigation Nationwide (SDLIN), precipitation sta-
tion, and a brief engineering rock group (ERG) map at a 
scale of 1:650,000. Historical landslide records and the 
ERG map were collected from field surveys supported by 
the Wuhan Center of Geological Survey. DEM data and 
remote sensing imageries were available on the website of 
http://​www.​gsclo​ud.​cn/. SDLIN data was provided by the 
Department of natural resources of Hubei Province. All 
data were converted into raster format with a pixel size 
of 30 m (consistent with the resolution of the DEM data).

Spatial database

Preparation of landslide inventory maps is the pre-requisite 
of the landslide susceptibility prediction. Landslide inven-
tory maps depict the spatial distribution pattern of past 
landslides and can boost our knowledge of the relationship 
between landslide occurrence and landslide-related factors 
(Tsangaratos and Ilia 2016). In Zigui County, a total of 807 
landslide locations have been recorded through the field 

Fig. 1   Location of the study 
area and landslide inventory
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surveys, with areas and volumes ranging from 1.0 × 103 to 
2.9 × 106 m2 and 5.4 × 103 to 2.6 × 108 m3. Landslide anal-
ysis reveals that the small-size landslide (< 10 × 104 m3), 
medium-size landslide (10 × 104 m3–100 × 104 m3), large-
size landslide (100 × 104 m3–1000 × 104 m3), and giant-size 
landslide (> 1000 × 104 m3), respectively, account for 19.7%, 
45.6%, 29.4%, and 7.3% of the total landslides. The domi-
nant types are loess landslides and loess-bedrock landslides 
nearby riverbanks. In the case where landslide susceptibil-
ity mapping is performed on large scale, landslide inven-
tory is usually prepared in point data given the advantages 
in improving mapping efficiency, avoiding uncertainty in 
depicting landslide boundaries, reducing spatial autocor-
relation between landslide samples, and providing equal 
treatment to landslides with different sizes (Petschko et al. 
2014; Goetz et al. 2015; Rahali 2017; Chen et al. 2018a). 
Therefore, the centroids of those landslide locations were 
imported into ArcGIS 10.2 to generate a landslide inventory 
map for the study area (Fig. 1). Landslide spatial prediction 
based on the machine learning technique is a binary classi-
fication problem. Therefore, the landslide occurrence can be 
treated as the target variable, and “1″ and”0″ are respectively 
assigned for landslide units and the non-landslide units 
(Bennett et al. 2016). All landslides were randomly sepa-
rated into two parts, with 565 landslides (70%) for model 
training and 242 landslides (30%) for model validation. As 
for non-landslide units, they were randomly generated using 
the “Create Random Points” tool in the ArcGIS 10.2.

Previous researches have revealed that the landslide 
occurrence is related to environmental features as well as 
anthropogenic activities (Pourghasemi and Kerle 2016). 
Considering the data availability, the topographical, geo-
logical, and climatic conditions of the study area, eleven 
landslide-related factors including elevation, slope angle, 
slope structure, topographic wetness index (TWI), stream 
power index (SPI), engineering rock group (ERG), land use, 
distance to roads, distance to rivers, annual rainfall, and nor-
malized difference vegetation index (NDVI) were selected 
for modeling landslide susceptibility for the study area.

Specifically, five topographical factors such as eleva-
tion, slope angle, slope structure, TWI, and SPI (Fig. 2a–e) 
were extracted from the DEM data. The elevation is one of 
the most commonly used factors in landslide susceptibility 
studies, which is closely linked to human activities, rainfall, 
vegetation cover, climate, and other conditions, and has an 
indirect effect on landslide occurrence (Hong et al. 2016). 
The slope angle impacts the stability of the slope as it con-
trols both the shear force and the water velocity on the slope 

(Fernández and Lutz 2010). The increasing slope angle will 
promote slope instability. The slope structure is a spatial 
combination concerning the slope aspect and strata ten-
dency, which determines the type and degree of slope defor-
mation. The slope structure is regarded as an essential factor 
for studying the landslide distribution and development in 
the Three Gorges Reservoir Area. The slope structure classes 
of the study area include (1) horizontal slope, (2) consequent 
slope, (3) consequent-diagonal slope, (4) transverse slope, 
(5) reverse-diagonal slope, and (6) reverse slope. The TWI 
is an important factor for modeling landslide susceptibility 
and can be used to evaluate the conditions of soil and runoff 
volume. The SPI indicates the erosion power of a stream; the 
slope failure is particularly likely to occur in the area where 
stream erosion power is remarkable.

A strong correlation can be found between the geologi-
cal lithology and the landslide vulnerability (Juliev et al. 
2019). Different lithological units have different physical 
hardness, interlayer structures, and weathering resistance, 
which affects landslide occurrence possibility. In this study, 
the ERG was used as the geological factor to analyze the 
landslide susceptibility, which includes four categories: (1) 
group of the loose rock and soil, (2) group of layered claso-
lite, (3) group of layered carbonatite, and (4) group of mas-
sive crystalline rocks (Fig. 2f).

Based on the SDLIN data, three essential factors such 
as the land use (Fig. 2g), distance to roads (Fig. 2h), and 
distance to rivers (Fig. 2i) were prepared. Land-use category 
is suggested to be an important indicator in the detection of 
landslides (Nsengiyumva et al. 2019). Through in situ sur-
veys, five land-use types were identified for the study area: 
(1) farmland, (2) orchard, (3) residential area, (4) forest, and 
(5) water. Detailed descriptions for these land-use catego-
ries could be found in He et al. (2008) and Chen and Wang 
(2010). Road construction as a typical anthropogenic inter-
vention feature usually causes increased strain behind the 
slope and decreased slope toe support (Regmi et al. 2014). 
The runoff of rivers directly reflects water erosion power to 
slopes and is associated with the slope failure (Preuth et al. 
2010). In this study, distance to roads and distance to rivers 
were respectively used to examine the impact of road con-
struction and stream network on the landslide occurrence.

The role of the precipitation can never be neglected in 
landslide prediction (Grelle et al. 2013). The precipitation 
data were obtained from the precipitation station in Zigui 
County, and then the annual rainfall map was constructed by 
using the Kriging interpolation in ArcGIS software (Fig. 2j).

Vegetation affects the stability of slope materials by 
controlling the root function, rainfall infiltration, and soil 
erosion (Jia et al. 2014). NDVI is a commonly used index 
to indicate the vegetation coverage. The NDVI used in this 
study was extracted from Landsat 8 OLI imagery (Fig. 2k).

Fig. 2   Landslide conditioning factors. (a) Elevation. (b) Slope angle. 
(c) Slope structure. (d) TWI. (e) SPI. (f) ERG. (g) Land use. (h) Dis-
tance to roads. (i) Distance to rivers. (j) Annual rainfall. (k) NDVI

◂
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Methodology

The flowchart of landslide susceptibility mapping using the 
introduced ensemble model is displayed in Fig. 3, mainly 
including four steps namely the construction of spatial 
database, landslide modeling, model evaluation, and devel-
opment of landslide susceptibility maps. ArcGIS 10.2 and 
ENVI 5.3 associated with IBM SPSS Statistics 22 were used 
for data processing, while the landslide modeling was con-
ducted in R 3.5.3 software.

Evaluation of landslide conditioning factors

It is essential to evaluate landslide conditioning factors for 
landslide spatial prediction. In this study, the evaluation pro-
gram of landslide conditioning factors is involved in impor-
tance level analysis and correlation analysis (Wu et al. 2020). 
The importance level of factors affects the quality of landslide 
modeling because factors with noise or negative predictive 
capability may destroy the modeling results. Additionally, 
highly correlated factors are also not beneficial to model’s per-
formance. In this study, the Relief-F (ReF) algorithm, known 
as an effective feature selection method, was adopted to meas-
ure the importance level of the eleven landslide conditioning 
factors. Additionally, the correlation between these factors was 
evaluated using the Pearson correlation coefficient (PCC)

The ReF was first introduced by Kira and Rendell (Kira and 
Rendell 1992). The ReF measures the quality of variables by 
distinguishing between instances from different classes. For 
a certain landslide sample R , its k-nearest neighbor landslide 
and non-landslide samples are respectively noted as H and M . 

Given the number of iteration m , the ReF updates the weights 
of each variable as following:

where p(C) is the possibility of a class, p(Class(R)) is the 
possibility of a class within samples, diff  indicates the dif-
ference between samples in a variable A , and Mj(C) notes 
the jth nearest neighbor sample.

The PCC is used to indicate a negative or positive correla-
tion between variables, defined as below:

where cov and var denote the covariance and variance of 
variables, respectively.

Landslide modeling methods

In this study, a novel ensemble model, the BRSNBtree, was 
proposed for landslide susceptibility mapping. Inspired by 
typical ensemble models, our method is comprised of a base-
learner and ensemble strategy. The base-learner used in this 
study is served by a RSNBtree model. As for the ensem-
ble strategy, the Bagging was adopted as the meta-learner 
because of its efficiency in ensemble prediction. The struc-
ture of the BRSNBtree has been displayed in Fig. 3.

(1)
W(A) =W(A) −

∑
diff

�
A,R,Hj

�

mk

+

∑ p(C)

1−p(Class(R))

∑
diff

�
A,R,Mj(C)

�

mk

(2)PCCij =
cov

(
vi, vj

)

√
var

(
vi
)
× var

(
vj
)

Fig. 3   Flowchart of landslide 
susceptibility mapping using the 
BRSNBtree model
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Random subspace based naïve Bayes tree

Firstly, we prepare a random subspace–based naïve Bayes 
tree (RSNBtree) model based on the single NBtree and the 
RS technique. The NBtree belongs to the DT intelligence 
algorithm, consisted of the C4.5 tree and NB (Kohavi 1996). 
Therefore, its architecture and learning procedure are similar 
to other types of DTs except that some leaf nodes that predict 
a single class are replaced by NB categorizers (Chen et al. 
2017). The construction of a NBtree starts at the root node, 
sorts and splits the attribute, and then moves down the tree 
branch corresponding to the “purity” of the attribute. Above 
steps will be repeated several rounds until a terminal node 
is met.

For NBtree, the information gain ratio (IGR) is adopted as 
the splitting criteria to measure the “purity” (Quinlan 1993). 
IGR measure is based on the concept of entropy and defined 
as below:

where |D| is the total number of cases in the dataset D , ||Di
|| 

denotes the number of the cases that belongs to the class Di , 
and m is the number of classes.

Then, the IGR of an attribute A can be calculated as fol-
lowing formula:

where EntropyA(D) represents the entropy of the D after 
being segmented on attribute A and SplitInfo(A) is the nor-
malized factor.

If a node is confused by splitting criteria and not able to 
make predictions, a NB classifier can be used to decide and 
select the class that maximizes the posterior probability. The 
NB assumes that all attributes related to the target class are 
conditionally independent. The classification of the NB is 
performed as below:

where n is the total number of attributes and P represents the 
possibility of a class that occurs.

The NBtree is used to integrate with the RS method in 
order to construct a RSNBtree model. To be specific, the 
RS technique randomly samples the sub-feature space from 
the original dataset to generate a subset with q dimension-
ality (q < n). A base-leaner is subsequently applied to each 
of these subsets considering the NBtree algorithm. After 
several sampling rounds (e.g., t ∈ [1,2,… , T] ), a series of 
subsets and NBtrees will be created in parallel and each 
NBtree is specialized in the corresponding subset. The final 

(3)Entropy(D) = −

m∑

i=1

||Di
||

|D|
log2

||Di
||

|D|

(4)IGR(A) =
Entropy(D) − EntropyA(D)

SplitInfo(A)

(5)c = P
(
ci
)∏n

j=1
P
(
Aj
||ci

)
∕
∑m

i=1

[
P
(
ci
)∏n

j=1
P
(
Aj
||ci

)]

decision for predicting landslide susceptibility is obtained 
by majority voting all NBtrees:

Bagging ensemble

Bagging is probably one of the most well-known ensemble 
methods, which was firstly introduced by Breiman (1996). 
The Bagging mingles classifications from casually produced 
training sets in parallel using a bootstrap resampling scheme. 
Therefore, Bagging is considered to be an efficient ensemble 
to improve unstable or poor estimation. In Bagging, each 
randomly sampled subset is used to build a predictor. As the 
sampling procedure proceeds ( T  rounds), these predictors 
will be aggregated to form a new bagging ensemble model 
based on majority voting. The advantage of the bagging 
method is that it can perform self-evaluation using out-of-
bag samples.

In this study, the RSNBtree is treated as the base-learner 
of the Bagging algorithm to construct a BRSNBtree model. 
To implement this novel ensemble method, we keep the 
iteration rounds at 20, and set the size of subspaces (a per-
centage of remained features) and the size of subsets (a per-
centage of sampled data) as 75% and 80%.

Results 

Selection of landslide conditioning factors

The importance evaluation result is given in Fig.  4. 
Among the eleven landslide conditioning factors, the 
distance to rivers has the highest importance level 
(ReF = 51.03%), then followed by distance to roads 
(21.89%), annual rainfall (7.00%), elevation (4.33%), 
ERG (3.78%), land use (2.91%), NDVI (2.61%), slope 
angle (2.48%), slope structure (1.65%), SPI (1.18%), and 
TWI (0.85%), respectively. It turns out that each factor 
has a positive contribution to landslide spatial prediction. 
The result of the PCC analysis is shown in Table 1. We 
can observe that correlation between TWI and SPI has the 
highest correlation with a value of 0.71, which indicates a 
strong correlation and reaches the critical threshold (0.7) 
according to Martín et al. (2012). By comparison, the 
remaining pairs present a weak correlation. Considering 
the ReF evaluation results in combination with the PCC 
results, the TWI was removed from the initial dataset 
because of its incompetence and high correlation, while 
the remaining ten factors were used as input to perform 
landslide susceptibility modeling.

(6)c(x) = argmax
∑T

t=1
1
(
NBtreet(x) = y

)
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Landslide susceptibility mapping

The RSNBtree model and the BRSNBtree model were con-
structed and applied to predict landslide susceptibility for 
Zigui County. The selected landslide-related factors were 
fed into the modeling to estimate the landslide susceptibil-
ity index (LSI) that indicates the possibility of landslide 
occurrence for each unit. Landslide susceptibility maps of 
the study area were then depicted in ArcGIS 10.2 software 
and reclassified into five levels using the geometrical inter-
val classification method: very low susceptibility (VLS), 
low susceptibility (LS), moderate susceptibility (MS), high 
susceptibility (HS), and very high susceptibility (VHS) 
(Fig. 5). The area percentage of each susceptibility level 
has been summarized in Fig. 6. It can be observed that 
two landslide models present similar mapping patterns 

and areal distributions. By using the BRSNBtree model, 
21.92%, 12.55%, 25.53%, 27.48%, and 12.51% of the area 
were respectively classified in the groups of VLS, LS, 
MS, HS, and VHS. Most of the landslides (76.46%) are 
located in extremely and highly vulnerable area. About 
15.86%, 4.09%, and 3.59% of the total landslides fall into 
MS, LS, and VLS, respectively. The result demonstrates 
that the landslide susceptibility map constructed by the 
BRSNBtree model has good spatial prediction accuracy. 
Regarding the RSNBtree, 21.45% of the areas have VLS 
level and 15.84% have LS level, and areas with MS, HS, 
and VHS were modeled to account for 26.77%, 24.47%, 
and 11.47% of the study area, respectively. Similar results 
between the RSNBtree and BRSNBtree connote that the 
use of the Bagging ensemble scheme will not significantly 
influence the areal composition of landslide susceptibility 
levels of the RSNBtree. However, some differences are 
also can be found among the two models. For instance, 
more landslides were assigned to the MS level by using 
the RSNBtree model when compared with the BRSNBtree 
model. This leads to relatively fewer landslides (7%) to fall 
into the HS and VHS area when the RSNBtree model was 
used to predict landslide susceptibility for the study area.

Inspection of the pattern of landslide susceptibility 
shows that areas with VHS or HS tend to be distributed 
along the Yangtze River and its tributaries, which fur-
ther confirms that rivers play a significate role in effecting 
slope stability in Zigui County. Additionally, VHS and 
HS levels can be observed in the areas far from rivers but 
nearby roads or with high annual rainfall.

Performance evaluation

In the present study, the statistical indices and the receiver 
operating characteristic curve (ROC) were adopted to 
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Fig. 4   Importance analysis of conditioning factors using the ReF 
method

Table 1   Pearson correlation 
coefficient evaluation results

Bold font means relatively high correlation
Var1 elevation, Var2 slope angle, Var3 slope structure, Var4 SPI; Var5, distance to roads, Var6 distance to 
rivers, Var7, ERG, Var8, NDVI, Var9 annual rainfall, Var10 TWI, Var11, Land use.

Var1 Var2 Var3 Var4 Var5 Var6 Var7 Var8 Var9 Var10 Var11

Var1 1 0.07 0  −0.09 0.23 0.37 0.24 0 0.42  −0.1 0.1
Var2 1 0.08 0.08 0.25 0.09 0.03 0.29  −0.02  −0.13 0.2
Var3 1 0 0.03  −0.02 0.03 0.02 0.09  −0.01 0.04
Var4 1 0.04  −0.02 0.08 0.03 0.02 0.71 0.03
Var5 1 0.51 0.09 0.11 0.03  −0.03 0.3
Var6 1 0.13 0.06 0.05  −0.04 0.17
Var7 1  −0.1 0.35 0.03 0.11
Var8 1  −0.04  −0.09  −0.05
Var9 1 0.01 0.06
Var10 1  −0.03
Var11 1
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evaluate the model’s performance; they are commonly used 
evaluation criteria in landslide studies (Jiao et al. 2019). 
Statistical measures used in this study include the accuracy 
(ACC) root-mean-squared error (RMSE), kappa statistic 
(K), and F-measure (F). In addition, the area under the ROC 
(AUC) is also an important performance metric. Those met-
rics are defined based on the true positive (TP), true negative 
(TN), false positive (FP), and false negative (FN), and the 
detailed description and calculation can refer to Dou et al. 
(2019) and Wu et al. (2020).

To verify the proposed landslide modeling method, two 
successful algorithms such as SVM and RF were further 
implemented for the comparison. The SVM is developed 
from the concept of structural risk minimization and tries 
to design a separating hyperplane to maximize the margin 
of different classes (Vapnik 1995). RF achieves a power-
ful ensemble version of the CART algorithm by resampling 
original dataset with replacement and randomly modifying 
the predictive variables (Breiman 2001). SVM and RF have 
been wildly applied for landslide susceptibility assessment 
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Fig. 5   Landslide susceptibility map of the study area: (a) the BRSNBtree model and (b) the RSNBtree model

Fig. 6   Distribution of landslide 
susceptibility levels
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and used as benchmark methods. In this work, the radial-
basis-function SVM with the penalty coefficient of 0.4 was 
utilized. As for the RF algorithm, numbers of trees and ran-
dom predictive variables were respectively set as 500 and 4.

Performance evaluation results were shown in Fig. 7. 
Our method holds the best prediction capability among all 
models, with the ACC, K, RMSE, and F values of 91.53%, 
0.83, 0.291, and 0.915. The RF comes second, which gained 
ACC, K, RMSE, and F with values of 87.40%, 0.748, 0.311, 
and 0.874, respectively. Additionally, RSNBtree achieved an 
acceptable performance with ACC, K, RMSE, and F values 
of 86.16%, 0.722, 0.324, and 0.861. By contrast, the SVM 
had slightly lower values for all the abovementioned metrics. 
The ACC, K, RMSE, and F values for the SVM model were 
80.99%, 0.620, 0.436, and 0.808, respectively. The overall 
performance of various models is presented using the AUC 
measure (Fig. 8). All four landslide models have acceptable 
performance, yet the BRSNBtree achieved more preferable 
results than the remaining models because the BRSNBtree 
model yielded the highest AUC (0.968), followed by the RF 
(0.949), the RSNBtree (0.936), and the SVM (0.895). Over-
all, the evaluation based on various performance metrics 
denotes that the proposed BRSNBtree method is capable to 
refine the RSNBtree and outperforms the RF and SVM. In 
general, the model with better performance is far reliable in 
terms of assessing landslide susceptibility. The BRSNBtree 
produces the best landslide susceptibility modeling result 
and is recommended to detect landslide susceptible areas 
for the Zigui County.

Discussion

There have been continuous efforts in exploring efficient 
means for landslide spatial prediction at the Three Gorges 
Reservoir Area (Bi et al. 2012; Chen et al. 2016). Our case 
study area Zigui County is one of the most important areas 
of detection and prevention of landslide disasters in the 

east of the Three Gorges Reservoir Area. Machine learning 
models have been wildly applied in landslide risk studies. 
However, complex and non-linear relationship between 
landslide occurrence and affecting factors varies from 
regions to regions, which brings difficulty to landslide 
prediction tasks. The objective of this study is to develop 
a novel machine learning ensemble method for improving 
landslide susceptibility mapping for the landslide-prone 
Zigui area. Moreover, reviews on landslide studies show 
that the ensemble modeling was still rarely applied in this 
region. We expect the proposed ensemble method should 
increase the accuracy of landslide spatial prediction and 
facilitate landslide prevention for the study area.

Conducting feature selection is highly recommended 
before landslide modeling as the quality of a model is 
affected by the data used (Pham et al. 2016; Dou et al. 
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Fig. 7   Model evaluation using statistical measures: (a) the BRSNBtree model; (b) the RSNBtree model; (c) the RF model; (d) the SVM model

Fig. 8   ROC analysis of the various landslide models
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2019). In this study, the ReF and PCC methods were 
jointly used to perform feature selection, including impor-
tance level test and correlation analysis. According to the 
results from the ReF and PCC evaluations, 10 of 11 con-
ditioning factors were finally remained as the model’s 
input. Note that the distance to rivers gained the highest 
importance among the selected factors. This result quite 
matches the actual conditions of Zigui County and agrees 
with the landslide studies on other segments of the Three 
Gorges Reservoir Area—highly susceptible regions tend 
to be distributed along riverbanks (Chen et al. 2014, 2016; 
Zhang et al. 2017; Yu and Gao 2020). Particularly, Chen 
et al. (2012) evaluated landslide affecting factors in the 
Zigui segment of the Three Gorges Reservoir Area based 
on the likelihood ratio method and found that distances 
between 0 and 200 m away from rivers are most closely 
related to landslide occurrences. Our study area belongs to 
the upper reaches of the Yangtze River, with characters of 
developed stream systems and active fluctuation of water 
level. Slope toes nearby rivers suffer from water erosion 
and soaking environment, which leads to changes in soil 
moisture and rock hardness thereby particularly conducive 
to slope failure. Moreover, the high susceptibility level 
also can be observed in areas with high road density and 
low elevation. The cooperation of these negative factors 
accompanied by rainfall further promotes slop sliding.

In contrast, some factors such as slope, ERG, land use, 
and NDVI have a small impact on landslide occurrence. We 
summarized the area percentage of factor’s subclasses and 
corresponding percentage of landslides for the four factors to 
illustrate the relationship between variable distribution and 
landslide occurrence from the statistic perspective (Fig. 9). 
The statistic result regarding ERG shows that 80% of land-
slides are located in clasolite and carbonatite that together 
occupy areas with 82.2% of the whole region. For land use, 
39.3% of landslides occur in the forest that accounts for 
66.5% of the total areas of the study area. In terms of the 
slope, most landslides (77.6%) are allocated to the class of 

10–30°, which covers 65.4% of the total study area. As for 
the NDVI, 57.1% of the total landslides belong to the class 
of 0.3–0.5, the area of which is nearly half of the whole 
region. The results connote that most of the landslides tend 
to be widely spread across a large region associated with a 
single subclass or a narrow range of a factor, which has little 
indicative significance to landslide occurrence especially in 
the case where slope failure is influenced by various factors. 
In such areas, the factors with high discriminability might be 
more helpful for landslide susceptibility prediction. There-
fore, the underperformance of the slope, ERG, land use, 
and NDVI might be attributed to the outweighing of other 
stronger factors (e.g., distance to rivers, distance to roads, 
and annual rainfall). Similar results can be inspected in a 
landslide study at the Zigui–Badong segment of the Three 
Gorges Reservoir Area (Zhang et al. 2017), where some fac-
tors such as the EGR, slope, and vegetation coverage indices 
are far less important in landslide susceptibility modeling.

For a specific study area, the option of modeling method 
is also important in analyzing landslide susceptibility. In 
this study, we introduced a novel method referred to as the 
BRSNBtree, and investigated its performance for landslide 
prediction in the Zigui area. The proposed BRSNBtree per-
forms very well and significantly improves RSNBtree. Nota-
bly, our method achieved a superior predictive capability 
than RF and SVM. Given the advantageous properties of the 
BRSNBtree model, (1) machine learning ensemble method 
can optimize the fitting function of algorithms and decrease 
classification errors of landslide models (Hu et al. 2020), (2) 
RS algorithm is capable to avoid over-fitting issues (Onan 
2015), and (3) Bagging is confident in reducing the variance 
of base learning algorithms (Breiman 1996). Inspection of 
previous landslide studies shows that RS and Bagging are 
effective in ensemble prediction. The RS has been success-
fully employed to refine the single algorithms such as SVM 
(Tien Bui et al. 2019), ANN (Pham et al. 2017), and REPT 
(Pham et al. 2019), in different landslide modeling tasks. 
Pham et al. (2018) reported that the CART integrated with 

Fig. 9   Percentage of areas and 
corresponding percentage of 
landslides regarding the ERG, 
land use, slope, and NDVI
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RS method performed better than the SVM, NBtree, and 
LR. Arabameri et al. (2021) concluded that the RS was 
more useful than the Bagging in ensemble modeling when 
Credal-C4.5 was treated as the component model. Particu-
larly, RSNBtree was suggested to be a promising landslide 
susceptibility modeling method (Shirzadi et al. 2017). Our 
study reveals that the prediction capability of the RSNBtree 
can be further improved by using the Bagging scheme when 
landslide modeling is the case. This founding is related to 
previous studies (Hong et al. 2018; Pham et al. 2017; Dou 
et al. 2019), all of whom state that ensemble learning can 
reinforce the performance of base-classifiers. Chen et al. 
(2018c) successfully coupled the Bagging with the kernel 
logistic regression (KLR) and concluded that such a combi-
nation can overcome over-fitting and variance problems of 
data. Pham and Prakash (2017) proved that the hybridiza-
tion of Bagging ensemble and NBTree could achieve a high 
classification accuracy and outperform the NBTree with 
rotation forest ensemble, single NBTree, and the SVM when 
performing landslide modeling. Pham et al. (2017) found 
that Bagging and RS had an equal effect on the ANN, and 
the ANN with the Bagging or BS was superior to that with 
the Boosting. Likewise, Nhu et al. (2020a) proved that the 
accuracy of the RF can be significantly improved by 9.5% 
by using RS or Bagging techniques for predicting landslide 
susceptibility. Hu et al. (2021) reported that the use of dif-
ferent base-learners could influence the results of ensemble 
prediction, and the Bagging-based ANN generated more 
stable and accurate modeling results than the Bagging-
based C4.5. These ensemble models achieved encouraging 
performance for landslide susceptibility modeling, but the 
joint use of different ensemble strategies for landslide mod-
els is rarely explored. The introduced BRSNBtree model is 
benefited from the cooperation effects of RS and Bagging 
ensemble, which achieves further improvement for landslide 
prediction. Therefore, the main advantage of BRSNBtree is 
to decrease the model’s variance and mitigate over-fitting 
problems (Breiman 1996; Onan 2015). Landslide suscepti-
bility mapping results also show advantages of our method 
because the HS and VHS areas modeled from the BRSN-
Btree can capture more landslides than those from the 
RSNBtree. The results mean that the landslide susceptibil-
ity assessment conducted by the BRSNBtree model may 
be more practical for landslide prediction and prevention. 
Nevertheless, a possible limitation of ensemble modeling is 
that improvement in performance requires higher calcula-
tion cost. For example, the BRSNBtree model (76.8 s) takes 
more times than the RSNBtree (7.4 s), RF (5.1 s), and SVM 
(0.17 s) in modeling process.

Finally, to verify the reliability of landslide susceptibility 
maps developed by the BRSNBtree model, we further calcu-
lated a reliability index namely the landslide density (LD). 
It is defined as a proportion of the number of landslides and 

areas of corresponding susceptibility level (Jiao et al. 2019). 
The LD values of our method are respectively 0.06, 0.11, 
0.22, 0.62, and 0.79 with the susceptibility level ranging 
from the VLS to VHS. It can be seen that the value of LD 
increases as the susceptibility level improves, indicating a 
reliable susceptibility assessment (Pham et al. 2016). More 
importantly, the LD value regarding the very high suscepti-
bility level in this study reaches 0.79, better than the study 
of Liu et al. (2014) (the corresponding LD is 0.21), which 
further confirms the effectiveness of our method.

However, some limitations should be noted. The scale of 
the ERG map used in this study is not in line with other fac-
tor layers. Finding geology data with an appropriate scale for 
landslide susceptibility analysis is a crucial issue. Neverthe-
less, it may be difficult to obtain more detailed ERG data at 
present because extensive field survey is time-consuming and 
labor-intensive. For landslide modeling, Catani et al. (2013) 
examined model’s performance under different survey scales 
of landslide-related factors and different resolutions of map-
ping units. The performance of landslide models is affected 
by the scale but layers with smaller scales (or coarser resolu-
tion) might not necessarily lead to a decreased prediction 
accuracy. In the future, we will attempt to collect available 
geology data with larger scales and focus on data scaling 
issues for landslide susceptibility mapping at the case area.

Conclusion

A novel machine learning ensemble model that integrates 
RSNBtree with the Bagging technique was applied to assess 
landslide susceptibility at the Zigui County of the Three 
Gorges Reservoir Region. Based on the feature selection 
method, 10 landslide conditioning factors were fed into 
landslide models for predicting landslide susceptibility. 
The distance to rivers, distance to roads, and annual rainfall 
have the greatest effect on landslide occurrence in the study 
area. Particularly, it can be observed from landslide suscep-
tibility distribution patterns that vulnerable areas are highly 
associated with stream systems. The result emphasizes the 
significant role of hydrology in promoting slope instability.

Model performance evaluation results indicate that the RSN-
Btree can be further reinforced through the Bagging scheme. 
Benefited from cooperation effects of RS and Bagging tech-
niques, the developed BRSNBtree model achieved the highest 
prediction capability for landslide susceptibility modeling and 
outperformed the SVM and RF. Hence, the BRSNBtree pro-
vides a promising and better way to target landslide-prone areas 
for Zigui County. Landslide susceptibility maps developed from 
this study would help local managers to get better knowledge of 
the state of sliding risk and facilitate landslide mitigation and 
management. Also, this study demonstrated the superiority of 
ensemble methods in landslide susceptibility assessment.
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