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Abstract

The relationship between rock falls and weather conditions has been widely recognized and attempts have been made to develop
weather-based approaches for rock fall hazard management. This dependency of rock fall occurrences on weather suggests that
rock fall trends and their associated risks will vary following climatic changes. In this regard, tools that quantify the relationship
of weather seasonality and climate with rock fall trends provide an opportunity to forward model potential variations in rock fall
trends considering diverse climate scenarios. This paper illustrates the application of one such tool along a section of a trans-
portation corridor through the Canadian Cordillera. von Mises probability distributions are fitted to monthly trends of precipi-
tation and freeze—thaw cycles and combined to develop a probability density model of rock fall occurrences. The methodology is
outlined in detail and the model shown to fit the rock fall database with a correlation coefficient of 0.97. Further, the paper
discusses limitations of the approach and potential opportunities for improvement, encouraging the use of the method at other

sites and building a robust case study database for further enhancement of the approach.

Keywords Rock falls - Weather seasonality - Triggers - von Mises distribution

Introduction

The negative impacts of rock fall occurrences on transportation
corridors through the Canadian Cordillera have been widely
recognized (Bunce et al. 1997; Evans and Hungr 1993; Hungr
et al. 1999; Lan et al. 2010; Macciotta et al. 2011, 2013;
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Peckover and Kerr 1977; Piteau 1977). This has led to resource
allocation for rock fall hazard control in terms of protection,
stabilization, monitoring, and research and development of en-
hanced risk mitigation strategies (Kromer et al. 2015; Lato et al.
2012; Macciotta and Martin 2013; Macciotta et al. 2015a, 2016,
2017a; Rodriguez et al. 2017; van Veen et al. 2017). Part of this
effort has focused on improved correlations between weather
seasonality or weather events and rock fall occurrences, with
the aim of providing predictive analysis for periods of higher
rock fall hazard (Macciotta et al. 2013, 2015b) or potential rock
fall trend changes with future climate change (Macciotta and
Hendry 2017; Macciotta et al. 2017b). Rock fall processes are
initiated by block detachment from a slope by sliding (planar or
wedge), toppling, or purely tensile fracture from overhangs, all
of which are known to be potentially triggered by increased
water pressures (Higgins and Andrew 2012). Further, intact
rock degradation has also been reported following freeze—thaw
cycles (Yavuz 2010), which can lead to cohesion loss and block
detachment. The causality between rock fall occurrences and
weather has also been well established and recognized in many
studies around the world based on observations of rock fall/
weather records. These include those studies by Luckman
(1976), Douglas (1980), Pierson et al. (1990), Wieczorek and
Jager (1996), Frayssines and Hantz (2006), Higgins and
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Andrew (2012), and Delonca et al. (2014). This causality has
also been established for areas in southwest British Columbia
by Piteau (1977) and Macciotta et al. (2015b).

Changes in climate and weather trends would modify the
magnitude, intensity, and frequency of climatic events that can
cause landslides (Coe 2017) and the precursory factors for
landslide events (antecedent precipitation, freeze—thaws, etc.)
(Ho et al. 2017). This can be intensified particularly for shal-
low landslides, including rock falls. In the southwestern area
of the Canadian Cordillera, where the higher density of trans-
portation corridors is located, precipitation is projected to de-
crease in the summer and fall (Bush 2015; Bush et al. 2014)
and timing for freeze—thaw cycles to concentrate on the winter
months and decrease during the fall and spring (Logan et al.
2011). This would lead to changes in the timing, frequency,
and size of landslide occurrences (Cloutier et al. 2017), par-
ticularly rock falls. Some researchers have studied the corre-
lations between rock fall occurrences and weather events and
the potential influences of changing climate (Delonca et al.
2014; Ravanel and Deline 2011, 2015; Paranunzio et al.
2015, 2016). These studies were mostly on European
countries and focused on the occurrence of specific events.
Some of them also focused on particular sets of weather
conditions leading to the rock fall events. However, there is
a gap in studies attempting a quantitative correlation between
weather trends and rock fall occurrences in the Canadian
Cordillera that would allow assessing the impact of changes
in weather patterns in rock fall trends. In this regard, Macciotta
et al. (2017b) present a methodology for quantifying the rela-
tionship between annual rock fall distributions and the season-
al variation of common rock fall triggers across the Canadian
Cordillera. The methodology relies on fitting statistical
models to these weather triggers (e.g., precipitation, freeze—
thaw cycles) and combining them to produce a strong model
that fits the rock fall distribution. They illustrate the applica-
bility of the models through one case study. The objective of
the present paper is to: (1) further validate the applicability of
this methodology through a second case study in the Canadian
Cordillera; (2) discuss some of the limitations of the method-
ology and opportunities for improvement; and (3) provide
some standardization for its application such that future stud-
ies can be aggregated for further analysis of trends.

General methodology

The methodology proposed by Macciotta et al. (2017b) will
be illustrated in detail through a case study in subsequent
sections. A summary of the general steps required to apply
the method is presented below to provide the reader with a
road map for its application:

1. Review rock fall occurrence history with respect to weath-
er conditions (temperature, precipitation, wind speed,
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etc.) to determine the likely dominant rock fall trigger
mechanisms. Previous studies already recognize the dom-
inant trigger mechanisms common to some areas.

2. Calculate average monthly rock fall occurrences and av-
erage values for the dominant weather triggers. Ideally,
the rock fall database and weather information provide
several common years of consistent recording standards.
In this regard, the consistency of rock fall recording stan-
dards and the completeness of weather data need to be
assessed. If these databases are consistent and common
through several decades, consideration should be given to
climate oscillations that might permit splitting of the data
into different time periods.

3. Normalize the monthly rock fall and weather data
(triggers) to the average annual totals to provide monthly
relative frequencies.

4. Fit probability density functions to the normalized weath-
er triggers. The methodology considers the use of statis-
tics for directional data, fitting the seasonal variation of
weather triggers to circular probability density functions.

5. Combine the fitted weather distributions and calibrate
against rock fall records. This will provide quantitative
relationships between weather patterns and rock fall
activity.

The following sections illustrate these steps for a case study
in the Canadian Cordillera. The steps are detailed and some
standardization for the use of the method is presented.

Study area
Location and geologic context

The study area corresponds to part of a railway corridor
through the Canadian Cordillera operated by Canadian
National Railway (CN) known as the Yale subdivision, which
begins near Boston Bar and continues south along the east
bank of the Fraser River, terminating in Vancouver, British
Columbia (Fig. 1). The alignment of CN’s railway tracks be-
tween Boston Bar and Hope approximately corresponds to
mileposts 0 to 40 of the Yale subdivision on a shaded topo-
graphic relief of the area (after Macciotta et al. 2011). The
railway alignment is located along the east bank of the
Fraser River Valley, alongside steep valley walls and slope
cuts. Figure 1 further shows the rock fall distribution per mile-
post to illustrate its spatial distribution, which is discussed
later in this section.

The Fraser River marks the physiographic boundary be-
tween the Coast and Cascade mountains (Monger 1970).
The area contains various rock types due to a complex geo-
logic history including several episodes of orogenic deforma-
tion and intrusion (McTaggart and Thompson 1967). The area
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Fig. 1 The Canadian National
Railway’s (CN) Yale subdivision
study area and spatial distribution
of rock falls between 1996 and
2016
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also features a north—south oriented fault zone known as the
Fraser River fault zone. Two major faults are located within
the valley: the Hope Fault on the west side of the Fraser River
and the Yale Fault, located east of the Hope Fault (Fig. 2). The
presence of these faults results in a zone of highly foliated
metamorphosed rock with high levels of shearing between
rock units and near faults (McTaggart and Thompson 1967).

Figure 2 also shows the lithologic units along mileposts 0
to 40 of CN’s Yale subdivision and a legend with a description
of each unit (after Macciotta et al. 2011). Mileposts 0 to 3
correspond mainly to sedimentary formations, mileposts 4 to
15 to intrusive formations, and mileposts 16 to 23 to intrusive,
metamorphic, and sedimentary formations. The remaining
section of the line from mileposts 24 to 40 consists of mainly
metamorphic formations.

The narrow Fraser Valley was carved by glaciation and
subsequent erosion by the Fraser River (Monger 1970) and
features many steep, rocky sections along the river, particular-
ly between Boston Bar and Yale. These steep sections, further
requiring steep cuts to accommodate the railway alignment,
have increased the susceptibility to rock falls. This is evi-
denced by the concentration of rock fall records between
Boston Bar and Yale (Fig. 1).
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Rock fall database

The rock fall database consists of CN’s rock fall records
along the Yale subdivision dating back to 1996. The data-
base is populated mainly by naturally occurring rock falls;
however, slope management activities such as scaling and
rock bolting influence the rock fall likelihood in these areas.
Rock fall events are recorded by rail maintenance crews and
train conductors when fallen blocks are observed. Rock fall
events include rocks observed on the tracks, rocks observed
near the tracks, and evidence of rock fall events that do not
specifically affect the tracks. Therefore, the phenomenon
analyzed is the result of natural rock detachment mecha-
nisms, their trajectory, and biases introduced by both slope
maintenance activities and reporting standards. The rock
fall database includes information related to the date, loca-
tion, and size classification of the event. Rock fall sizes
recorded varied from large, infrequent events up to a few
thousand cubic meters, down to small blocks of 15 to 30 cm
in equivalent diameter. The smaller blocks are only record-
ed when they are noticeable to crews (on or immediately
adjacent to the tracks). The resulting record comprises a
subset of rock fall events that have posed a hazard to the
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Fig. 2 Geology of the study area
(after Macciotta et al. 2011) LEGEND N
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railway operation. Secondary information such as if the
event blocked the tracks, caused delays, or caused track
damage is also included in the database.

A total of 1367 individual rock fall events were recorded
between 1996 and 2016, the vast majority (1351) of which
occurred between mileposts 1 and 40. Rock fall events oc-
cur at greater frequency for certain sections along the sub-
division (Fig. 3). Approximately 87% of all rock falls occur
between mileposts 3 and 23, with the increased likelihood
of rock falls in this area tied to geologic conditions and
topography of the track side slopes, which are characterized
by steeper cuts in sheared materials.

Figure 4 shows the annual number of rock fall events
between mileposts 0 and 40. A discrepancy in frequency
is observed between the first two years of records (318 and
484 rock falls per year) and the remaining years (between 2
and 68). A similar change in the frequency of rock fall
records is observed for 2012—-2016 compared to prior years.
Weather patterns have not been observed to drastically
change to justify such a discrepancy, with temperatures fol-
lowing consistent annual trends and total precipitation well
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within the expected ranges (between 1300 and 2000 mm at
Hope). Discussions with CN personnel revealed a change in
record standards in 1997 and early 2012, which, unfortu-
nately, is not documented in detail. Therefore, the present
study uses rock fall records from 1998 and 2011 to mini-
mize the bias introduced in the analyses.

Section and period for detailed analysis

The section for further detailed analysis was defined based
on maintaining a consistent lithology. This minimizes po-
tential biases associated with rock fall sources with diverse
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Fig. 3 Recorded rock fall events per milepost between 1996 and 2016
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Fig. 4 Recorded rock fall events per year between mileposts 0 and 40

lithology that show different responses to rock fall triggers.
The section corresponds to mileposts 4 to 15 of CN’s Yale
subdivision, which lies mainly on intrusive rocks. The pe-
riod of analysis corresponds to those years for which the
authors consider rock fall recording standards to have been
consistent. This corresponds to 14 years of records (1998
through 2011, inclusive), during which 220 rock falls were
recorded between mileposts 4 and 15.

Analysis of weather and climate at the study
area

Weather data and general trends

Historic weather data were obtained from the Government
of Canada’s publicly available Historic Climate Database
(Environment Canada 2017). Daily total precipitation and
daily maximum/minimum temperatures were analyzed to
gain an understanding of temporal variations throughout
the year. A limitation of this weather database is that the
analysis of daily minimum and maximum temperatures
would not capture all freeze—thaw events, as this process
could occur multiple times a day. Furthermore, elevation
changes, incidence of sunlight, shadow effects, etc. will
cause temperature variations throughout the study area
when compared to the locations of weather stations. In this
regard, the maximum and minimum temperatures oscillat-
ing around water freezing temperature provide an approxi-
mation for the periods of time when freeze—thaw cycles are
more frequent and may play a role as rock fall trigger.
Therefore, the use of the maximum and minimum temper-
atures for better understanding the frequency of freeze—
thaw cycles and their correlation with rock fall events was
considered adequate in light of the information available
and for assessing seasonal trends.

Within the study area, weather data were available from
weather stations in the towns of Hope, Yale, Hell’s Gate,
and Boston Bar for the periods shown in Table 1. The only
station with continuous records coinciding with the rock
fall period (1998-2011) was Hope. Weather data were not
evaluated beyond 2011 (the end of the rock fall period con-
sidered). Percent completeness (ranging from 97.1 to

99.1%) was evaluated by determining the number of days
that were missing inputs for either maximum temperature,
minimum temperature, or total precipitation.

Figure 5 presents the seasonal weather data at each sta-
tion, organized from north to south. The data presented in
the figure correspond to the respective data ranges in Table
1. The average daily maximum and minimum tempera-
tures were taken directly from the weather database and
plotted as dashed lines. Figure 5 also shows average daily
precipitation, calculated as the total monthly precipitation
divided by the number of days in the month. Precipitation
data are presented as total precipitation, without specifying
whether it is rain or snow. Only a portion of the available
data included information on the level of snowfall. An
evaluation of the data that did include snowfall measure-
ments found that only 6.6% of the total precipitation was
recorded as snow.

The average number of monthly freeze—thaw cycles are
plotted on the same axis as daily precipitation in Fig. 5.
Freeze—thaw cycles were estimated using daily maximum
and minimum temperatures. The structure of the database
did not allow for consideration of the time above or below
freezing or the possibility of multiple cycles per day. A
freeze—thaw cycle was considered to have occurred if the
daily minimum and maximum temperatures recorded were
below — 1 °C and above + 1 °C, respectively. The threshold
of — 1/+ 1 °C was chosen to eliminate days in which the
temperature was very close to freezing (0 °C) but would
likely not cause freezing of liquid water within rock joints.
This approach is consistent with previous studies on rock
fall trigger mechanisms (Macciotta et al. 2015b, 2017b).

The average daily temperatures generally follow similar
trends from the south end of the study area (Hope) to the
north (Boston Bar). Temperatures peak in August at all
stations, with average daily maximums ranging from
25 °C at Hope to 29 °C at Boston Bar. At Hope and Yale,
the lowest average daily temperatures occur in January,
while at Hell’s Gate and Boston Bar, the lowest tempera-
tures occur in December.

The change in weather trends between the south and
north ends of the study area can be attributed to a number
of factors. Hope is the furthest south and has a relatively
unobstructed path to the Pacific Ocean, resulting in the
mildest temperature fluctuations and the highest level of
precipitation. Further north in the Fraser River Valley, pre-
cipitation decreases and daily/seasonal temperature fluctu-
ations become greater. Table 2 shows the average annual
precipitation and number of freeze—thaw cycles at the four
weather stations for the periods of available data.

Although the periods of available data differ for the four
weather stations, Table 2 clearly shows that Hope has the
highest overall amount of precipitation (1847 mm/year).
Consistent decreases in precipitation are noted for stations

@ Springer



3244

C. Pratt et al.

Table 1 Weather stations along

the study area including weather Station Milepost UTM zone 10 Elevation (m) Weather data Percent
data range and percentage of range (years) complete
complete data East North
Boston Bar 35 612586 5524983 200 19801989 98.5%
Hell’s Gate 8.5 611580 5515694 122 19801986 97.1%
Yale 27 613282 5491632 76 1985-1994 99.1%
Hope 40 610114 5469324 39 19802011 97.8%

located further north in the valley, with average precipita-
tion at Yale, Hell’s Gate, and Boston Bar of 1540, 1211,
and 850 mm/year, respectively. Seasonal trends in weather
are similar, with peak levels of precipitation occurring in
November. All weather stations have a secondary precipi-
tation peak, which occurs in January at Hope and Yale, and
February at Hell’s Gate and Boston Bar.

The most significant differences in weather data are with
respect to the temporal distributions and total number of
freeze—thaw cycles. Generally, the average number of
freeze—thaw cycles increases from south to north in the
valley. In Hope and Yale, freeze—thaw cycles peak in
December, then hold roughly steady and drop off after
February. At Hell’s Gate and Boston Bar, freeze—thaw cy-
cles increase in January, with peaks in February and March.
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Correlation of weather trends at Hope to other
locations along the study area

Historic weather records were not available at the stations
north of Hope for the period of analysis considered for the
rock fall data (1998-2011). This is problematic because
the majority of rock falls occur approximately 20 to
50 km north of Hope. The similarity of weather trends
between stations must be examined to determine the util-
ity of Hope weather data for evaluating rock fall trends
further up the valley. Figure 6 presents plots of average
monthly precipitation normalized to average annual pre-
cipitation (left) and average number of freeze—thaw cycles
normalized to average annual number of freeze—thaw cy-
cles (right). Similar plots were produced for the stations at
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Fig.5 Seasonal average weather normals (maximum and minimum temperatures, precipitation, and number of freeze—thaw cycles) at Hope (a), Yale (b),

Hell’s Gate (¢), and Boston Bar (d)
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Table 2 Average annual

precipitation and freeze—thaw Station Milepost Precipitation (mm/year) Freeze-thaw cycles (no./year)
cycles at the four weather stations
along the study area Boston Bar 35 850 22.4

Hell’s Gate 8.5 1211 18.9

Yale 27 1540 18.4

Hope 40 1847 17.7

Yale, Hell’s Gate, and Boston Bar for comparison to those

The correlation coefficient (r) was adopted to evaluate

for Hope for the periods for which data were available at  the level of correlation between weather data at Hope and

Hope and the weather station being evaluated.
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variables change linearly with each other, and is estimated
using (Baecher and Christian 2003):

. E [(x*ux) (y*uy)} W

\/ E [(x—ux)z} E [(y—uy)z}

where r is the correlation coefficient for variables X and Y,
ET] is the expectation operator (defined as the sum of pos-
sible values of a random variable weighted by its probabil-
ity), and pu and iy are the means of variables X and Y,
respectively.

The correlation coefficients for monthly precipitation are
shown in Fig. 6 and ranged from 0.92 at Boston Bar to 0.994
at Yale. This level of correlation is considered relatively strong
and acceptable for the purposes of this report. Freeze—thaw
cycles have weaker correlations due to the temporal shift of
cycles at the more northerly stations, with values of 0.78 at
Boston Bar, 0.90 at Hell’s Gate, and 0.995 at Yale (Fig. 6).
Overall, the correlations between Hope and the other stations
are considered acceptable and, therefore, justify using Hope’s
weather trends to evaluate rock fall trends north of Hope in
terms of seasonal fluctuations.

Finally, Fig. 7 shows the monthly distribution of precip-
itation and freeze—thaw cycles at Hope and the monthly
distribution of rock falls between mileposts 4 and 15 for
the period from 1998 and 2011. Rock falls in Fig. 7 are
presented as expected annual frequency, calculated as the
total number of rock falls in the month divided by the num-
ber of years in record. The expected frequency between
April and September is low, between 0.1 and 0.6 (a rock
fall every 2 to 10 years). These frequencies increase in
October (one rock fall annually), with a peak in January
(four rock falls annually). Precipitation increases sharply
in September to a November peak and follows a downward
trend to May. Freeze—thaw cycles begin to increase in
November towards high frequencies through December,
January, and February.

5~
— Precipitation (x100) [J Rock falls
P Freeze-thaw R
cycles
3L

Rock falls, precipitation (mm/month)
and freeze—thaw cycles

Ommﬂ (e

Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun

Fig. 7 Precipitation and freeze—thaw cycles at Hope and monthly
distribution of annual rock fall frequency between mileposts 4 and 15
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Circular distribution fit to weather trend data

Macciotta et al. (2015b) report that precipitation and freeze—
thaw cycles are the two main triggers of rock falls along a
portion of CN’s Squamish subdivision near Lillooet, BC.
Furthermore, a study along a section of railway located along
the west bank of the Fraser River Valley reports close corre-
lations between rock fall frequency and precipitation, freeze—
thaw cycles, and spring melt (Macciotta et al. 2013).
Therefore, the study presented here focuses on quantifying
the relationship between rock fall occurrences and monthly
trends in precipitation and freeze—thaw cycles.

von Mises circular distributions

Circular distributions are generally used in applications
where directional data are being analyzed; however, they
are also commonly used to represent cyclic time series data
(Bentley 2006; Lark et al. 2014). The circular approach
considers data to be distributed continuously on a circle,
rather than separating the period into a discrete range within
a line of real numbers (Macciotta et al. 2017b). It is still
useful, however, to visualize circular distributions on a
straight line, keeping in mind that the boundaries are con-
tinuous (the probability density function is equal at both
ends of the linear visualization).

The von Mises probability density function is one type of
circular distribution considered to be a particularly strong tool
for statistical inference in modeling circular data problems
(Mardia 1972). The von Mises probability density function
is defined as follows:

eﬁcos(wfuo) 0

M(:“Ov H) = 271_10(,%) )

<w=2m k>0 0<pu0<2m (2)

where M(11, ) is the von Mises probability density function,
w 1is the variable (transformed to equivalent angle), i is the
mean direction (angle), « is a concentration parameter (a mea-
sure of how close the data are to the mean), and Iy(x) is the
modified Bessel function of the first kind and order zero:

. 1 1 2r
Iy(k) = Zr:OW 5k 3)
The seasonality of rock fall triggers (in particular with re-

spect to precipitation and freeze—thaw cycles) can be fitted to
von Mises distributions.

Transformation to circular data

Prior to fitting average monthly data, records must be trans-
formed into angular data. In the particular case of monthly



Quantitative relationship between weather seasonality and rock fall occurrences north of Hope, BC, Canada

3247

5
— Precipitation (x100) Rock falls

Freeze-thaw s~ v
cycles

Rock falls, precipitation (mm/month)
and freeze-thaw cycles

.
.

=’
lae?” | I I I =

Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun

Fig. 8 Adjusted values of average monthly precipitation, number of
freeze—thaw cycles (Hope station), and annual rock fall frequency
(mileposts 4 to 15)

data, each month can be assigned a range of 71/6. However,
because months are not equal in length (number of days), the
recorded frequencies require some adjustment, as follows:

Multiply the recorded frequency of the months with
31 days by the ratio 30/31.

Multiply the recorded frequency for the month of
February by the ratio 30/28. Note that this simplifies the
approach for leap years; however, the ratios would only
vary by 0.9% when considering leap years (28.25 days on
average for the month of February). This does not repre-
sent a significant variation in the number of adjusted rock
falls for the month of February.

To maintain the total number of records as per the orig-
inal, multiply the previously adjusted frequencies by
the ratio S/S’, where S is the original total number of
records and S’ is the sum of records obtained after the
first two steps.

Adjusted values of average monthly precipitation, number
of freeze—thaw cycles, and expected rock falls (unadjusted
values in Fig. 7) are presented in Fig. 8. Table 3 compares
the recorded and adjusted values of average monthly precipi-
tation at Hope, average number of freeze—thaw cycles, and
total number of rock falls between 1998 and 2011 from mile-
posts 4 to 15.

Normalization and compatibility scaling

Distribution fitting required data normalization into relative
frequencies. This was performed by dividing the average
monthly value of precipitation, freeze—thaw cycles, and rock
falls by the average annual totals:

value for month i
Normalized value for month i = value for monih i

(4)

> monthly values

Distribution fitting also required scaling the weather and
rock fall data with a range of 12 months to the von Mises
distributions with an angular range of 27t. For this, data
arrangement prior to fitting the circular distributions to the
adjusted, normalized data must consider the relative posi-
tion of each month with respect to the angular range of the
distribution (271). For this study, data are arranged starting
in July, such that observed distribution peaks in precipita-
tion and freeze—thaw cycles in the winter months are fully
displayed. Values of monthly precipitation, freeze—thaw cy-
cles, and rock fall records are plotted at the mid-month
location. Given that each month is allocated an equivalent
angular range in the circle of 71/6, the values for the month
of July (precipitation, freeze—thaw cycles, and rock falls)
are plotted at 71/12. The following months are plotted at 71/6

Table 3 Recorded and adjusted

values of average monthly Month Average precipitation (mm) No. of freeze—thaw Total no. of rock

precipitation at Hope, average cycles per month falls 1998-2011

number of freeze—thaw cycles,

and total number of rock falls Recorded Adjusted Recorded Adjusted Recorded Adjusted

between 1998 and 2011 from

mileposts 4 to 15. Total rock falls July 55 54 0 0 5 5

are calculated as the expected August 49 48 0 0 5 5

frequency in Figs. 7 and 8 September 97 98 0 0 7 7

multiplied by the number of years

in the record (14 years) October 198 194 0.2 0.2 15 15
November 322 326 1.9 1.9 19 19
December 223 218 44 43 34 33
January 258 253 4 3.9 57 56
February 157 170 4.6 49 36 39
March 166 163 2.4 23 28 27
April 137 139 0.3 0.3 8 8
May 102 100 0 0 1 1
June 83 84 0 0 5 5
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Fig. 9 von Mises distribution fit to normalized monthly precipitation at
Hope

intervals, with August plotted at 7t/12 + 71/6, September at
7t/12 + 71/3, and so on.

Further, the von Mises distribution has a total range of 27t
and direct comparison to data relative frequencies over 12
monthly values requires scaling the von Mises estimated fre-
quencies. This was achieved by multiplying the von Mises
probability density function by a scaling factor of 7 /:

Probability Density Function (von Mises) x (/) (5)

The frequencies thus obtained from Eq. (5) for the von
Mises distributions at the mid-month locations (7t/12 and at
increments of 71/6 thereafter) can be directly compared with
the adjusted and normalized records. Moreover, the scaled
distribution yields a cumulative value of one (1) when evalu-
ated over 12 months.

Precipitation and freeze-thaw cycles fitted to von
Mises distributions

Figure 9 shows the monthly precipitation at Hope between
1998 and 2011 (Fig. 8 and Table 3) normalized to the aver-
age annual precipitation. This figure also shows a von
Mises distribution fitted to the adjusted precipitation data.

0.30

— Fit
® Records

0.25}

0.20

0.15

Monthly freeze-thaw cycles normalized to
total cycles in the year

- 1 I | | I | | a

Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun

0.00

Fig. 10 von Mises distribution fit to normalized freeze—thaw cycles at
Hope
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Table4 Summary of von Mises parameters and correlation coefficients
for the rock fall triggers

von Mises o K Correlation
coefficient ()
Precipitation 2.7 (mid-December) 0.8 0.88

Freeze—thaw cycles 3.2 (mid-January) 23 0.95

The parameters of the von Mises distribution for the fit are
o= 2.7 (mid-December) and « = 0.8. The correlation coef-
ficient for this fit is 0.88. Distribution fitting was done
manually to maximize the correlation coefficient.

Figure 10 shows the monthly number of freeze—thaw cy-
cles at Hope between 1998 and 2011 (Fig. 8 and Table 3)
normalized to the average annual number of cycles. This fig-
ure also shows a von Mises distribution fitted to the adjusted
data. The parameters of the von Mises distribution for the fit
are (1o =3.2 (mid-January) and x =2.3. The correlation coef-
ficient for this fit is 0.95.

Table 4 summarizes the von Mises parameters and cor-
relation coefficients. The authors considered these correla-
tions strong for the purposes of representing the seasonality
of rock fall triggers.

Rock fall distribution model

Aggregation of the von Mises distribution fits of precipitation
and freeze—thaw cycles into a model of the seasonal distribu-
tion of rock falls can be achieved through a weighted sum or
mixture distribution (Macciotta et al. 2017b):

Fy =YL W,Fj(w) (6)

where F,is the mixture distribution, F;(w) is the jth von Mises
cumulative distribution, and W; is the relative weight for the
Jjth distribution. The condition for the weights is that their sum
isequal to 1 G W,;=1).

The weighted mixture distribution was fitted to the rock fall
distributions through calibration of the distribution weights to
maximize the correlation coefficient. Table 5 shows the cali-
brated weights for each von Mises distribution. Figure 11
shows the rock fall trigger von Mises distributions, monthly
rock fall relative frequencies, and the mixture distribution
fitting the rock fall data. The correlation coefficient between
the mixture distribution and rock fall records is 0.97.

Table 5 Calibrated

weights for the rock fall von Mises W;

trigger von Mises

distributions Precipitation 0.3
Freeze—thaw cycles 0.7
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Fig. 11 Precipitation and freeze—thaw cycles fit distributions, weighted
distribution fit to rock fall records, and rock fall relative frequency

Conclusions

This paper presented a case study for the application of a
methodology that allows quantification of the relationship be-
tween the seasonality of weather and rock fall occurrences.
The method is based on modeling rock fall weather triggers’
cyclic annual trends by fitting circular probability distributions
and modeling rock fall annual trends through aggregation of
the fitted weather models.

The methodology was first proposed by Macciotta et al.
(2017b) for a section of a transportation corridor through
the Canadian Cordillera. The work presented here illus-
trates the applicability of the methodology to other loca-
tions of the Cordillera. Moreover, this work suggests some
standardized procedures for data management, including
transformation of records to circular data, setting the month
of July as the initiation point for the circular distribution,
and scaling the von Mises distributions to match the 12-
month range of the cyclic period. These standardized pro-
cedures will allow future direct comparison of the outcomes
of this approach among different locations.

In the case study presented here, rock fall trends correspond
to a slope cut on intrusive rock along a section of a transpor-
tation corridor that was 17.7 km long. Average annual precip-
itation and number of freeze—thaw cycles in the area are
850 mm and 22.4, respectively. Precipitation and freeze—thaw
cycles were fitted to von Mises distributions with correlation
coefficients of 0.88 and 0.95, respectively, and combined with
weights of 30 and 70%, respectively. The resulting model had
a correlation coefficient of 0.97 with respect to rock fall re-
cords. The weights used in the mixture distribution (70% for
the freeze—thaw and 30% for the precipitation annual trends)
suggest that the temporal occurrence of rock fall events peaks
is dominated by freeze—-thaw cycles as the trigger mechanism
along this section of study. On the contrary, Macciotta et al.
(2017b) found that precipitation had a larger influence on rock
fall annual distribution along a different area in the Canadian
Cordillera (weight of up to 81%). This was expected as the

area of analysis in their study was closer to the sea and milder
temperatures resulted in less freeze—thaw cycles per year.

It was mentioned in the introduction that, for the region
where the study area is located, precipitation is projected to
decrease in the summer and fall and the timing for freeze—
thaw cycles to concentrate on the winter months and decrease
during the fall and spring. Given the influences of precipita-
tion and freeze—thaw cycles suggested by the results of this
study, rock fall occurrences would be expected to decrease in
the summer and fall and to further be concentrated in the
winter months.

Although the methodology allows direct and quantitative
correlation between weather patterns and rock fall trends, the
findings and insights are limited to general rock fall trends
within a year and their expected shift with changes in weather
patterns. It was mentioned that other studies have shown the
potential influence of increased intensity of weather events
and localized storms in landslide occurrences (Coe 2017; Ho
et al. 2017; Delonca et al. 2014; Ravanel and Deline 2011,
2015; Paranunzio et al. 2015, 2016; Macciotta et al. 2015b),
and these should complement the insights from studies similar
to the one presented here on rock fall pattern changes.
Limitations and room for improvement also include the
following:

* Quantitative relationships consider relative frequencies
within a year without regard for weather and rock fall
variations from one year to another. This would require
extending the approach to other cyclic phenomena (e.g.,
decadal weather oscillations, El Nifio events).

* von Mises distributions are unimodal distributions (one
peak only). Some weather triggers can be argued to pres-
ent bimodal behaviors, reflecting the true nature of the
phenomena (e.g., freeze—thaw cycles at the beginning
and end of the colder season). This can be addressed by
fitting a combination of two or more distributions such
that the bimodality is better reflected, but would increase
the complexity of the model and its interpretation. Such
decisions require understanding of climate patterns on a
case-by-case basis and should reflect the purposes of the
analysis.

* The method allows analysis of the general trends of rock
falls within the year but not short-term estimates of rock
fall probabilities based on weather events. In this regard,
the method provides a means of forward modeling rock
fall trend changes for changes in climatic trends. Short-
term forecasting requires complementary approaches
(e.g., Macciotta et al. 2015b).

In particular for the case illustrated here, weather records
needed to be validated for a weather station 50 km away from
the study area. Although precipitation distributions showed
remarkably good correlations, the freeze—thaw cycles
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correlation was lower. This presents a challenge for the appli-
cation of the methodology. In this regard, Hell’s Gate station is
located within the section of analysis (milepost 7, and the
detailed analysis is for mileposts 4 to 15) and freeze-thaw
cycles show a general good correlation with Hope, with the
exception of December. The inconsistency in the peak for
freeze—thaw cycles represents a limitation for the application
of the method in this particular section by adding uncertainty
in the rock fall correlations. This highlights the importance of
consistent weather records in proximity of the study area.

The influence of weather triggers on the distribution of
rock falls likely depends on the rock mass characteristics of
the rock fall sources. The method presented here focused on a
section that shared consistent geologic characteristics. A case
study database is being built following the method outlined in
this paper for different rock mass characteristics. This will
allow for the analysis of weather and rock fall trends common
to different triggers or different geologic units. The method
provides a means to quantify the effects of climate variations
in rock fall trends, and the authors encourage the application
of this method to aid in building this case study database and
strengthening the tools.
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