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Abstract This study aims to investigate the performances

of different training algorithms used for an artificial neural

network (ANN) method to produce landslide susceptibility

maps. For this purpose, Ovacık region (southeast of Kar-

abük Province), located in the Western Black Sea Region

(Turkey), was selected as the study area. A total of 196

landslides were mapped, and a landslide database was

prepared. Topographical elevation, slope angle, aspect,

wetness index, lithology, and vegetation index parameters

were taken into account for the landslide susceptibility

analyses. Two different ANN structures, which were

composed of single and double hidden layers, were applied

to compare the effects of the ANN. Four different training

algorithms, namely batch back-propagation, quick propa-

gation, conjugate gradient descent (CGD), and Levenberg–

Marquardt, were used for the training stage of the ANN

models. Thus, eight different landslide susceptibility maps

were produced for the study area using different ANN

structures and algorithms. In order to assess the effects and

spatial performances of the considered training algorithms

on the ANN models, the relative operating characteristics

(ROC) and relation value (rij) approaches were used. The

susceptibility map produced by CGD1 has the highest AUC

(0.817) and rij values (0.972). Comparison of the suscep-

tibility maps indicated that CGD training algorithm is the

slowest one among the other algorithms, but this algorithm

showed the highest performance on the results.

Keywords Artificial neural network � Landslide
susceptibility map � Ovacık (Karabuk) � Training algorithm

Introduction

Landslides are amongst the most damaging natural hazards,

and the frequency of their occurrences seems to be on the

rise throughout the world. The main reasons for the

increase in landslide occurrences are growing instability as

a result of the destruction of forests, urbanization due to

population growth, and uncontrolled land use in addition to

climatic changes and extreme weather conditions (Nadim

et al. 2006). Based on the criticism raised by Nadim et al.

(2006), the most striking regions with high landslide hazard

South America, northwest United States and Canada, the

Caucasus region, Iran, Turkey, the Himalayas, the Philip-

pines, Indonesia, Japan, and New Zealand. It is clearly

observed that the mountainous areas and northern region of

Turkey, which also includes the study area, is located in

high and very high landslide hazard regions according to

Nadim et al.’s (2006) assessments. Considering these

cases, use of landslide susceptibility maps for land use and

regional planning purposes has been increased during

recent decades by local authorities and governmental

agencies. Landslide susceptibility maps are useful tools to

specify regions with high potential to suffer from the

possible damage from landslides (Ayalew et al. 2005;

Begueira 2006; Guzzetti et al. 2006; Van Den Eeckhaut

and Hervás 2012; Conforti et al. 2014). The process of

landslide susceptibility mapping includes several qualita-

tive and quantitative approaches (Sooters and Van Westen

1996; Aleotti and Chowdhury 1999; Fell et al. 2008).

Qualitative methods are based on the subjective judgement

of an expert opinion, conversely the quantitative methods
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reduce the subjectivity of the qualitative approaches.

Quantitative methods involve some techniques such as

statistical, deterministic, probabilistic, fuzzy logic, decision

tree, and artificial neural network analyses. The landslide

literature reveals that a quantitative ANN method has been

succesfully used in a considerable number of landslide

susceptibility mapping studies (Table 1) (e.g. Lee et al.

2003, 2004; Ermini et al. 2005; Ercanoglu 2005; Gomez

and Kavzoglu 2005; Yesilnacar and Topal 2005; Kanungo

et al. 2006; Pradhan and Lee 2007; Yilmaz 2009a, b;

Kawabata and Bandidas 2009; Yilmaz 2010; Choi et al.

2012; Li et al. 2012; Bui et al. 2012; Das et al. 2013;

Ramakrishnan et al. 2013; Park et al. 2013; Wu et al. 2013;

Zare et al. 2013; Conforti et al. 2014; Alimohammadlou

et al. 2014, Chen et al. 2015; Romer and Ferentinou 2016;

Arnone et al. 2016). There are several ANN training

algorithms in the literature, such as batch back-propagation

(BBP), quick propagation (QP), conjugate gradient descent

(CGD), Levenberg–Marquardt (LM), probabilistic neural

network (PNN), multi-layered perception (MLP), error

back-propagation (EBP), radial basic funcion (RBF). Of

these, the BBP algorithm has more commonly been used

for the training stage of ANN in landslide susceptibility

mapping studies among scientists (see Table 1). The

Levenberg–Marquardt (LM) algorithm takes the second

place in terms of number of uses. In the literature, a single

hidden layered ANN structure was mostly used in the

susceptibility mapping studies, while on the other hand,

two hidden layer network models and comparison of the

training algorithms were rare in such studies. This issue can

Table 1 ANN training algorithms and their structures used by different researchers

Researcher(s) Study area ANN structure ANN

algorithm

Lee et al. (2001) Hong Kong, China 10-15-1 BBP

Lee et al. (2003) Yongin, Korea 7-15-2 BBP

Ermini et al. (2005) Reno River basin, Northern Apennines, Italy 16-16-8-1/19-19-1672-2-

1

MLP and PNN

Lee et al. (2004) Yongin, Korea 7-15-2 BBP

Ercanoglu (2005) West Black Sea Region, Turkey 6-3-2 BBP

Gomez and Kavzoglu (2005) Jabonosa River Basin, Venezuela 9-28-1 MLP

Yesilnacar and Topal (2005) Hendek region, Turkey 19-86-1 MLP

Kanungo et al. (2006) Darjeeling Himalayas, India 6-14-8-1 BBP

Pradhan and Lee (2007) Selangor area, Malaysia 9-19-2 BBP

Kawabata and Bandidas (2009) Honshu Island, Japan 6-40-2 EBP

Yilmaz (2009a) Kat County, Tokat, Turkey 8-17-1 MLP

Yilmaz (2009b) Koyulhisar, Sivas, Turkey 10-23-1 BBP

Choi et al. (2010) Youngin, Janghung, and Boeun, Korea 14-30-2 BBP

Garćıa-Rodŕıguez and Malpica

(2010)

El Salvador, Central America 7-1-1 BBP

Pradhan et al. (2010) Penang Island, Cameron Highland and Selangor, Malaysia 15-32-2 BBP

Yilmaz (2010) Sebinkarahisar, Giresun, Turkey 9-19-1 BBP

Bui et al. (2012) Hoa Binh province, Vietnam 10-18-1 LM and BR

Choi et al. (2012) Boun, Korea 6-12-2 BBP

Li et al. (2012) Qingchuan County, China NA BBP

Zare et al. (2013) Mazandaran Province, Northern Iran 9-14-1 MLP and RBF

Das et al. (2013) The Kelkit Valley, NE Turkey 15-7-1 BBP

Ramakrishnan et al. (2013) Tawaghat area, Kumaon Himalaya, India 8-5-1 BBP

Park et al. (2013) Gangwon Province, Korea 13-25-1 MLP

Wu et al. (2013) Zigui-Badong section, Three Gorges, China 12-3-1 BBP

Conforti et al. (2014) Turbolo River catchment, North Calabria, South Italy 10-21-1 MLP

Alimohammadlou et al. (2014) Ardabil, Azerbaijan region 12-12-1 MLP

Chen et al. (2015) The Baishuihe landslide, China 2-10-1 BBP

Romer and Ferentinou (2016) KwaZulu-Natal Region, South Africa 1-Unknown-1 MLP

Arnone et al. (2016) Messina district, Northeastern Sicily 43-120-1 RBF
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be considered one of the most important aspects of this

study. The main purpose of this study is to assess the

landslide susceptibility of the selected study area and to

compare the different training algorithms of ANN

approach such as batch back-propagation (BBP), quick

propagation (QP), conjugate gradient descent (CGD), and

Levenberg–Marquardt (LM) with different ANN

structures.

Study area

The study area is located in the southeast of Karabuk

Province, the Western Black Sea region of Turkey between

N4540000-4550000/E480000-500000 coordinates of 36.

UTM zone (Fig. 1). It covers an area of 200 km2. The most

important centre of population located in the study area is

the Ovacık district. The area represents semi-mountainous

characteristics with elevations ranging from 455 to 1447 m

a.s.l. and the slope angles varying between 0� and 45� with

an average approximate value of 17�. The most significant

elevations in the study area are Kıraç Hill (1447 m),

Aktaserenler Hill (1442 m), Nisancalisi Hill (1394 m),

Ucoluk Hill (1378 m), Mantarlik Hill (1340 m), and

Asarindoruk Hill (1328 m). The most important rivers

coming from the north of the Ovacık district are the

Bagirsak and Koltuk streams. Throughout the study area,

slope aspect trends are generally in the southerly direction.

Typical Black Sea climate with sudden and heavy rains is

dominant in the study area and the land use of the study

area mainly comprises forests and coverage of farmlands,

orchards, and settlement areas. In the study area, different

rock groups, ranging from Lower Cretaceous to Quaternary

ages, are outcropped. Most of the study area was covered

by sandstones, shale, conglomerates at the base and lime-

stone alternations with flysch character. This unit is known

in the region as Ulus Formation, which is weak and

exposed to heavy weathering process. A detailed descrip-

tion of the lithological units observed in the study area was

given in the ‘‘landslide conditioning parameters’’ section.

Fig. 1 Location map of the study area
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Database preparation

Preparation of the landslide inventory map and database is

the crucial point of any landslide assessment. The neces-

sary attention should be paid to this stage to produce reli-

able landslide susceptibility, hazard, or risk maps since this

stage directly affects the results of the assessments. In

addition, selection of the conditioning parameters is also a

significant issue. This selection depends usually upon

experience, size of the area, time, scale, landslide type,

methodology to be applied, project budget, data availabil-

ity, and reliability (Glade and Crozier 2005). As mentioned

before, in this study, a total of six parameters (lithology,

slope, aspect, topographical elevation, wetness index, and

NDVI) were considered the conditioning parameters for the

landslide susceptibility analyses. This procedure is mainly

related to the regional characteristic(s) and mecha-

nism(s) of the landslides and experience of the scientists.

Thus, no parameter selection method was applied in this

study, and these parameters were selected based on the

relationship between the input parameters and landslide

occurrences in the study area. In other words, the selected

parameters in this study were considered more effective

based on the field observations and our experience. All

parameter maps were prepared in a GIS platform (ArcGIS

version 10.3) with a raster format of 25 m 9 25 m reso-

lution, including a total of 3,20,000 pixels. Of these, 31,846

pixels (approximately 9.9% of the study area) were in the

landslided areas, while the other 2,88,154 pixels were no

landslided locations in the study area. Preparation of the

landslide inventory and the other parameter maps are

explained in the following sections.

Landslide inventory

Preparation of the landslide inventory map is a funda-

mental procedure for any landslide analysis based on a GIS

environment (Lan et al. 2004). This stage is one of the most

important evaluation criteria which includes the necessary

basic information and landslide features for the production

of landslide susceptibility, hazard, and risk maps. In the

study area, a total of 196 landslides were mapped at

1:25,000 scale using detailed field works and aerial pho-

tography interpretations (Fig. 2). The smallest landslide

covers an area of 12,210 m2, while the largest corresponds

to an area of 8,01,902 m2. Additionally, the mean value of

the landslide area for 196 failures in the study area is

1,01,500 m2. The landslides identified in the study area

were classified as rotational earth slides and complex

landslides (including at least two different types, namely

earth flow and earth slide, in the study area) according to

Varnes’s (1978) landslide classification system. They

frequently occur in the weathering zone of the rock units in

the study area. The landslide inventory map is shown in

Fig. 2. Some descriptive statistics of the considered

parameters in landslided areas and in the overall study area

are presented in Table 2. In addition, some landslide pho-

tographs taken from the study area are shown in Fig. 3a–d.

In order to perform landslide susceptibility analyses, the

landslide database was obtained with the aid of GIS

applications for landslided and non-landslided pixels in the

study area. In addition, 75% of the overall data (i.e.

2,40,000 pixels) were randomly extracted for the analysis

stage, while the left part (i.e. 80,000 pixels) was used for

the validation stage of the produced landslide susceptibility

maps. In the landslide literature, there are some studies

considering both the sampling strategies (e.g. seed cell,

point, scarp sampling) and producing of landslide suscep-

tibility maps together (e.g. Suzen and Doyuran 2004;

Guzzetti et al. 2006; Gorum et al. 2008; Nefeslioglu et al.

2008; Yılmaz 2010; Hasekiogullari and Ercanoglu 2012;

Dagdelenler et al. 2015; Ercanoglu et al. 2016). Of these,

scarp sampling strategy was preferred to obtain landslide

database (totally 392 points: 196 from landslide locations,

196 from no landslide locations).

Landslide conditioning parameters

In the susceptibility mapping analyses, it is very important

to select the landslide conditioning parameters effectively.

In this study, the conditioning parameters were considered

under three main headings as suggested by Aleotti and

Chowdhury (1999): (1) topographical parameters derived

from DEM (such as topographical elevation, slope, aspect,

and wetness index), (2) geological parameters (such as

lithology), gathered from MTA (General Directorate of

Mineral Research and Exploration) (2002), (3) environ-

mental parameters (such as normalized difference vegeta-

tion index). Firstly, the digital elevation model (DEM) of

the study area was produced by using ArcGIS 10.3 soft-

ware with a spatial resolution of 25 m 9 25 m pixel size.

Topographical parameters were produced by using the

Spatial Analyst Tool of the considered software. When the

parameters derived from the DEM were examined, the

topographical elevation values vary between 455.4 and

1447.4 m a.s.l. in the study area (Fig. 4a). It was clearly

seen that the landslides in the study area tend to occur in

the lower altitudes. The second considered parameter in

this study was slope. The slope values change in the range

from 0� to 45.8� (Fig. 4b). The third and the fourth

parameters derived from DEM were aspect (Fig. 4c) and

wetness index (Fig. 4d). The landslides were approxi-

mately occurred in the southeast-facing slopes in the study

area. The wetness index values were extracted by using the

equation below:
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TWI ¼ lnða= tan bÞ ð1Þ

where a is the local upslope area draining through a certain

point per unit contour length and tanb is the local slope)

proposed by Beven and Kirkby (1979). The minimum and

maximum values of wetness index were obtained as 0 and

20.5 in the study area, respectively.

The geological parameter taken into account in this

study was the lithology. Although there are some other

geological parameters used in the landslide literature such

as distance to faults or lineaments, weathering conditions,

and so on for producing landslide susceptibility maps, it

was observed that there was no relationship between the

landslide occurrence and any other geological parameter.

Since the lithology is a very important parameter for

landslide initiation and affects the mechanism of the

landslides, this parameter was selected as an input for the

analyses. According to the lithological map gathered from

MTA (2002) with the scale of 1/25,000, there are nine

different lithological units in the study area (Fig. 4e).

Landslides in the study area were mostly located in the

Ulus Formation (Ku) at which the landslides frequently

Fig. 2 Landslide inventory

map of the study area

Table 2 Descriptive statistics of the input parameters in the landslided areas and in the study area

Parameters Type Maximum Minimum Mean Standard deviation Skewness Kurtosis

Topographical elevation (m) Continuous 1430.75 524.21 992.80 170.74 0.01 -0.43

1447.39 455.45 1008.69 178.62 -0.25 -0.16

Slope (degrees) Continuous 43.92 0.09 19.25 7.43 0.22 -0.54

45.80 0.02 16.71 8.43 0.31 -0.54

Aspect Continuous 359.99 0.01 172.64 109.47 0.17 -1.25

359.99 0.00 179.93 109.34 0.02 -1.28

Wetness index Continuous 13.63 3.38 6.30 1.43 1.19 2.14

20.45 0.00 6.32 1.76 2.10 6.78

NDVI Continuous 0.66 -0.46 0.10 0.15 -0.46 0.10

0.66 -0.49 0.08 0.16 -0.48 0.11

Lithology Categorical Areal distribution (%)

Qal Tea Teso Teka Tekac Tes Tek Ktab Ku

0.00 0.00 0.00 8.07 2.93 9.98 24.70 0.83 53.49

5.30 0.12 0.69 16.59 3.01 12.78 24.35 0.95 36.21

Bold values represent the study area characteristics, while the others correspond to the landslided area features of the considered parameters
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occur in the Western Black Sea region of Turkey (Fig. 4e).

Ulus Formation (Ku) is usually composed of a sandy

limestone interlayer, grayish green, gray, and black colored

sandstone, shale, marl, limestones, and conglomerates at

the base. The Abant formation (ktab), covering a small

portion of the study area in the southeast direction, consists

of blocky conglomerate, sandstone, silt, and marble. The

age of this formation is Upper Campanian-Lower Eocene

(Timur and Aksay 2002). Another formation observed in

the study area is Kışlaköy formation (tek). At the base of

this formation consists of red, yellow, and green colored

conglomerates. Claystone, siltstone, and marl units come

gradually upon this level. Red colored sandstones, con-

glomerates, and mudstones are located at the top of this

formation, as shown in (Fig. 4e). The Safranbolu formation

(tes) begins with a very fine conglomerate-sandstone level

at the bottom and passes through carbonated sandstone,

sandy limestone, and limestone towards the upper level.

The Çeçen member (tekaç) is composed of green con-

glomerate, sandstone, siltstone, and mudstone aggradation,

while the Karabük formation (teka) mostly consists of

marl, upward claystone, and sandstone aggradation. Middle

Eocene thick-bedded limestones are defined as Soğanlı
formation (Teso), and this unit is completely represented

by limestones. The other formation observed in the study

area is Akçapınar Formation (tea), and it is characterized

by white, yellowish gray colored, clayey limestone, dolo-

mitic limestone, and chert bands. Finally, alluviums

observed in the river beds in the study area are composed

of gravel, sand, and mud deposits. The last parameter used

in this study was normalized difference vegetation index

(NDVI). The NDVI parameter was selected to reflect the

vegetation cover relation with the landslide occurrences.

Many years before, most of the study area was covered by

forests, but today and in the recent past it is mainly used for

agricultural and settlement purposes. The NDVI map of the

study area was created by using Landsat ETM ? satellite

image of the year 2000, which was the same date of the

topographical maps used in data preparation stage. NDVI is

an index derived from reflectance measurements in the red

and near-infrared portions of the electromagnetic spectrum

describing the relative amount of photosynthetically active

green biomass present at the time of imagery. It is calcu-

lated by the equation below:

Fig. 3 a–d Field photos showing landslides and their sliding directions in the study area
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Fig. 4 Input parameter maps of the study area: a topographical elevation; b slope; c aspect; d wetness index; e lithology; and f NDVI
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NDVI ¼ IR� Rð Þ= IRþ Rð Þ ð2Þ

where IR infrared portion of the electromagnetic spectrum,

R red portion of the electromagnetic spectrum. Thus, red

and infrared bands of the Landsat ETM ? satellite image

of the study area was used to produce NDVI map (Fig. 4f).

The minimum and the maximum ranges for this parameter

were calculated as -0.49 and 0.65, which shows the neg-

ative values show no or low vegetation, while the higher

values represent the healthy vegetation.

Artificial neural network (ANN) analyses

After the first modelling of neurons was devised byMcCulloch

and Pitts (1943) and the first training algorithm was proposed

by Rosenblatt (1958), artificial neural networks have been

widely used for pattern recognition and classification problems.

For training the ANN, the most suitable algorithm must be

chosen for the right type of the problem. Since it was shown

that the error back-propagation algorithm proposed by

Rumelhart et al. (1985) trained the neural networks effectively,

many training algorithms have been developed. Batch back-

propagation (BBP), quick Propagation (QP), conjugate gradi-

ent descent (CGD), and Levenberg–Marquardt (LM) training

algorithms, the most common approaches used in the training

stage of multi-layered networks, were considered in this study.

The batch back-propagation (BBP) algorithm is one of the

most commonly used training techniques (see Table 1) that

guarantees convergence only to a local minimum of the error

function to train the ANN (Hagan et al. 1996). In general, the

purpose of a BBP algorithm is to learn the specific relationship

between the input (w) and output (u) pairs by setting the

weights (Ding andMatthews, 2009). Theseweights are setwith

the ‘‘gradient descent’’ rule and the error (E) is minimized. In

the BBP algorithm, each network is evaluated to obtain a

derivative and summed to obtain the total derivative (Table 3).

In order to save space, only the simple network weight

calculation equations of the considered algorithms are pre-

sented in Table 3. The details can be found in the literature

mentioned in this section. The quick propagation (QP) algo-

rithm is a variation of the back propagation (BP) algorithm

developed by Fahlman (1988). Because the QP algorithm is

defined as an intuitive modification of the BP algorithm in the

literature, many researchers prefer the BBP training algorithm

rather than using QP. The QP algorithm calculates the value of

oE =ow at the update of the weights as in the case of the BP

algorithm, but the QP uses a second-order equation associated

with the Newtonian method instead of the simple ‘‘gradient

descent’’. The QP algorithm is one of the best algorithms for

solving the scale problem of the BP algorithm and also it is

faster than BP in solving many problems (Rumelhart et al.

1985; Sejnowski and Rosenberg 1987). The other training

algorithm used in this studywas the conjugate gradient descent

(CGD) algorithm. It was developed by Hestenes and Stiefel

(1952). In the CGD algorithm, the weights are updated by the

optimal distance (learning rate; ak) during the current search

direction (Ding and Matthews 2009) (Table 3). The reason

some researchers choose this algorithm in their studies is that it

gives more accurate and reliable results than BBP and also it is

very efficient in the training of large scale neural networks

(Shanthi et al. 2009). The Levenberg–Marquardt (LM) algo-

rithm developed by Kenneth Levenberg and Donald Mar-

quardt, is a combination of the features of gradient descent

found in back propagation and the Newtonmethod (Hagan and

Menhaj 1994). It is a nonlinear optimization algorithm based

on the usage of second-order derivatives. The LM algorithm

goes between Gauss–Newton and steepest-descent algorithms

during network training.Gauss–Newton is usedwhenl is close
to zero, and steepest-descent is used when l is large. When the

coupling coefficient l is too large, it can be interpreted as the

learning coefficient in the steepest-descent algorithm. The

Jacobian matrix is used to reduce the base of the calculation

process and is helpful for simplifying the equation in the cal-

culation phase of the algorithm. The Levenberg–Marquardt

Table 3 The weight calculation equations of four different training algorithms

Training Algorithm Equation Explanations

BBP oE

oW
¼

P

p

oEp

oW

w t þ 1ð Þ ¼ w tð Þ � g oE

oW

oE: error function; oW : the weight of neuron; p: the learning pattern

number; g: learning coefficient;

w tþ 1ð Þ: theconnectionofneuronsattime tþ 1ð Þ
QP DW tð Þ ¼ S tð Þ

S t�1ð Þ�S tð ÞDW t � 1ð Þ

S tð Þ ¼ oE

oW

� �
tð Þ

S tð Þ ¼ oE

oW

� �
tð Þ : the derivative of the error with respect to the weight

(S(t-1)-S(t)/DW(t-1)): the finite difference approximation of the

second derivative

CGD W kþ1ð Þ ¼ W kð Þ þ akdk ak Learning rate

W kð Þ: the weight of neuron kð Þ
LM W ¼ ðJTJ þ lUÞ�1

JTe J the Jacobian matrix of derivatives of the errors of each weight

l a scalar; U the unit matrix; e the error vector of the network
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algorithm does not take into account the learning rate and the

momentum factor (Kanungo et al. 2006). Although it provides

good and fast performance in terms of training time, it cannot

always be preferred because it can only be used for multi-

layered neural networks.

BBP, QP, CGD, and LM algorithm applications were

performed by using Alyuda Neuro Intelligence 2.3 com-

puter code in this study.

Landslide susceptibility maps of the study area were

created by using these four ANN training algorithms,

which were structured by one and two hidden layers.

Afterwards, the performance of the susceptibility maps

created by one and two hidden layered training ANN

algorithms were compared. Considering these ANN struc-

tures and training algorithms, landslide susceptibility maps

were produced. The aim was to evaluate the best ANN

structure and training algorithm that represents the best

performance with respect to landslide susceptibility anal-

yses. In line with this purpose, the steps of this stage of the

study can be summarized as (1) the preparation of the

parameter maps, (2) the creation of the data sets, (3) the

creation of the ANN models, (4) the production of the final

susceptibility maps, and (5) the validation of the so pro-

duced landslide susceptibility maps.

Design of ANN

In the ANN design stage, first, the ratio of training, testing,

and validating data sets, number of neurons in the hidden

layer, activation function, learning rate, momentum rate,

iteration number, and mean square error (MSE) values should

be determined. In the first step of ANN design, it is necessary

to prepare data sets for training the network. The data sets

representing landslided and non-landslided areas contain six

inputs, namely topographical elevation, slope, aspect, lithol-

ogy, wetness index, and NDVI. As mentioned before, 196

points taken from the scarp zone of the mapped landslides

corresponding to the same number of points were randomly

selected from non-landslided areas, and a total of 392 points

were obtained. In this study, training, testing, and validation

data sets were randomly selected from the data sets used in

the susceptibility analyses by using Alyuda Neuro Intelli-

gence (2.3). Sixty-eight percent of the parent database was

separated as a training data set, 16% as a testing data set, and

16% as a validating data set for testing network performance.

At the beginning of ANN design, the number of hidden layers

and the number of neurons per layer were determined. Gen-

erally, in the literature it has been pointed out that networks

designed by one or two hidden layers perform well, but use of

more than two hidden layers may cause overestimation of the

results and can be considered a time consuming process

(Lippmann 1987; Rumelhart et al. 1985; Yesilnacar and

Topal 2005). In other words, the increase in the number of

hidden layers can lead to incorrect estimation of the network

and calculation period. For this reason, ANN structures used

in the study were limited to two hidden layers. To determine

the best ANN structure with one hidden layer, the network

structure was proposed as 6-13-1 with the lowest error values,

AIC (Akaike Information Criterion), etc. by the program

(Fig. 5a). Likewise, for the two hidden layers, the best ANN

structure emerged as 6-11-6-1 for the data sets (Fig. 5b).

In the design of ANN, several activation functions,

namely linear, threshold, sinusoidal, hyperbolic tangent,

and sigmoid are used as the activation function in the lit-

erature. In this study, a sigmoid (logistic) function was

chosen, which produces a value between zero and one for

each of the input values.

The learning rate, which is an important parameter

influencing the convergence of the model, was chosen as

0.1 in the BBP and QP training algorithms. In the CGD and

LM training algorithms, this rate was not taken into con-

sideration. In fact, there is not a general rule to choose a

correct or suitable learning rate, and it is selected experi-

mentally for each particular problem (Yesilnacar and Topal

2005). The learning rate must be small to avoid skipping

gaps and for oscillation problems (Nauck et al. 1997). The

completion process of the ANN learning phase is deter-

mined by iteration number and MSE value. In this study,

several iterations were tested, and 30,000 iterations were

found to be the best for each training algorithms. The last

parameter that plays an important role in ANN design is a

mean square error (MSE) value. The closeness of the MSE

value to zero indicates a good relationship between the

targeted and predicted values. Until the specified value of

MSE is obtained, the network’s training phase continues.

By using the current MSE equation in the literature, the

MSE value was selected as 0.001 in this study.

Landslide susceptibility mapping using training

algorithms

In this study, which aims to evaluate the performance of

four different training algorithms and two different ANN

structures, a total of eight ANN models were created for

each training algorithm. According to the number of hidden

layers and training algorithms, these ANN models were

named BBP1, QP1, CGD1, LM1 for the one hidden layer

model, and BBP2, QP2, CGD2, and LM2 for the two

hidden layer model. Using these four training algorithms in

two different network structures (one and two hidden lay-

ers), final landslide susceptibility maps were obtained from

a total of eight different ANN models (Fig. 6). These eight

susceptibility maps were classified individually into five

susceptibility classes as ‘‘very low’’, ‘‘low’’, ‘‘medium’’,
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‘‘high’’, and ‘‘very high’’ based on equal intervals between

maximum and minimum values (Fig. 6).

Validation of landslide susceptibility maps

The landslide susceptibility maps of four different training

algorithms were validated using the ROC curve method.

This method is a very functional method for measuring the

quality of deterministic and probabilistic detection and

forecast systems (Sweet 1988). ROC curves plot the sen-

sitivity counter to the specificity, where the specificity is

the proportion of grid cells outside a mapped landslide that

are correctly classified as stable, and the sensitivity is the

proportion of correctly classified known landslide grid cells

that are unstable (Sweet 1988; Lasko et al. 2005; Begueira

2006). The area under the curve (AUC) value is one of the

most commonly used indicators for predicting models in

natural hazard assessments (Begueira 2006). The maxi-

mum value of AUC is 1, meaning perfect prediction, while

the minimum value is 0.5, meaning that the relationship is

a random assignment and/or gathered by chance. AUC

values are calculated with the following formula:

AUC ¼
Xn

i¼1

xiþ1 � xi½ � � yi þ
ðyiþ1 � yiÞ

2

� �

ð3Þ

where n is the number of threshold value; for i threshold

value xi is the proportion of false positive values of pixels

showing landslide presence in landslide areas; yi value is

Fig. 5 ANN structures used in

the study: a one hidden layer

and b two hidden layers
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Fig. 6 Landslide susceptibility maps of BBP, QP, CGD, and LM training algorithms with one and two hidden layers
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the proportion of true positivity values of landslide areas

showing landslide presence. ROC analyses for each ANN

model were performed in the SPSS (ver. 20) computer

code. ROC curves of each ANN model were plotted, and

area under the curve (AUC) values were determined for

eight ANN models (Table 4). AUC values seen in Table 4

showed that the ROC curve estimated for the CGD algo-

rithm with one hidden layer was higher than the other

training algorithms (AUC value of CGD1 is 0.817, and the

QP algorithm with one single hidden layer took the second

place following the value of CGD1 (see Table 4). As a

second approach to evaluate the performance of ANN

models, the rij values, which express the relationship

between the existing and predicted values used in binary

data comparison in fuzzy logic, were calculated. The

relation value rij is calculated by evaluating the binary

memberships (xi and xj) in the m = 2 dimensional space of

the cosine-amplitude function (Ercanoglu 2005). The range

of these values varies from 0 to 1 (0 B rij B 1), and the

values close to 0 indicate that relationship between the two

groups of data is weak, while close values to 1 express a

good relationship (Ross 1995). The rij values of the models

were calculated by the equation below and summarized in

Table 4.

rij ¼
Xm

k¼1

xik � xjk

" #

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xm

k¼1

x2ik �
Xm

k¼1

x2jk

s

: ð4Þ

Results and conclusions

In this study, a total of 196 landslides were mapped through

field studies and aerial photograph interpretations, and thus

a landslide inventory map of the study area was created.

The mapped landslides covered approximately 9.9% of the

200 km2 study area. Landslide susceptibility maps of the

study area were prepared by using four different training

algorithms (BBP, QP, CGD, and LM) with two different

structures for ANN analyses. In landslide susceptibility

analyses, topographical elevation, slope, aspect, wetness

index, lithology, and NDVI parameters were used as input

parameters. It was determined that landslides in the study

area mostly occurred in the Ulus formation, in the lower

elevations and slopes, in the southeastern-facing slopes, in

the range of 0–0.3 NDVI value, and the wetness index

value ranged from 4 to 8. In order to compare the effects of

the ANN models trained by using four different training

algorithms on the final resultant maps, firstly, characteri-

zation of the appropriate artificial neural network was

conducted, and two different structured networks with one

and two hidden layers were designed. A total of eight ANN

models were created by using four different training

algorithms. The results used to compare the performances

of these training algorithms in the ANN models were

summarized in Tables 4 and 5. In Table 5, it can be con-

cluded that the Levenberg–Marquardt (LM) algorithm is

the fastest performing algorithm with respect to the training

duration. On the other hand, the slowest algorithm in terms

of training duration is the CGD1 algorithm. In addition,

models with two hidden layer network structure except for

CGD2, the training duration depending on the decrease in

training rates was observed to increase. This was because

the CGD2 model reached the desired MSE value in a short

time.

A total of eight different landslide susceptibility maps

were obtained from single hidden and two hidden layer

ANN models. The maps were classified into five different

landslide susceptibility classes as ‘‘very low’’, ‘‘low’’,

‘‘medium’’, ‘‘high’’, and ‘‘very high’’. In order to compare

the performances of the maps produced by the ANN

method with four different training algorithms, AUC and rij

Table 4 AUC and rij values of four different training algorithms of

ANN

Training algorithms ANN structure AUC rij

BBP1 6-13-1 0.812 0.967

BBP2 6-11-6-1 0.804 0.937

QP1 6-13-1 0.813 0.967

QP2 6-11-6-1 0.805 0.965

CGD1 6-13-1 0.817 0.972

CGD2 6-11-6-1 0.804 0.969

LM1 6-13-1 0.810 0.966

LM2 6-11-6-1 0.805 0.954

The bold values indicate the highest performances

Table 5 Analysis results of the

ANN models
Network structure 6-13-1 (one hidden layer) 6-11-6-1 (two hidden layers)

Training algorithms BBP1 QP1 CGD1 LM1 BBP2 QP2 CGD2 LM2

Iteration 30,001 30,001 30,001 19 30,001 30,001 17,502 17

Training speed (iter/sn) 392.68 383.64 55.35 31.66 290.7 264.09 66.04 11.33

Training duration (sn) 76 78 542 0.6 103 114 265 1.5

Training stopped Iteration Iteration Iteration MSE Iteration Iteration MSE MSE

100 A. Can et al.

123



values were calculated. According to the results, it is

concluded that AUC and rij values of all models were very

close to each other. If comparisons are made according to

AUC values, the BBP1 was better than the BBP2, QP2 was

better than QP1, CGD1 was better than CGD2, and LM1

was better than LM2. Likewise, if rij values are compared,

models with a single hidden layer network for all algo-

rithms performed better than network models with two

hidden layers. As a result, taking into consideration all

these performance indicators, it was determined that the

map with the highest performance representing the existing

landslides is the landslide susceptibility map generated by

the CGD1 model. Although CGD algorithm is slower than

the others, it was interpreted as an algorithm that produces

the best results in terms of prediction success. LM algo-

rithm is the fastest ANN algorithm among the other tested

algorithms and its prediction performance was as good as

the BBP and QP algorithms. In line with this conclusion,

the LM algorithm is preferred for the training stage of

ANN in producing landslide susceptibility maps in order to

save time.
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