
ORIGINAL PAPER

Uncertainties in estimating the roughness coefficient of rock
fracture surfaces

Yanrong Li1 • Qiang Xu2 • Adnan Aydin3

Received: 1 February 2016 / Accepted: 19 December 2016 / Published online: 30 December 2016

� Springer-Verlag Berlin Heidelberg 2016

Abstract Joint roughness has a critical role in the defor-

mation behavior of discontinuous rock masses. Several

subjective (visual comparison) and quantitative (statistical

and fractal) approaches have been proposed for estimating

rock joint roughness coefficient (JRC). Using a large col-

lection of 223 published joint profiles, this study investigates

variability of the JRC estimates by these approaches. Among

the profile parameters, maximum height (Rz), ultimate slope

(k), and fractal dimension (Dh–L, determined using the

hypotenuse leg method) show a lower sensitivity to the

sampling interval than the root mean square of the first

deviation (Z2), profile elongation index (d), fractal dimen-

sion (Dc, determined using the compass-walking method),

and standard deviation of the angle i (ri). Accordingly, this
study proposes two separate sets of equations for quantita-

tively estimating JRC. The performances of these equations

are examined by performing direct shear tests on 23 rock

joint samples. The subjective approach is found to under-

estimate JRC by less than two units because it ignores (1) the

main trend of the compared profile and (2) the limited scope

of the standard profiles. Following these results, the visual

comparison chart is updated by explicitly adding a scale bar

for the y-axes of the standard profiles. Several basic rules for

visual comparisons are also proposed.

Keywords JRC estimation � Visual comparison �
Empirical equation � Sampling interval

Abbreviations

Z2 Root mean square of the first deviation of the

profile

SF Structure function of the profile

ri Standard deviation of the angle i

Rz Maximum height of the profile

L Projected length of the profile

Lt Total length of the profile

k Ultimate slope of the profile

d Profile elongation index

D Fractal dimension of the profile

Dc Fractal dimension determined via compass-

walking method

Dh–L Fractal dimension determined via hypotenuse leg

(h–L) method

SI Sampling interval

hmax
* Maximum apparent asperity inclination

JRC Joint roughness coefficient

JRCv JRC estimated via visual comparison

JRCe JRC estimated via quantitative method

c Deviation of JRCv from JRCe (c = JRCv - JRCe)

Introduction

Since Barton (1973) introduced the joint roughness coef-

ficient-joint compressive strength (JRC-JCS) model for

determining the peak shear strength of a rock joint and
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developed a subjective method for estimating the JRC of

rock joints (Barton 1973; Barton and Choubey 1977), many

quantitative (Tse and Cruden 1979; Yu and Vayssade 1991;

Kulatilake et al. 1995; Grasselli and Egger 2003; Tatone

2009; Tatone and Grasselli 2010, 2013; Gao and Wong

2015) methods have been proposed. Recommended by the

International Society for Rock Mechanics (ISRM) (Brown

1981), the subjective method (Barton and Choubey 1977)

estimates JRC by visually comparing a rock joint profile

with 10 standard profiles whose JRC values range from 0 to

20. Despite its efficiency, this method often introduces

errors or variations in that the user has to match the profiles

subjectively. By contrast, quantitative approaches mini-

mize errors and avoid subjectivity by considering statistical

parameters and the fractal dimension. Representative sta-

tistical parameters include the root mean square of the first

deviation of a profile (Z2), structure function of a profile

(SF), standard deviation of the angle i (ri), profile elon-

gation index (d), angular threshold (hmax
* ), and roughness

index (Yang et al. 2001; Maerz et al. 1990; Wang 1982;

Tatone and Grasselli 2010, 2013; Zhang et al. 2014). The

fractal dimension (D) has a variety of definitions, which

employ different approaches to determine it as a roughness

parameter (Turk et al. 1987; Carr and Warriner 1987; Lee

et al. 1990; Xie and Pariseau 1994).

Difficulties are often encountered when ranking the

suitability of these equations for use in engineering prac-

tice. Li and Zhang (2015) carried out a review of quanti-

tative estimates of JRC by statistical parameters,

reformatted the terms and symbols in previously published

equations according to international standards, and dis-

cussed the limitations of each equation. Based on a large

collection of published rock joint profiles, Li and Zhang

(2015) proposed a new set of empirical equations that

could improve the correlations of JRC with the maximum

height (Rz), ultimate slope (k), and elongation index (d) of
the joint profile.

A similar review was also made by Li and Huang (2015)

for the correlations between JRC and D of joint profiles.

They found that the limited number of data points and the

inconsistency in the approaches employed in the literature

for determining D introduced huge variations among the

previously published equations. The 10 standard profiles on

which most equations proposed in the literature have been

based were insufficient for deriving a reliable correlation

between JRC and D. Different D-determination methods

[i.e., compass-walking, box-counting, and hypotenuse leg

(h–L)] may produce very different D values for a certain

profile. Li and Huang (2015) proposed new empirical

equations that suggested a close relationship between JRC

and D from the compass-walking and updated h–L meth-

ods. However, the D value estimated using the box-

counting method did not correlate as well with JRC. The

updated h–L method was recommended for use in engi-

neering practice because of its easy application and strong

correlation with JRC.

On the other hand, the sampling interval (SI) used in the

digitization of profiles may influence the values of rough-

ness parameters. Yu and Vayssade (1991) discussed the SI-

induced variations when using Z2, ri, and SF in estimating

JRC, and found that the correlations demonstrated a

rightward shift with finer SI as indicated by the thick gray

arrow in Fig. 1. Tatone and Grasselli (2010) found that the

correlations between JRC and Z2 were sensitive to SI.

Therefore, different equations must be used for different

SIs.

To understand further the influence of SI, this study

retrieved 112 joint profiles (for which the JRC values were

originally determined through the back calculation of direct

shear tests) from the literature and digitized them with SIs

ranging from 0.1 to 3.2 mm. The dependence of the

quantitative correlations on SI was examined, and a new

set of correlations that consider SI was proposed. The

proposed equations were tested by performing direct shear

tests on 23 rock joint samples. An additional set of 111

rock joint profiles (for which JRC values were originally

determined via visual comparison) was compiled from the

literature to investigate the deviations of the JRC values

estimated via visual comparison (JRCv) from those esti-

mated using empirical equations (JRCe).

Data preparation

This study makes use of 223 published rock joint profiles,

JRC values of which were determined by the original

researchers. These profiles are then divided into two sets.

The first set, which includes 112 profiles, is used to

investigate the influence of SI. The JRC values of these

profiles were determined in the literature by back calcu-

lation from direct shear test results. In addition to the 10

standard profiles, this first set contains 12, 26, and 64

profiles taken from Grasselli (2001), Bandis et al. (1983)

and Bandis (1980), respectively. The second set, which

includes 111 profiles, is used to investigate the uncertain-

ties in visual comparison. The JRC values of these rock

joint profiles were determined via visual comparison in the

literature. The subsets of these profiles are borrowed from

various sources: nine profiles from Du (1995), three from

Beer et al. (2002), 24 from Seidel and Haberfield (1995),

12 from Grasselli (2001), four from Vladimir and Tomas

(2011), eight from Herda (2006), eight from Rasouli and

Hosseinian (2011), 42 from Jia (2011), and one from

Odling (1994).

The 223 profiles have projected lengths ranging from 68

to 167.8 mm and the JRC values ranging from 0.4 to 20.0
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as reported in the literature. These joint profiles represent a

wide variety of rocks, including sandstone, limestone,

marble, granite, gneiss, slate, dolerite, and siltstone, with

various weathering degrees (fresh, slight, and moderate).

These profiles range from well-interlocked planar cleavage

surfaces to poorly-interlocked and rough walls.

Given the lack of digital data, the images of these pro-

files as presented in the original publications are imported

into AutoCAD. The dimension setting of AutoCAD is

adjusted for each image according to the scale bar on the

original figure. The first set of 112 profiles are digitized at

SIs of 0.1, 0.2, 0.4, 0.8, 1.6, and 3.2 mm, while a constant

SI of 0.4 mm is used for the profiles in the second set.

During the digitization process, a set of vertical lines is

constructed at each SIs across the length of the profiles. A

polyline is created by connecting the intersections of the

vertical lines with the profile. The polylines are then

imported into a computer program developed by the

authors to calculate the statistical parameters and D of the

profiles. This digitization process avoids the undesirable

thickness encountered by Gao and Wong (2015) who

employed the pixel analysis method to digitize the 10

standard profiles.

Despite great care taken in processing the data, some

minor errors cannot be avoided because the joint profiles

are essentially re-sampled from the literature.
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Fig. 1 Dependence of degree of correlations between JRC and some statistical parameters (Z2, ri, d) on the sampling interval, SI (the thick gray

arrow indicates the decrease in SI)
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Results and discussion

Influence of SI

According to Li and Huang (2015) and Li and Zhang

(2015), seven parameters, including d, ri, Z2, Dc k, Rz, and

Dh–L, can estimate the JRC of rock joints because of their

close linear and/or power-law correlations with JRC.

Accordingly, these parameters were calculated for each

profile in the first set from the digitized data. The definition

and calculation of these parameters are presented in the

‘‘Appendix’’.

The parameters d, ri, Z2, and Dc are all closely corre-

lated with JRC (Figs. 2, 3, 4). Generally, a higher value of

these parameters indicates a rougher joint surface or higher

JRC. These parameters are also found to be sensitive to SI.

As shown in Fig. 2, with the decrease in SI (as indicated by

the thick gray arrow), the correlation between JRC and d
shifts towards the right and gets gentler. The constants

a and b increase along with SI for the linear

(y = ax ? b) correlations (Fig. 2a), but decrease for the

nonlinear (power-law, y = axb) regression (Fig. 2b). The

correlation coefficient R shows no dependence on SI. As

shown in the ‘‘Appendix’’, d is equivalent to the ratio of

Lt-L to L. For an irregular curve, a finer SI corresponds to

a longer total length Lt, while an unchanged projected

length L results in a larger d. The parameter ri behaves
approximately the same as d as shown in Fig. 3. Similarly,

both Z2 (Fig. 4a, b) and Dc (Fig. 4c, d) show strong sen-

sitivity to SI.

Given the influence of SI on the quantitative estimation

of JRC, a multivariable regression is performed by taking d
or ri and SI as the independent variables. This produces the
following relationships with high correlation coefficients:
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Fig. 2 Influence of the sampling interval on d-estimates of JRC: a linear (y = ax ? b); and b power-law (y = axb) correlations. To the right is

the change of a, b and R with sampling interval, where a and b are the coefficients of regression, and R is the correlation coefficient
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JRC ¼ adb � 0:2256

where;
a ¼ 87:142 SI�0:2209

b ¼ 0:5382 SI�0:2212

(
R ¼ 0:8956ð Þ

ð1Þ

JRC ¼ arbi � 1:0066

where;
a ¼ 0:9345 SI0:5408

b ¼ 1:0104 SI�0:1041

(
R ¼ 0:8813ð Þ

ð2Þ

Z2 and Dc are also examined in a multivariable regres-

sion with SI as the second variable, which produces no

favorable relationships (R\ 0.5) with JRC because of their

small ranges. Note that Z2 ranges from 0 to 0.5 for most

rock fractures, while Dc begins from 1.0 for a smooth

fracture and can rarely go beyond 1.05 for a very rough

fracture.

Figure 5 shows that k, Rz, and Dh–L are hardly sensitive

to SI because Rz represents the maximum height of the

profile and is not strongly dependent on SI, k is equals to

the ratio of Rz to L where L is fixed, and the Dh–L computed

from the valleys and peaks of a profile behaves similarly as

Rz.

As defined in the ‘‘Appendix’’, d, ri, Z2, and Dc reflect

the overall roughness (both high- and low-order waviness)

of a profile, while k, Rz, and Dh–L can only describe the

high-order waviness. However, these parameter groups

have similar correlation coefficients as shown in Figs. 2, 3,

4, and 5, suggesting that JRC has a closer relationship with

high-order waviness than low-order waviness. Therefore, k,
Rz, and Dh–L are preferred for estimating JRC because they

are much simpler to calculate than d, ri, Z2, and Dc.

For a planar joint (e.g., a saw-cut profile) with a JRC of

zero, the corresponding k, Rz and Dh–L - 1 should also be

equal to zero. However, the linear correlations in all fig-

ures have non-zero JRC values. Therefore, the following

power-law correlations are suggested for engineering

practice:

JRC ¼ 80:37k0:6238 R ¼ 0:8158ð Þ ð3Þ
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Fig. 3 Influence of the sampling interval on ri-estimates of JRC: a linear (y = ax ? b) and b power-law (y = axb) correlations. To the right is

the change of a, b, and R with sampling interval, where a and b are the coefficients of regression, and R is the correlation coefficient
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JRC ¼ 4:6836R0:6106
z R ¼ 0:8115ð Þ ð4Þ

JRC ¼ 92:709 Dh�L � 1ð Þ0:377 R ¼ 0:8493ð Þ ð5Þ

Validation of the proposed equations

Twenty-three rock joint samples (120 mm 9 120 mm),

including slightly weathered and clean tension cracks

(Fig. 6), are collected from a granite quarry and subjected

to laboratory tests using a strain-controlled direct shear

apparatus. The normal loading is set to 500 kPa and served

by a hydraulic jack. The strain rate is set to 0.3 mm/min.

Load transducers are used to measure shear forces. The

normal and horizontal displacements are measured using

linear variable differential transducers with a capacity of

100 mm and an accuracy of within ±0.1% of the indicated

measurement. The data log system is equipped with the

apparatus for recording shear displacement, shear force,

normal force, and normal displacement. Figure 7 presents a

shear stress versus shear displacement curve that was

produced from a joint direct shear test. The joint wall

compressive strength (JCS) is obtained by a Schmidt

hammer (Aydin 2009).

A simple yet efficient device is developed for estimating

the JRC and peak shear strength of rock joints (Fig. 8).

This device, patented by the National Patent Office of

China, comprises two parts, namely, the main frame and

the control and data analysis system. The main frame

comprises a beam and three adjustable legs that maintain

the stability of the device during operation. A handle for

operating the device is installed on top of the beam. The

beam and legs are made of aluminum alloy to reduce the

weight of the device. A slider is driven by a motor that is

mounted at the end of the beam using a guide screw. A

laser sensor is mounted on the slider to measure the dis-

tance to the joint surface. The control and data analysis

system adjusts the scanning speed and sampling frequency.

After scanning the joint surface, the control and data

analysis system calculates the roughness parameters (d, ri,
k, Rz, and Dh–L), which are then used to calculate JRC with

the correlations presented in Eqs. 1–5. The average JRC

values from the five equations are used to calculate the

peak shear strength of the rock joint according to the JRC–
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Fig. 4 Influence of the sampling interval on Z2-estimates of JRC (a, b) and Dc-estimates (c, d): a, c shows linear (y = ax ? b) correlations; and

b, d shows power-law (y = axb) correlations
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JCS model of Barton (1973). The basic friction angle, JCS,

and normal stress (rn) are inputted into the data analysis

system for the calculation. The final results are displayed

on the screen and stored in a flash memory card together

with the raw scanning data.

The peak shear strengths of the prepared 23 samples as

estimated by the newly developed device (se) are compared

with those estimated from the direct shear tests (st). The
relative error (de) is calculated as de = |se - st|/st 9 100%.

As shown in Fig. 9a, the largest relative error between se
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Fig. 5 Independence of k-, Rz-, and Dh–L-estimates of JRC on the
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Fig. 6 Tested samples with different roughness degrees. x indicates the shear direction
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and st was equal to 23%. Approximately 71% of the esti-

mations are close to st with relative errors of less than 10%,

while 88% of the estimations have relative errors of less

than 15%. In sum, the proposed equations can provide a

credible estimation of rock joint shear strength.

Uncertainties in JRC estimates

Although popular in engineering practice, the visual com-

parison approach suffers from subjectivity. The 111 rock

joint profiles in the second set (see ‘‘Data preparation’’) are

used to evaluate the uncertainties and errors in visual

comparison. The JRCe values of these profiles are esti-

mated by Eqs. 1–5.

Figure 10 plots the statistical distribution of the deviation

(c = JRCv - JRCe) of JRCv from JRCe. Figure 10a–e show

similar distribution patterns, thereby indicating a fair con-

sistency among the JRCe values that are estimated using

different empirical equations. Generally, the deviation of

JRCv from JRCe exhibits a normal distribution with a mean

of approximately –2.9 regardless of the empirical equations

used. The deviation (c) ranges from –15 to 8. Figure 11

shows that approximately 63.4% of the absolute errors (|c|)
are greater than 2, while 11.5% of these errors exceed 8.

The above observations indicate that (1) significant

uncertainties can be introduced during visual comparison,

and (2) visual comparison tends to generate smaller JRC

values than the quantitative approaches using empirical

equations. Those profiles with |c| values exceeding 6 were

examined. The uncertainties or errors in the JRCv values

estimated by visual comparison could be attributed to the

following:

Main trend of the profile

During data preparation, it is found that the best-fit lines

through the 10 standard profiles are not horizontal, but

have non-zero overall slopes. A similar case is observed

for the remaining 213 profiles. Jia (2011) assigned a JRCv

of 11 to the profile in Fig. 12a, which bears the closest

resemblance to the ISRM 10–12 profile in Fig. 12b.

However, when plotted together as in Fig. 12c, these two

profiles do not appear similar. After removing the main

trend by the least square, the resultant profile resembles

most to the ISRM 18–20 profile in Fig. 12d. This finding

is consistent with the JRCe value of 19.2. Tatone and

Grasselli (2010) also suggested removing the main trend

of the profile when estimating JRC.
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Limitation of the standard set

The limited scope of the standard set may also introduce

errors in estimating JRC via visual comparison. As shown

in Fig. 13a, b, the two profiles from Jia (2011) are appar-

ently outside the scope of the Barton’s chart, which only

contains 10 profiles. For a profile that is outside the scope

of the standard set, the maximum height (Rz) can be treated

as a criterion when estimating JRC because of its easy

application and strong correlation with JRC (Eq. 4).

In order to limit the potential errors in estimating JRC

via visual comparison, the chart of the standard profiles is

modified as given in Fig. 14. The modification involves

realigning the profiles such that the best-fit linear regres-

sion line through each profile is horizontal, and adding a

scale bar for the y-axis. The latter is provided to help

remind that visual comparison require both profiles (the

compared and the standard) must have identical vertical, as

well as horizontal scales. The Rz can also be used to guide

visual comparison when resemblance is not obvious.
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Fig. 10 Statistical distributions of the deviation (c) of JRCv from JRCe derived from different parameters: a ri, b Rz, c k, d d, and e Dh-L

Uncertainties in estimating the roughness coefficient of rock fracture surfaces 1161

123



Conclusions

This study is based on 223 rock joint profiles retrieved

from the literature. Of these profiles, 112 are used to

investigate the uncertainties in quantitatively estimating

JRC based on different SIs, while 111 are used to examine

the uncertainties in visual estimation. The following con-

clusions are derived:

1. The quantitative correlations of JRCwith the parameters

Z2, ri, d, and Dc are sensitive to the sampling interval,

while those with Rz, k, andDh–L are not. Consistent with

these observed differences, this study proposes two

separate sets of equations for quantitatively estimating

JRC. The direct shear tests on 23 rock joint samples

indicate that the proposed equations can provide cred-

ible estimations of the JRC and peak shear strength of

rock joints. Given that the proposed equations are

derived from joint profiles that are digitized at SIs

ranging from 0.1 to 3.2 mm, they must be cautiously

applied for the data that fall outside this range.

2. The deviation of JRCv (visual comparison) from JRCe

(quantitative approach) ranges from –15 to 8, and

almost 64% of the absolute error values exceed 2. The

deviation exhibits a normal distribution with an

approximate mean of –2.9, indicating that the JRC

values estimated via visual comparison are often

underestimated. Such deviations are attributed to the

presence of a non-horizontal main trend in the profile

and to the limited scope of the standard profiles.

3. The chart of the standard profiles is updated by

realigning each profile and adding a y-axis scale

containing the maximum height in the profiles. When

visually comparing a profile: (1) remove the main

trend before the comparison; and (2) use the maximum

height Rz of the profile as the main criterion if there is

no obvious match with any of the standard profiles.
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Appendix

The definition and calculation of some of the parameters

used in this paper: Z2: Root mean square of the first

deviation of the profile (Tse and Cruden 1979)
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Fig. 12 Error in estimation of JRC due to the presence of a non-horizontal main trend in the profile
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Fig. 13 Examples of rock joint profiles beyond the scope of the ten standard profiles
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Z2 ¼
1

L

Zx¼L

x¼0

dy

dx

� �2

dx

2
4

3
5

1
2

¼ 1

L

XN�1

i¼1

ðyiþ1 � yiÞ
2

xiþ1 � xi

" #1=2

where dx is the increment of x of the profile; dy is the

increment of y of the profile; N is the number of evenly

spaced sampling points; and xi and yi are the x- and y-

coordinates of sampling point.

ri: Standard deviation of the angle i (Yu and Vayssade

1991)

ri ¼ tan�1 1

L

Zx¼L

x¼0

dy

dx
� tan iave

� �2

dx

2
4

3
5

1
2

iave ¼
1

L

Zx¼L

x¼0

tan�1 dy

dx

� �
dx

Rz: Maximum height of a profile, equals to the vertical

distance between the highest peak and the lowest valley.

ReliforP.oN z (mm) JRC 
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Fig. 14 Updated Barton’s

chart with the standard profiles

realigned to the horizontal
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L: The projected length of the profile

L ¼
XN�1

i¼1

xiþ1 � xið Þ:

k: Ultimate slope of the profile, k = Rz/L.

d: Profile elongation index, d = (Lt - L)/L (Maerz et al.

1990)

Lt ¼
XN�1

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxiþ1 � xiÞ2 þ yiþ1 � yi

� �2q

Dc: Fractal dimension determined by compass-walking

method (Maerz et al. 1990)

D ¼ � logðnþ f =rÞ
log r

:

where n is the number of steps for walking through a joint

profile by a divider with a span of r; and f is the remaining

length shorter than r after excluding the length of nr.

Dh–L: Fractal dimension determined by the hypotenuse

leg (h–L) (method (Li and Huang 2015)

D ¼ log 4

log½2ð1þ cosðtan�1 2h
l
ÞÞ�

ðwhere; h ¼ 1

M

XM
i¼1

hi and l

¼ 1

M

XM
i¼1

Li:

where l and h are the average base length and the average

height of asperities of a joint, respectively; and M is the

number of asperities.
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