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Abstract
Multi-type characters, including uppercase and lowercase letters, symbols, and numbers, are essential in text entry activi-
ties. Although multi-type characters are used in passwords, instant messages, and document composition, there has been 
limited exploration of multi-character text entry for virtual reality head-mounted displays (VR HMDs). Typically, multi-type 
character entry requires four kinds of keyboards between which users need to switch. In this research, we explore hands-free 
approaches for rapid multi-type character entry. Our work explores two efficient and usable hands-free approaches for char-
acter selection: eye blinks and dwell. To enable quick switching between keyboards, we leverage the usability and efficiency 
of continuous head motions in the form of cross-based activation. In a pilot study, we explored the usability and efficiency 
of four locations of the switch keys, the two hands-free selection mechanisms, and crossing-based switching. In the main 
experiment, we evaluated four user-inspired layouts designed according to the findings from the pilot study. Results show that 
both blinking and dwell can work well with crossing-based switching and could lead to a relatively fast text entry rate (5.64 
words-per-minute (WPM) with blinking and 5.42 WPM with dwell) with low errors (lower than 3% not corrected error rate 
(NCER)) for complex 8-digit passwords with upper/lowercase letters, symbols, and numbers. For sentences derived from 
the Brown Corpus, participants can reach 8.48 WPM with blinking and 7.78 WPM with dwell. Overall, as a first explora-
tion, our results show that it is usable and efficient to perform hands-free text entry in VR using either eye blinks or dwell 
for character selection and crossing for mode switching.

Keywords  Virtual reality · Text entry · Hands-free interaction · Multi-type character entry · Mode switching · Keyboard 
layout · User study

1  Introduction

Text entry is indispensable for interactive systems, includ-
ing virtual reality head-mounted displays (VR HMDs). VR 
HMDs have been used for professional technical learning 
and training and are being considered as a platform for the 
office of the future, remote collaboration, and other scenar-
ios (Dube and Arif 2019; Grubert et al. 2018; Wiederhold 
and Riva 2019; Serrano et al. 2019; Biener et al. 2022). 
These scenarios require people to enter text as they do with 
traditional computing devices for daily communication and 

text composition, such as writing emails or documents using 
laptops, desktops, or smartphones.

Upper/lowercase letters, symbols, and numbers are 
essential in daily communication. Meanings of words could 
change significantly with the present (or absence) of capi-
tals. For instance, ‘August’ is the eighth month of the year, 
while ‘august’ is an adjective, which means impressive and 
respected. Symbols can help people express emotions with 
emojis (e.g., the frown emoji:-( or happy emoji:-)), which 
are frequently used in instant messaging. Many of these 
emoticons have even been cataloged in dictionaries (Dresner 
and Herring 2010). Numbers can make text messages highly 
versatile and easily readable, such as dates and amounts. 
In addition, for passwords to reach an acceptable level of 
security, they need to use a combination of numbers, upper/
lowercase letters, and symbols, as the greater the possible 
combinations, the lower the risk that a password can be 
cracked (Ma et al. 2014). In some recent VR applications, 
password entry is needed, for instance, when the users use 
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a VR browser and visit a website that requires logging in to 
their personal account (George et al. 2017). Although biom-
etric approaches, such as iris and fingerprint scanning, have 
been used for identity verification, passwords are one of the 
most common ways for authentication and, as such, are still 
necessary because using biometric features for authentica-
tion is not often possible and accurate enough, requires addi-
tional specialized equipment that can be cumbersome to set 
up, and is not always reliable (Olade et al. 2018; Luo et al. 
2020). They can also be used as an alternative authentication 
method as biometric approaches are not always effective or 
possible (Barkadehi et al. 2018). To allow VR users to enter 
complex sentences or strings like passwords, there is a need 
to explore text entry techniques beyond lowercase letters 
only, which has been the primary focus of most text entry 
techniques. Based on our review of the literature, multi-type 
characters like passwords have not been the primary focus, 
with one only exception from Schneider et al. (2019).

Text entry in VR usually requires the user to hold a hand-
held controller input (Jiang and Weng 2020; Boletsis and 
Kongsvik 2019; Chen et al. 2019; Speicher et al. 2018; Yu 
et al. 2018). However, there are cases where using hands and 
controllers is not suitable: (1) users’ hands are occupied with 
other tasks (e.g., surgery training); (2) controllers are not 
readily available; and (3) users with hand/arm-related motor 
impairments or inefficiencies and who have difficulties with 
precise input using a handheld controller (Xu et al. 2019; 
Meng et al. 2022; Li et al. 2023). In these cases, a hands-free 
technique leveraging other parts of users (like head motions, 
eye movements or blinks, and dwell for cursor movement or 
selection confirmation Yan et al. 2018; Lu et al. 2020; Ma 
et al. 2018; Lu et al. 2021) represents a feasible and practical 

approach. In recent years, hands-free approaches for text 
entry in VR have been explored to allow users to enter text 
in VR with good performance and user experience, some 
emphasizing cursor movements and selection mechanisms 
(Lu et al. 2020; Yu et al. 2017; Ma et al. 2018) and others 
on the keyboard layout (Xu et al. 2019; Rajanna and Hansen 
2018). While these techniques allow fast text entry rates and 
a positive user experience, their focus has mainly been on 
lowercase characters only. There is very limited research 
on developing new text entry techniques that are hands-free 
and allow inputting different types of characters, including 
uppercase letters, symbols, and numbers. While it is possible 
to switch modes directly using text input methods to enable 
multi-type of characters. As VR supports multiple types of 
interaction, it is worth exploring whether involving various 
interaction techniques can lead to better text entry perfor-
mance for multi-type characters.

Traditional keyboards use switch keys to allow the input 
of various types of characters. For instance, the QWERTY 
keyboard uses the ‘Caps Lock’ key to switch from lower-
case to uppercase letters and vice-versa (see Fig. 1a) or 
uses a combination of the ‘Shift’ key and another key to 
input one of the two possible characters of the key (e.g., 1 
and ! or A and a). These two strategies are used to reduce 
the size of the keyboard, as having keys to represent all 
types of characters will make a physical keyboard very 
large and impractical (and more expensive). While less 
affected by physical constraints, virtual keyboards follow 
the physical keyboards with switch keys that allow moving 
from one keyboard to another to access different types of 
characters. Given its flexibility, the location of the switch 
keys in a virtual keyboard could easily be rearranged to 

Fig. 1   (a) Inputting a sentence that includes multi-type characters 
needs four kinds of keyboards and at least three switch keys to move 
back and forth between these keyboards. (b) Initial State - the initial 
state of the keyboard. Activity One - The user switches to uppercase 
by moving his head to cross the ‘CAP’ switch key to change to the 
uppercase keyboard (i.e., crossing-based activation; Activity two 

- character selection can be achieved via hands-free text entry tech-
niques (either dwell or eye blinks, both based on head pointing). The 
red dot on the keyboard layout is the cursor. The blue line indicates 
the head pointing direction, and the green line represents the move-
ment trajectory of the cursor, both of which are only for demonstra-
tion and not shown in real typing scenarios
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maximize performance and user preference while mini-
mizing workload, just like the size and location of charac-
ter keys (Dube and Arif 2020). One other aspect that could 
improve performance is to allow for a fast and continuous 
mode switching or transition process. Given that we aim 
to explore a hands-free approach, crossing-based activa-
tion (Accot and Zhai 2002; Tu et al. 2019) can be a natural 
and efficient approach for mode switching (see Fig. 1b for 
an example), especially when head motions are involved, 
since crossing does not interrupt or break the continu-
ous head/cursor movements, thereby reducing activation 
time and lowering the motor requirements and movement 
control (Pavlovych and Stuerzlinger 2009; Cockburn and 
Firth 2004).

This paper presents a systematic exploration of hands-
free text entry in VR involving crossing-based mode 
switching for multi-type character entry. To our knowl-
edge, this work is the first to explore multi-type character 
text entry with a virtual keyboard in VR that is entirely 
hands-free. As with any new text entry technique, the key-
board layout plays a key role because it determines how 
easy or difficult it is to learn to use it. Thus, we used the 
most common QWERTY keyboard layout as the founda-
tion for designing the new approach. Our approach lever-
ages users’ familiarity with the keyboard layout and the 
concept of switch keys to enable convenient hands-free 
character selection and smooth mode switching via cross-
ing interaction.

Our work involves a pilot study that explores the impact 
of four positions of the switch keys, crossing activation, 
and two hands-free selection mechanisms (dwell and eye 
blinks, both using head pointing) on performance and user 
preference for entering complex passwords. Then, we run 
another user study to explore the performance of four lay-
outs inspired by feedback from the pilot study. In addition 
to passwords, the participants also type sentences selected 
from the Brown Corpus (Francis and Kucera 1979). They 
are more representative of people’s use in daily life (e.g., 
‘Newark Evening News, March 22, 1961, p.25’) and more 
complex than the MacKenzie phrase set which is commonly 
used in text entry studies (MacKenzie and Soukoreff 2003). 
The results show that the participants can achieve a rela-
tively fast performance for Brown Corpus sentences (8.48 
words-per-minute (WPM) with blinking and 7.78 WPM with 
dwell), and passwords (5.64 WPM with blinking and 5.42 
WPM with dwell). Overall, the results show that our head-
based hands-free approach with crossing-based switching 
is a usable and efficient technique for multi-type character 
entry. These results provide a strong foundation for further 
research in this area that is of great importance if we have 
future VR systems that can take the place of current mobile/
desktop computers. In short, the following are the main con-
tributions of this work:

•	 A first exploration of multi-type character text entry with 
a virtual keyboard in VR that is entirely hands-free;

•	 A first case implementation of crossing-based mode-
switching in a text entry technique in VR;

•	 Two new metrics (mode-switching time and switch-key 
movement time) for measuring performance and usability 
when mode switching is involved; and

•	 A comparative experiment of user performance and pref-
erence of hands-free text entry using two corpora (Brown 
Corpus sentences and passwords).

2 � Related work

2.1 � Keyboard layout in VR

The QWERTY keyboard is still the most commonly used 
layout for interactive systems (Noyes 1983), including VR 
HMDs (Li et al. 2021), because (1) users are familiar with 
it, (2) users are often not willing to invest time in learning 
new layouts (Bi et al. 2010; Lee et al. 2020), (3) its perfor-
mance is acceptable in its virtual form Yu et al. (2017), and 
(4) users can easily shift to emerging platforms, such as to 
smartphones and now VR/AR. Some studies have used a 
physical keyboard and visualized it in the virtual environ-
ment to allow typing in VR (Knierim et al. 2018; Pham and 
Stuerzlinger 2019; Otte et al. 2019; Grubert et al. 2018). 
Experienced experts’ average typing speed reached 69.172 
WPM for sentences that are entirely in lowercase (Knierim 
et al. 2018) and 41.5 WPM for complex sentences including 
multiple types of characters (Pham and Stuerzlinger 2019). 
Though this approach could lead to a fast typing speed in 
general, it is not convenient or applicable for most users. In 
contrast, using a virtual form of a QWERTY keyboard can 
avoid this problem and now has become the most common 
way for text entry in VR HMD. For example, a drum-like 
keyboard, which utilizes controllers as drumsticks to ‘press‘ 
the keys via downward movements, leads to a speed of 24.61 
WPM (Boletsis and Kongsvik 2019). However, there are 
limitations to a virtual QWERTY keyboard in VR, espe-
cially for accessing characters other than lowercase letters. 
One major limitation is that virtual keyboards group the keys 
for switching modes in one corner (usually, the lower left 
side), requiring users to move the virtual pointer to that area 
to switch to uppercase letters, symbols, numbers, and vice 
versa. This centralizes the traffic and hand/neck motions, 
which could cause discomfort and fatigue (Ciobanu et al. 
2015). Also, having all switch keys in a small area can lead 
to more false positives.

One popular alternative layout to QWERTY is the circu-
lar design (Xu et al. 2019; Jiang and Weng 2020; Yu et al. 
2018). Placing characters in a circular format and using a 
crossing selection style could outperform the traditional 
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QWERTY keyboard (Xu et al. 2019). Min (2011) proposed 
a T9-like 3 × 3 layout. Users need to press the key of the 
intended character multiple times to finish the input. Other 
layouts, such as the 12-Key keyboard (Prätorius et al. 2015; 
Ogitani et al. 2018) and cubic arrangement (Yanagihara and 
Shizuki 2018), have also been explored. While some of these 
layouts are shown to be practical, their focus is on lowercase 
letters without taking into account the issues involved when 
typing other character types. Also, all of them require an ini-
tial learning effort, which users do not prefer (Bi et al. 2010; 
Lee et al. 2020). Therefore, for our proposed approach, the 
QWERTY keyboard layout is used to avoid additional learn-
ing effort due to unfamiliar design elements.

2.2 � Hands‑free selection in VR

Given various common scenarios where users’ hands are 
unavailable for interaction, researchers have investigated 
hands-free approaches to meet the different demands. Object 
selection is one of the most important interaction aspects in 
VR, which is also one of the basic units of a text entry task. 
Prior hands-free selection studies have focused on voice-, 
eye-, and head-based approaches (Monteiro et al. 2021). A 
voice-based approach may require users to say the name of 
the target objects (e.g., Chabot et al. 2019). On the other 
hand, with eye- and head-based approaches, the interaction 
procedure generally involves two steps: point and confirm 
(Monteiro et al. 2021). Users first control their eyes or head 
to move the cursor targeting the object and trigger confirma-
tion by an action. The confirmation action could be pressing 
a button on controller (Qian and Teather 2017) (though this 
is not entirely hands-free), blinking eyes (Lu et al. 2020), 
dwelling on the target for a period of time (Minakata et al. 
2019; Mardanbegi and Pfeiffer 2019; Lu et al. 2020), or neck 
gestures (Lu et al. 2020).

Crossing-based selection has been proposed for target 
selection, initially for 2D UIs (Accot and Zhai 2002) and 
recently for VR (Tu et al. 2019). Unlike dwell and eye blinks 

where users are required to stop the pointer over an object 
of interest when making a selection, crossing requires users 
to move the pointer beyond the target boundary to select it 
(Accot and Zhai 2002), which reduces selection time and the 
requirements for movement control (Pavlovych and Stuer-
zlinger 2009; Cockburn and Firth 2004). Although crossing 
suffers in performance and usability when distracting objects 
surround the intended target (e.g., keys in a keyboard) (Tu 
et al. 2021), it works well when there are no distractors. 
A recent study shows that crossing can substitute raycast-
based pointing in object selection in VR with a shorter or 
similar time performance plus a higher or similar accuracy 
(Tu et al. 2019). Some VR hands-free text entry techniques 
also utilized crossing-based selection. For example, Eye-
Swipe (Kurauchi et al. 2016) uses gaze-crossing paths for 
text entry. On the other hand, GestureType (Yu et al. 2017) 
and RingText (Xu et al. 2019) use head motions to move the 
pointer to cross the key regions on a QWERTY keyboard 
and a circular keyboard, respectively. Results showed that it 
outperforms dwell in VR text entry (Xu et al. 2019). Given 
the benefits of crossing (continuous nature, efficiency for 
targets without distractors, good performance for relatively 
large objects), we use crossing for mode switching, as it 
lends itself quite well for such a hands-free dynamic task and 
features of switch keys. As our results show, crossing is very 
efficient for mode switching and is acceptable by VR users.

2.3 � Hands‑free text entry in VR/AR

Despite the increasing popularity of hands-free text entry 
techniques for VR systems, most such studies have focused 
on lowercase letters. Table 1 summarizes hands-free text 
entry methods that have been developed for VR HMDs. 
Speech/Voice was excluded as its several significant disad-
vantages: (1) it requires to be operated in a relatively quiet 
environment (Grubert et al. 2018), (2) it may not be socially 
acceptable (Lee et al. 2020), (3) it is not suitable for people 
with a non-native accent, and (4) it could lead to privacy 

Table 1   Summary of hands-free text entry techniques in VR. Note that performance is based on entering lowercase characters only

a In this column, we reported WPM in the last experiment session mentioned in the reference

Layout (Reference) Pointing Method Selection Method Mode Switching WPMa

QWERTY Speicher et al. (2018) Head Dwell No 10.20
QWERTY Yu et al. (2017) Head Dwell No 10.59
QWERTY Lu et al. (2020) Head Eye Blink; Dwell; Neck Motion No 13.47; 

11.18; 
11.65

QWERTY Majaranta et al. (2009) Head Dwell No 19.98
Circular Xu et al. (2019) Head Crossing No 12.27
40-target Ma et al. (2018) Eye Steady-state visual evoked potentials Yes, but limited N/A
QWERTY Lu et al. (2019) Head Neck Motion No 10.76
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concerns (e.g., when entering passwords) (Xu et al. 2019). 
These issues prevent speech-based text entry methods from 
being used in many places, like offices, libraries, and uni-
versities. Our survey only led to one paper (Ma et al. 2018) 
that considered the need for multi-type characters, but even 
this one has not conducted a user study with mode switch-
ing. However, as mentioned, uppercase alphabet letters, 
symbols, and numbers are all essential in people’s daily text 
entry activities (e.g., entering passwords or instant messages 
which often come with text-based emoticons like a:] smiley). 
Password-based authentication is currently the main way to 
authenticate a user (Herley and Van Oorschot 2012). For the 
best security, setting a longer password with 8 characters or 
more of various types is recommended (Payton 2010; Shay 
et al. 2010; Proctor et al. 2002). As such, entering them 
requires switching modes. Likewise, instant messages use 
emoticons composed of various letters/symbols because 
emoticons play an important social role and are used to com-
pensate or imitate facial expressions when face-to-face com-
munication is not possible (Garrison et al. 2011; Park et al. 
2014). In short, it is important to have an efficient and usable 
text entry approach with low workloads for VR HMDs that 
include symbols, uppercase alphabets, and numbers.

Candidate approaches for key selection that are hands-
free and work well with head motions for cursor movement 
are based on eye blinks, a head dwell time, and neck motions 
(see Table 1). Lu et al. (2020) tested these three types and 
found that eye blinks led to the fastest speed and highest 
user preference while neck motions led to low performance 
and high workload. As Table 1 shows, dwell has also been 
consistently used in hands-free techniques for text selection 
and has good performance and user preference. This work 
focuses on dwell and eye blinks (or blinking) for character 
selection, given their excellent performance and usability.

3 � Keyboard design and evaluation metrics

To design a hands-free virtual keyboard that supports multi-
type characters in VR, we identified three design factors: 
(1) keyboard layout, (2) key-selection mechanism, and (3) 
mode-switching mechanism. This section discusses our con-
siderations toward these design factors to propose an effi-
cient, easy-to-learn, and usable text entry technique. In addi-
tion, we introduce extended evaluation metrics that afford to 
measure multi-character input.

3.1 � Layout, size, and position

The virtual keyboard used is based on a QWERTY layout to 
minimize any need to learn a new layout design and allow us to 
focus on mode switching and selection. The keyboard is placed 
50 cm away from the center of the user’s view (see Fig. 3a). 

The keyboard size is 36 cm×15 cm, and the size of each key is 
2.8cm×2.8cm. The last row of the keyboard is used to show the 
space key/bar and the ‘Send’ key for moving to the following 
phrase. On top of the ‘Send’ key is the backspace key (‘←’).

3.2 � Hands‑free key‑selection mechanism

As mentioned in Sect. 2.3, dwell and eye blinking are chosen 
for character selection. Both selection mechanisms use head 
pointing, as the throughput and effective target widths of the 
head pointing are higher than eye gaze pointing (Minakata 
et al. 2019). The cursor controlled by users’ head movements 
is a red circle with a size of 1 cm×1 cm. Dwell allows users 
to type by hovering the cursor over a key for a predefined 
time (i.e., a dwell time). After several pre-tests, we set the 
dwell time to be 300ms since it represents a suitable trade-
off between speed and avoiding unintentional selections in 
our design. An issue with dwell is that users may continue 
to dwell on the same key after a selection while searching 
for the next key. To avoid this, we set a 600ms gap between 
the same key activation. It is reset if the cursor moves more 
than 1.4cm (a half key). A key is enlarged and its color is 
changed to purple to inform users of its selection. Blinking, 
on the other hand, lets users type using eye blinks. Blinking 
of both eyes is chosen because a recent paper shows that it 
leads to much higher accuracy and comfort for character 
selection than using either eye alone (Lu et al. 2020). We 
also set a 300ms time threshold for blinking (i.e., eye-close 
time). A 300ms eye closure time can help prevent inadvert-
ent selections because it is longer than people’s spontaneous 
blinking time, which typically lasts around 100ms (Królak 
and Strumiłło 2012).

We also explored other approaches reported in other 
papers, using gestures in particular. For example, EyeSwipe 
(Kurauchi et al. 2016) uses a gaze and lets users select the 
first and last characters of a word and gesture through the 
other characters. Candidate words are then shown for users 
to select. GestureType (Yu et al. 2017) is another approach 
that uses head motions and can lead to good performance in 
VR. However, it is not hands-free since controller buttons 
are still needed to indicate the start/end of the gesture. These 
are word-based approaches where the system predicts the 
possible word(s) based on users’ input and provides sug-
gested words but these approaches are not suitable because 
they cannot work with passwords and words with symbols 
and numbers.

3.3 � Hands‑free mode switching for multi‑character 
input

We run a pre-pilot test with 16 participants to see if cross-
ing, dwell, and eye blinks can serve as a mode-switching 
mechanism. We evaluated the performance of the three 
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mechanisms using the metrics described in the following 
section, Sect. 3.4. The results showed that crossing out-
performed dwell and blinking for mode switching and was 
also ranked higher in usability. Therefore, we chose mode-
switching using crossing to allow transitions between low-
ercase letters, uppercase letters, symbols, and numbers (see 
Fig. 1b). In addition, our data showed that it was more prac-
tical and natural to have the lowercase keyboard as default 
and enable a quick way to return to it, as lowercase letters 
are more frequently used. One way was for users to move 
the cursor anywhere outside the keyboard area, which was 
also shown to be efficient and usable. We adopted this quick 
switch method in our keyboard design.

As mentioned, the switch keys in virtual keyboards are 
usually placed in the lower left corner, which can be inef-
ficient and error-prone for mode switching via a hands-free 
approach. With the switching mechanism determined for our 
keyboard design, we first wanted to explore and evaluate the 
influence of the positions of the switch keys, especially to 
see what position can better support crossing-based mode-
switching that is in hands-free.

3.4 � Evaluation metrics

Text entry speed and error rate are two common metrics. 
Speed is measured in words-per-minute (WPM) (Yamada 
1981), with a word defined as five consecutive letters includ-
ing upper and lower cases, numbers, symbols, and spaces. 
Error rate is calculated based on the standard character 
level typing metrics, where the total error rate (TER) = not 
corrected error rate (NCER) + corrected error rate (CER) 
(Soukoreff and MacKenzie 2003, 2001).

In addition to speed and error rate, we propose that two 
additional metrics are important when mode switching is 
involved. There are four modes: lowercase (default), upper-
case, numbers, and symbols. These four modes form 12 pos-
sible transitions between any two of them and as we show 
the direction of the transitions matters. We can group these 
transitions according to the target mode, which would lead 
to four categories: switch-to-uppercase (CAP), switch-to-
lowercase (LOW), switch-to-numbers (NUM), and switch-
to-symbols (SYM). Accordingly, in each sentence, these two 
additional metrics can be measured:

•	 Mode-switching time: the duration for doing a mode 
switch when switching from the current keyboard lay-
out to another. That is, the time for moving from the 
just-triggered character key to the mode-switching key 
being crossed (i.e., triggered). We involve an average 
mode-switching time for each category of transitions 
(i.e., aforementioned CAP, LOW, NUM, and SYM), and 

an average mode-switching time considering all types of 
switching for a sentence.

•	 Switch-key movement time: the average duration from 
the completion of a mode switch to the input of the next 
character minus the time to trigger an input, which is 
300ms (the trigger time for both dwell and blinking key-
selection mechanisms). In other words, we removed the 
time for confirmation of selection to get the ‘true’ time 
cost of cursor movement after switching the mode.

An example can be seen in Fig. 2, where a user aims to 
type a character ‘N.’ To do this, the user starts from the 
default lowercase letter layout and controls the cursor to 
cross the ‘CAP’ key. This duration is the mode-switching 
time and can be categorized as switch-to-uppercase (or CAP 
for short). The keyboard responds to the mode switch and 
shows the uppercase letters. The user then navigates to the 
location of ‘N’ and confirms the selection. This duration is 
the switch-key movement time.

4 � Pilot study

The pilot study explores the impact of the four positions of 
the switch keys (see Fig. 3) on text entry performance with 
two selection mechanisms (blinking and dwell) for typing 
complex passwords.

4.1 � Participants and apparatus

We recruited 16 participants (8 females, 8 males; aged from 
21 to 23, M = 21.5, SD = 0.73 ) from a local university. All 
were non-native English speakers and had normal or cor-
rected-to-normal vision. No participants reported simulator 
sickness during or after the study.

We used an HTC VIVE Pro Eye HMD with a resolution 
of 1440 × 1600 pixels per eye, a 110◦ Field of View, and a 90 
Hz refresh rate. It was connected to a Windows 10 PC with 
an i7-7700k CPU and a GTX 1080 GPU. The application 
used was implemented in Unity3D (version 2021.1) with the 
SteamVR Unity plugin (version 1.19.7) and VIVE Eye and 
Facial Tracking SDK (version 1.3.3.0). Participants were 
seated throughout the whole experiment.

4.2 � Materials

To enable the evaluation of text entry performance for 
multi-type characters, we used the task of typing complex 
passwords. The passwords are 8-digit strings composed of 
randomly generated characters following password secu-
rity rules (Shay et al. 2016) and must contain four types of 
characters and a maximum of two consecutive characters of 
the same type (Gy7V+KQ is one example password). All 
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passwords using this corpus allow us to make sure all types 
of characters are involved in representing one of the most 
challenging typing tasks.

4.3 � Experimental design and procedure

To minimize any impact of cross-learning effects and 
fatigue, we used a 2 × 4 mixed-subjects design with Tech-
nique as the between-subjects variable (blinking and dwell) 
and Keyboard Layout as the within-subjects variable (left, 
right, above, and bottom layout). An equal number of par-
ticipants were assigned to each Technique group; that is, 
eight participants in each group with a gender-balanced 
distribution. Participants experienced all four layouts. The 
experiment consisted of four sessions corresponding to the 
four layouts.

For each session, the participants were asked to first 
transcribe 5 passwords as practice, then 10 passwords as 
formal trials for evaluation. We requested our participants 
to enter as fast and as accurately as possible. To minimize 
fatigue bias, they had 3-minute breaks between sessions but 
could rest longer if requested. We randomized the order of 
the layouts using the Latin Square design and followed the 
same order for the two Technique groups. After completing 
all sessions, the participants were required to join a semi-
structured interview to collect their feedback and sugges-
tions regarding (1) their preference for the four layouts; (2) 
the preferred switch key locations according to their experi-
ence in the experiment and daily usage habits—specifically, 
whether the three switch keys need to be separated in differ-
ent locations, and the possible layouts after separation; and 
(3) improvements on the text entry approach. The experi-
ment lasted around 30 min for each participant. In total, we 

collected (8 participants for the blinking condition + 8 par-
ticipants for the dwell condition) × 4 keyboard layouts × 10 
recorded repetitions = 640 sentences.

4.4 � Results

We used SPSS 26 for data analysis. We excluded 11 sen-
tences (out of 640 sentences or ∼1.72%) that the participants 
were not able to complete. Shapiro–Wilk tests and Q-Q plots 
indicated that only text entry speeds of both blinking and 
dwell groups were normally distributed ( p > .05 ). We thus 
applied two-way mixed ANOVAs for it. For non-normal 
data, we applied Friedman test for Keyboard Layout and 
Mann–Whitney U test for Technique. Bonferroni correction 
was used for post hoc pairwise comparisons. For interviews, 
we first transcribed the data and then applied content analy-
sis (Stemler 2000).

4.4.1 � Text entry speed and error rate

ANOVAs revealed significant effects of Keyboard Layout 
( F3,90 = 6.762, p < .001 ), but not of Technique ( p > .05 ) on 
speed. Post hoc comparisons indicated that the text entry 
speed of the left layout (blinking: M = 5.49, SD = 1.21 ; 
dwell: M = 5.62, SD = 0.99 ) was significantly faster than 
the other three layouts (see Fig. 4a).

Fig. 4b and c shows the results of the Mann–Whitney U 
tests. They show that Technique had a significant effect on 
TER ( U = 1534.500, p = .014 ). Friedman test results did 
not yield any significant effect of Keyboard Layout on TER 
and NCER with blinking ( p > .05 ) but showed a signifi-
cant difference with dwell (TER: �2(3) = 16.198, p = .001 , 

Fig. 2   An example of locating a capital letter ‘N’ from the default lowercase letter layout. The whole time duration can be divided into mode-
switching time and switch-key movement time 
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NCER: �2(3) = 10.339, p = .016 ). Post hoc tests showed 
significant differences in two pairs in TER and only one 
pair in NCER.

4.4.2 � Mode‑switching and switch‑key movement time

Friedman tests revealed significant differences for 
Keyboard Layout on mode-switching time in each 
g roup  (b l ink ing :  �2(3) = 6.879, p = .024  ;  dwel l : 
�2(3) = 10.522, p = .003 ) and on switch-key movement 
time in the blinking group ( �2(3) = 8.243, p = .006 ). 
Post hoc tests showed some significant differences for 
both mode-switching and switch-key movement time, as 
shown in Fig. 4d and e, respectively. Table 2 summarizes 

the significant results of the four categories of transitions 
(as discussed in Sect. 3.4) in the four layouts (left, right, 
above, and bottom layout) with the two techniques (blink-
ing and dwell).

4.4.3 � Interview

The participants preferred the top and left layouts the most 
since they would not affect their gaze on the text display 
area because they could still see the text area when moving 
up or turning left. In addition, the left layout was preferred 
because it was more aligned with the physical keyboard 
and the traditional keyboard used in mobile phones. They 
also said that character keys could still be glanced at when 
turning left or right, but not when moving up or down. In 
the interview, we used sides to mean the four areas around 

Fig. 3   (a) The keyboard in the user’s view and partitioning of key-
board functions. Four Keyboard layouts with the three switch keys 
placed on the (b) left-, right-, above-, and down-side of character 
keys. After a switch is made, the background color changes to the 

color of the mode: orange, blue, and green represent uppercase let-
ters, symbols, and numbers, respectively. The default color is gray for 
lowercase letters
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the character input area. Using one side means placing all 
three switch keys together in one area (e.g., all on the left 
as in the left layout). Using two sides means having the 
three keys in two areas (Fig. 5). Finally, three sides involve 
three areas. Over half of the participants recommended 
designs that involve two sides ( N = 9 ), followed by three 
sides ( N = 5 ). The least preferred design involves a switch 
key placed on one side of the keyboard ( N = 2 ). None of 
the two-side designs involved the top-bottom combination. 

These findings can be summed up into three factors influenc-
ing users’ performance and preference: (1) familiarity with 
typing on the QWERTY keyboard, (2) text display position 
(at the top-left of the keyboard) where they needed to look 
frequently, and (3) physiological ergonomics to allow them 
to see the text area easily when making head movements, 
such as turning left and right.

All participants agreed that crossing for mode switching 
was efficient and easy to do. It was easy to make switches 

Fig. 4   (a) Mean text entry speed, (b) mean TER, (c) mean NCER, 
(d) mean mode switching times, and (e) mean switch-key movement 
times of the four keyboard layouts. Error bars represent 95% confi-

dence intervals. ***, **, and * represent a .001, .01, and .05 signif-
icance level, respectively. The same marking scheme is used in the 
other figures, too

Table 2   Friedman test results of mode-switching time among the four 
types of switching. LOW, CAP, NUM, SYM mean switch-to-lower-
cases, switch-to-uppercases, switch-to-numbers, and switch-to-sym-

bols, respectively (as described in Sect.  3.4). p values derived from 
post hoc tests are reported in these columns, ‘–’ means no significant 
difference

Technique Keyboard Layout �2 p LOW vs. CAP LOW vs. SYM LOW vs. NUM CAP vs. SYM CAP vs. NUM SYM vs. NUM

Blinking Left 23.485 .000 .001 .000 .000 – – –
Right 12.113 .005 – – .000 – .006 –
Above 18.046 .000 – .032 .013 .000 .000 –
Bottom 28.587 .000 .000 .000 .000 .021 – .002

Dwell Left 6.429 .023 .042 .017 .007 – – –
Right 15.325 .001 – .000 .012 .000 – –
Above 18.521 .003 .003 .047 – .000 .000 –
Bottom 21.548 .000 – .000 .000 .000 .000 –
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and recover from an erroneous switch (e.g., ‘just make a 
quick pass through to the correct key’). As recovering from 
an incorrect activation of delete and space keys was difficult, 
six participants suggested using crossing for their activation 
as well. However, after trying this, we found that it could 
complicate the text entry process and bring a high risk of 
false activation because switching is not suitable for objects 
that are close to each other like keys on a keyboard.

4.5 � Discussion

4.5.1 � Text entry speed and error rate

In general, the left layout led to the fastest performance 
(5.49WPM with blinking; 5.62WPM with dwell). As stated 
by the participants, one reason could be that the position of 
the switch keys is similar to a standard keyboard, and easy 
to turn to and back from when making switches. Another 
reason could be that it is aligned with people’s reading habits 
(left-to-right and top-to-bottom). Text entry speeds are in 
line with, and to a large extent better than, the only previous 
VR study we found that involved passwords (Schneider et al. 
2019). Their participants achieved 3.82–6.57WPM but the 
passwords they used were simpler (between 5–10 charac-
ters), and only 50% were randomly generated. (The others 
were more like memorable patterns.)

Unlike previous research (Lu et al. 2020), we found dwell 
led to higher TER than blinking, particularly for the above 
layout. As we observed in our interview data, one possible 
reason is that the participants made wrong selections with 
dwell for the keys that are next to the switch keys when 
switching modes or looking at the text display area. This 
could be improved by adjusting the use of top space for 
switches.

4.5.2 � Mode‑switching and switch‑key movement time

From Table 2, one can see that differences are concentrated 
in the switch between the lowercase mode and the other 
modes. This finding lends strong support for the design of 
the shortcut to access lowercase letters quickly—as long 

as the users leave the area of the character keys they would 
switch to it (as the default mode to return to). Placing the 
switch keys on the left side led to the best typing perfor-
mance and user preference. Except for the left layout, the 
other three layouts led to differences in switching time 
between CAP vs. SYM or CAP vs. SUM with both blink-
ing and dwell. These results indicate a strong argument 
to have switch keys on the left, and the need to consider 
re-configuring the position of the switch key to access 
uppercase letters fast and conveniently.

For blinking, switch-key movement time showed sig-
nificant differences among the four keyboard layouts but 
not for dwell (see Fig. 4e). This could be explained by the 
location of the switch keys in relation to the character keys 
and text box. We observed that when more character keys 
are near the switch keys, and the switch keys are closer to 
the text box, the participants could locate the next char-
acter key faster. Thus, the switch-key movement time in 
the above layout for blinking was the lowest (see Fig. 4e). 
However, for dwell, the more character keys there are near 
the switch keys, the more likely an unintended dwell acti-
vation can occur when the participants are searching for 
a character (see TER for dwell group in Fig. 4b), which 
increased the difficulty of entering the next character after 
switching modes. Thus, we can observe that for the above 
layout, even if most character keys are near the switch keys 
and the switch keys are close to the text box, the switch-
key movement time was not reduced.

In addition, blinking led to a slightly, non-significant 
better performance with lower TER than dwell. However, 
some participants in the blinking group commented that 
blinking can cause discomfort to their eyes, which was 
not mentioned by the participants in the dwell group. This 
was understandable given that for all our participants, it 
was their first time typing using eye blinks and over a pro-
longed period. In that sense, they may consider dwell to be 
more comfortable. However, (Lu et al. 2021) found that, 
in their text entry technique for AR using eye blinks, after 
some practice time and familiarity, the discomfort level 
would drop significantly and become negligible. As such, 
blinking is still a possible selection mechanism to have.

Fig. 5   The four keyboard layouts compared in the main study: the best layout from the pilot study—(a) left-only layout; and three user-inspired 
keyboard layouts, including (b) left-right layout, (c) left-above layout, and (d) left-bottom layout
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4.6 � User‑inspired layouts

From the pilot study, we could summarize the following 
factors that can affect typing performance and usability: 
(1) the distance between switch keys and character keys; 
(2) the distance between switch keys and text display area; 
(3) the number of character keys near the switch keys; 
and (4) the size of switch key with crossing. Although the 
larger the size, the easier it is to cross, the relationship 
between the keys and the display area limits its size. For 
blinking and dwell, we do not see one technique outper-
forming the other.

Based on these findings, we designed three new keyboard 
layouts, as shown in Fig. 5. The left-right design (Fig. 5b) 
has two switch keys (symbols and numbers) placed on the 
left side, while the uppercase switch key is placed on the 
right side. Findings from the pilot study show that the left 
layout led to the best performance. Given that the switch key 
to uppercase letters is often used, it is placed on a separate 
side to allow for a larger size. This left-right design meets 
physiological ergonomics aspects. The left-above layout 
(Fig. 5c) is designed following the principle of proximity 
which indicates that similar or related items should be visu-
ally grouped. All three switch keys are placed close to each 
other on the left side. Finally, the left-bottom layout (Fig. 5d) 
has the capital switch key placed on the bottom since it can 
provide bigger space which makes it easy to switch modes 
using nodding motions.

In the pilot study, we compared the four positions of the 
switch keys on text entry performance. We found that the left 
layout (we would call it left-only layout hereafter to make it 
distinguishable from the others) had the best performance 
and derived three user-inspired layouts. In the main study, 
we further evaluated these four keyboards. In addition, given 
that our approach led to a good performance with pass-
words—unordered and unfamiliar character sequences, we 
wanted to see how well it could perform for sentences that 
were more in line with what people would type daily.

5 � Main study

The goal of the experiment is to evaluate the performance 
of four layouts, including the best layout in the pilot study 
(Fig. 3a) and three user-inspired ones (Fig. 3b-d). To test the 
performance of our design under different text complexity, in 
addition to passwords, we also included sentences from the 
Brown Corpus (Francis and Kucera 1979), which is a collec-
tion of sentence samples of American English that include 
all types of characters and are more representative of daily 
text entry containing words, dates, that could be more easily 
remembered.

5.1 � Participants and apparatus

Twenty-four right-handed participants (12 males; 12 
females) between the ages of 19-25 ( M = 22.4, SD = 0.85 ) 
were recruited from the same university campus to partici-
pate in this study. We used the same apparatus as in the 
pilot study.

5.2 � Experiment design and procedure

We used a mixed-subjects design with Keyboard Layout 
and Corpus as two within-subjects variables, and Technique 
as the between-subjects variable. That means we had two 
groups—blinking and dwell because results from the pilot 
study show that dwell and blinking have equivalent perfor-
mance but with different advantages and disadvantages. For 
dwell and blinking, there are two variables: Keyboard lay-
outs with four conditions and Corpus with two types (Brown 
Corpus Francis and Kucera 1979 and 8-digit randomly gen-
erated passwords). The two corpora represent two levels 
of difficulty and common text entry scenarios. The Brown 
Corpus sentences are more representative of typing activities 
and contain complex sentences, which have a large number 
of uppercase letters, numbers, and symbols (e.g., ‘The Dal-
las Morning News, February 17, 1961’). As such, entering 
these sentences requires frequent mode switches.

Similar to the pilot study, a four-session design was 
arranged and participants completed text entry tasks for 
one layout in each session and rested for 5 min in between 
to minimize any feeling of fatigue. In each session, par-
ticipants needed to complete 2 blocks for one layout. Each 
block had 10 sentences, five randomly selected from the 
Brown Corpus and five randomly generated passwords. 
Before the two blocks, participants were given 4 sentences 
(2 from the Brown Corpus and 2 passwords) for training 
to allow them to familiarize themselves with the devices 
and the techniques. Participants were encouraged to take 
breaks between blocks and whenever they needed a rest. The 
order of keyboard layouts was counterbalanced using a Latin 
Square design. Each session lasted about 15-20 min for each 
participant. Before starting the sessions, participants first 
filled in a pre-study questionnaire about their demographic 
information and VR and typing experience. They were then 
given a brief introduction about the study aims, the text entry 
methods, and the procedure before signing a consent form 
to join the experiment. At the end of the study, we con-
ducted a paired comparison analysis (Cattelan 2012) and 
an unstructured interview. The paired comparison required 
participants to choose the preferred member of each pair in 
the six possible pairwise comparisons of the four layouts. 
Based on this, we calculated the rankings of the layouts. 
The unstructured interview aimed to collect participants’ 
subjective feelings about the techniques and experiment. 
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In this study, we collected (12 participants for the blink-
ing condition + 12 participants for the dwell condition) × 
4 keyboard layouts × 2 corpora × 10 recorded repetitions = 
1920 sentences in total.

5.3 � Results

We excluded 54 trials (out of the 1920 trials or ∼2.81%) 
because of incomplete completions. Shapiro–Wilk tests and 
Q-Q plots showed text entry speeds had a normal distribu-
tion, while TER, NCER, mode-switching time, and switch-
key movement time were not normally distributed. Thus, 
we applied three-way mixed ANOVAs to text entry speeds 
for blinking and dwell groups and repeated measures ANO-
VAs for each group. For non-normal data, the Wilcoxon test 
for Corpus and Friedman test for Keyboard Layout were 
used for within-groups and the Mann–Whitney U test for 
between-groups. Post hoc pairwise comparisons were used 
if significant differences were identified. We computed 
z-scores of participants’ ranking data provided in the paired 
comparison.

5.3.1 � Text entry speed

Results of RM-ANOVAs showed Keyboard Layout had 
no significant effect on text entry speed ( p > .05 for both 
blinking and dwell groups) with passwords. On the other 
hand, with the Brown Corpus, significant effects of Key-
board Layout were found (blinking: F3,33 = 2.575, p = 0.46 ; 
dwell: F3.33 = 5.558, p = .038 ). With the Brown Corpus, 
the left-bottom layout achieved the fastest text entry for the 
dwell group (M=7.78, SD=1.94) and the left-above reached 
the slowest text entry speed - 7.17 WPM (SD=1.01), while 
for the blink group, the highest is the left-above layout 
(M=8.48,SD=1.85) and the slowest is the left-right layout 
(M=7.95,SD=1.16). Fig. 6a shows a summary of the results.

For the blinking group (Fig. 6a), significant differences 
were found between left-right and left-above ( p = .007 ) 
and left-right and left-bottom layouts ( p = .005 ). For 
the dwell group (Fig.  6a), significant differences were 
found between left-only and left-bottom ( p = .029 ), left-
right and left-bottom ( p = .031 ), and left-above and left-
bottom layouts ( p = .023 ). Corpus has led to significant 
differences (dwell: F1.11 = 150.343, p < .001 ; blinking: 
F1.11 = 586.585, p < .001 ). There was no significant inter-
action effect ( p > .05).

Results of three-way ANOVAs revealed significant 
effects of Corpus ( F1,22 = 393.364, p < .001 ) and Tech-
nique ( F1,22 = 1.311, p = .265 ) on text entry speed. There 
was also an interaction effect between Technique and Corpus 
( F1,22 = 10.227, p = .004).

5.3.2 � Error rate

As shown in Fig. 6b, c, Friedman tests indicated no signifi-
cant effect of Keyboard Layout on TER and NCER for blink-
ing and dwell with both corpora ( p > .05 ). Wilcoxon tests 
showed that Corpus had a significant effect on TER (blink-
ing: z = −1.551, p = .021 ; dwell: z = −1.804, p = .015 ). 
Only with dwell, there was a significant difference of Corpus 
on NCER ( z = −4.168, p < .001 ; see Fig. 6c). Mann–Whit-
ney U tests showed a significant effect of Technique on TER 
( U = 248.000, p = .018 ) and NCER ( U = 462.500, p = .013 ) 
between the two groups.

5.3.3 � Mode‑switching time

Friedman tests revealed a significant effect of Keyboard 
Layout on mode-switching time for both blinking and 
dwell with passwords (blinking: �2(3) = 12.107, p = .001 ; 
dwell: �2(3) = 6.551, p = .044 ). Post hoc tests indicated 
a significant difference between left-only and left-bottom 
( p < .001 ), left-only and left-right ( p < .001 ), and left-
only and left-above layouts ( p = .009 ) with blinking. For 
dwell, the significant differences were found in left-only and 
left-right ( p = .036 ), and left-right and left-above layouts 
( p = .026 ). With the Brown Corpus, both blinking and dwell 
led to a significant effect of Keyboard Layout on mode-
switching time (blinking: �2(3) = 10.402, p = .008 ; dwell: 
�2(3) = 18.568, p = .001 ). For the blinking group, there was 
a significant difference between left-only and left-above 
( p = .001 ), left-only and left-right ( p = .031 ), and left-above 
and left-bottom layouts ( p = .042 ) (Fig. 6d). For the dwell 
group, there were three pairs having significant differences: 
left-only and left-bottom ( p < .001 ), left-only and left-right 
( p < .001 ), and left-only and left-above ( p = .001 ) (Fig. 6d).

Wilcoxon tests indicated a significant effect of Corpus on 
mode-switching time with blinking ( z = −7.339, p < .001 ) 
and dwell ( z = 4.992, p < .001 ). Mann–Whitney U test 
revealed Technique (i.e., the between-subjects variable) 
significantly affects mode-switching time between the two 
groups ( U = 4596.000, p < .001).

Table 3 shows the pairwise comparison results of the 
mode-switching time. Similar to the pilot study results (see 
Table 2), the significant differences are primarily concen-
trated in the switch between the lowercase mode and the 
other modes. Figure 7 shows the mean mode-switching time 
of the four layouts with dwell and blinking.

5.3.4 � Switch‑key movement time

Friedman tests identified no significant differences in 
switch-key movement time among Keyboard Layout with 
blinking and dwell using two corpora ( p > .05 ). Wilcoxon 
tests showed that Corpus significantly affected switch-key 
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Fig. 6   (a) Mean text entry speed, (b) mean TER, (c) mean NCER, (d) mean mode-switching times, and (e) mean switch-key movement times of 
the four keyboard layouts. LO, LR, LA, LB are short for left-only, left-right, left-above, and left-bottom layout, respectively
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movement time (blinking: z = −7.322, p < .001 ; dwell: 
z = −4.814, p < .001 ). Mann–Whitney U tests identified a 
significant difference in switch-key movement time when 
using blinking and dwell ( U = 5873.500, p < .001 ). Fig-
ure 6e shows a summary of the results.

5.3.5 � Paired comparison of preferred layout

The paired comparison results were transcribed 
into a frequency matrix, then being normalized and 

evaluated (Cattelan 2012).1 From most preferred to least 
preferred, participants’ ranking preference of the layouts 
was left-above ( z = 0.13 ), left-only ( z = 0.1 ), left-right 
( z = −0.11 ), and left-bottom ( z = −0.12 ) for the blink-
ing group. While for the dwell group, it was left-above 
( z = 0.08 ), left-only ( z = 0 ), left-bottom ( z = −0.02 ), and 
left-right ( z = −0.1 ). As can be seen, left-above layout was 
the most preferred layout rated by participants regardless of 
the selection mechanisms.

Table 3   Friedman test results of mode-switching time among dif-
ferent types of switching in the main study. In the Keyboard Layout 
column, LO, LR, LA, and LB are short for left-only, left-right, left-
above, and left-bottom layout, respectively. LOW, CAP, NUM, SYM 

mean switch-to-lowercases, switch-to-uppercases, switch-to-numbers, 
and switch-to-symbols, respectively (as described in Sect.  3.4). p 
values derived from post hoc tests are reported in these columns, ‘–’ 
means no significant difference

Corpus – Tech-
nique

Key-
board 
Layout

�2 p LOW vs. CAP LOW vs. SYM LOW vs. NUM CAP vs. SYM CAP vs. NUM SYM vs. NUM

Password LO 24.587 .000 .003 – .000 .032 .021 .001
– LR 131.152 .000 .000 .000 .000 .000 .000 –
Blinking LA 50.152 .000 .004 .000 .000 .025 .000 –

LB 89.562 .000 .000 .000 .000 .001 – .001
Password LO 62.126 .000 .007 – .000 – .000 .000
– LR 114.254 000 .000 .000 .000 .000 – .000
Dwell LA 80.526 .000 .000 .000 .000 – .000 .001

LB 85.325 .000 .000 .000 .000 .000 – .000
Brown LO 10.258 .008 .008 .014 .001 – – –
Corpus LR 50.652 .000 .000 .000 .000 .025 .001 –
– LA 21.212 .000 .000 .001 .000 – – –
Blinking LB 62.254 .000 .000 .000 .000 – – –
Brown LO 5.667 .047 .013 .012 .037 – – –
Corpus LR 42.125 .000 .000 .000 .001 – – –
– LA 12.457 .001 .001 .001 .000 – – –
Dwell LB 16.757 .001 .000 .002 .000 – – –

Fig. 7   Mean mode-switching time among four types of switching, with blinking and dwell and two corpora. The labels are the same as in 
Table 3

1  The higher the scale value z is, the more favorable the compared 
member is.
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6 � Discussion

6.1 � Text entry speed

Overall, all four layouts have led to relatively high per-
formance, especially with the Brown Corpus sentences. 
With blinking, the user-inspired left-above layout achieved 
the best results (8.48WPM), while with dwell, the user-
inspired left-bottom layout had the best performance 
(7.78WPM). Text entry speeds for passwords were simi-
lar to the pilot study results, which was expected. Inter-
estingly, the left-only layout was still the best for pass-
words, which supports our earlier observation about the 
need for participants to keep looking back and forth to the 
text display area to check the current password. Switch 
keys placed as close to the text area as possible while 
keeping low unintended activation helped improve their 
performance.

Results for the Brown Corpus suggest that blinking has 
led to significantly faster text entry speed than dwell (at 
8.48WPM with the left-above keyboard), supporting pre-
vious results from Lu et al. (2020). The Brown Corpus 
sentences, while complex, are still easier to remember 
and require fewer mode switches compared to randomly 
generated passwords. These two features allow partici-
pants to enter text quickly. Typing is slowed down when 
the linguistic structure of the presented text is degraded 
(Salthouse 1986). These also enlighten us that differ-
ent text complexity can comprehensively reflect typing 
performance.

Having said this, our results are in line with a previ-
ous VR study with password entry tasks (Schneider et al. 
2019), where participants were required to type passwords 
(half-familiar simple ones and half randomly generated 
ones, between 5-10 characters long) and were able to 
achieve 3.82−6.57 WPM. As such, with our design, par-
ticipants achieved a relatively fast speed for passwords 
that were more complex and unfamiliar to our participants. 
All our passwords were 8-digit strings composed of ran-
domly generated characters following password security 
rules to make them complicated to guess and hack (e.g., 
Gy7V+KQ). Similarly, while participants’ performance 
is lower than what has been reported in other hands-free 
techniques (see Table 1), the sentences that they had to 
enter are more difficult and complex. Before this research, 
to the best of our knowledge, all hands-free techniques 
involved lowercase letters only and used sentences from 
the MacKenzie phrase set (MacKenzie and Soukoreff 
2003). Given the complexity of the Brown Corpus sen-
tences, our approach can be considered efficient and usable 
for multi-type character entry that does not require addi-
tional sensing/input devices and is entirely hands-free.

6.2 � Error rate

The error rates of the three user-inspired layouts were not 
significantly different from the left-only layout (the best 
performing one in the pilot study). The Brown Corpus had 
lower TER with both blinking and dwell. The significant 
difference of Corpus using dwell was stronger than blinking. 
This is because, with dwell, participants had more errors 
when a text was more complex since they would pause when 
they needed to think about the next action. For NCER, only 
dwell showed differences between the two corpora, which 
shows that text complexity does not restrict the partici-
pants’ willingness to correct errors with blinking but not 
with dwell.

On the whole, the error rate is acceptable and relatively 
low (Schneider et al. 2019 have ∼3.5%) since the mean 
error rate of 1-3% for 8-digital passwords means that there 
is only 1 uncorrected character among 4-12 password phrase 
attempts (usually, 5 attempts are allowed in commercial 
applications). In addition, the passwords we set were quite 
complex and difficult to remember, and participants were 
unfamiliar with them. The error rate should be lower when 
they enter their own familiar or simpler passwords.

6.3 � Mode‑switching and switch‑key movement 
time

Our results show that the user-inspired layouts were better at 
reducing mode-switching time. The three layouts arranging 
the switch keys on two sides with larger key sizes allowed 
for bigger areas available for crossing.

Dwell showed better results than blinking in mode-
switching time in two corpora. This finding is the opposite 
of the results of text entry speed. The mode-switching time 
with dwell was significantly shorter than blinking, even 
though crossing was used for both. Because dwell and cross-
ing only require head movements without additional user 
actions, the two can supplement each other well. However, 
blinking needs an extra conscious effort (eye blinks), and 
users need to rotate trigger actions frequently when typing 
and do mode switches, which can increase users’ workload. 
This explains the reason for the shorter switch-key move-
ment time with dwell.

Comparing the mode-switching time of four layouts in 
Table 3 and Fig. 7, the three optimized layouts significantly 
reduced the time of switching to lowercase characters (i.e., 
LOW). The left-right layout reduced the switching time to 
lowercase letters the most, but also resulted in a significant 
increase in the switching time to uppercase letters. On the 
other hand, the left-above layout reduced the switching time 
to lowercase letters while ensuring that the performance to 
switch to uppercase letters was not compromised. The reason 
behind this is that with the left-right layout, the uppercase 
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switch is on the right and far from where the text is dis-
played, leaving the upper part of the input area available for 
switching to lowercase letters.

In short, the results show that the left-above layout per-
formed better at mode switching and supported the entry 
of Brown Corpus-like sentences well. In general, com-
pared to dwell, blinking seems more suitable as a hands-
free approach as it leads to good performance with lower 
errors and lowers the use of head motions. It is also easier 
to correct mistakes with blinking. While there is a factor of 
eye fatigue, results from Lu et al. (2021) show that as users 
become familiar with it, eye strains become negligible.

7 � Summary of main findings and lessons 
derived from the experiments

Based on the results, we can make the following four key 
lessons for hands-free multi-character text entry in VR: 

1.	 Crossing activation is suitable for hands-free mode 
switching and can complement other hands-free selec-
tion mechanisms;

2.	 Eye blinking is a suitable hands-free selection mecha-
nism for multi-type character text entry;

3.	 As multi-type character text entry typically involves 
more lowercase letters, a feature allowing for quick 
access to them is helpful, like in our case of having them 
as default; and

4.	 The location of the key switches is important. The left 
side of the keyboard and closer to the text display area 
are preferable.

8 � Limitations and future work

This study has some limitations, which can serve as pos-
sible directions for future work. First, our results show that 
the distance between the switch keys and the text input box 
and the size of the key affect text entry performance. We 
did not include these variables in our experiment. These 
factors can be explored in greater detail in future. Second, 
we used two corpora and while they cover various levels of 
complexity, we have not considered other possible scenarios 
(e.g., capital letters only for some words or emotion icons). 
Future work can explore other cases where mode switch-
ing can be helpful and necessary for typing tasks. In addi-
tion, our work is a first and provides a solid starting point of 
multi-type character and could extend to other populations 
(e.g., impaired and elderly users) as part of our future work. 
Third, we pre-tested and used a 300ms time threshold for 
both key-selection mechanisms across the studies. A differ-
ent time threshold could lead to varied results, particularly 

for objective measurements. It was not the focus of this study 
but we would like to evaluate it in future work. Finally, our 
focus is on hands-free approaches given their benefits pre-
sented in the introduction (see Sect. 1). However, because 
there is also limited research on hand-supported multi-type 
character entry in VR, it will be worthy of exploring hand-
based techniques and approaches, which could open further 
possibilities to make text entry in VR HMDs more aligned 
with other types of interactive systems like smartphones and 
desktop/laptop computers.

9 � Conclusion

Multi-type characters, i.e., the combinations of uppercase 
and lowercase letters, symbols, and numbers, are indispensa-
ble for daily text entry activities. This paper presented a first 
exploration of multi-type character text entry with a virtual 
keyboard in virtual reality (VR) that is entirely hands-free. 
We combined a crossing-based mode-switching mechanism 
with two hands-free selection mechanisms (eye blinks and 
dwell) and integrated them into iteratively designed key-
board layouts. Two experiments were run to examine the 
performance of several keyboard layouts, especially the 
switch keys’ locations, using complex 8-digit passwords and 
sentences from Brown Corpus which include uppercase and 
lowercase letters, symbols, and numbers, and are more rep-
resentative of sentences people type. Results show that our 
combination of crossing-based and selection mechanisms 
and proposed keyboard layouts represent efficient, accurate, 
and usable text entry approaches for multi-type character 
entry in VR and serve as the foundation for further in this 
area.
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