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Abstract In typical environments, the direct path

between a sound source and a listener is often occluded.

However, due to the phenomenon of diffraction, sound still

reaches the listener by ‘‘bending’’ around an obstacle that

lies directly in the line of straight propagation. Modeling

occlusion/diffraction effects is a difficult and computa-

tionally intensive task and thus generally ignored in virtual

reality and videogame applications. Driven by the gaming

industry, consumer computer graphics hardware and the

graphics processing unit (GPU) in particular, have greatly

advanced in recent years, outperforming the computational

capacity of central processing units. Given the affordabi-

lity, widespread use, and availability of computer graphics

hardware, here we describe a computationally efficient

GPU-based method that approximates acoustical occlusion/

diffraction effects in real time. Although the method has

been developed primarily for videogames where occlusion/

diffraction is typically overlooked, it is relevant for

dynamic and interactive virtual environments as well.
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1 Introduction

In our natural environment, the direct path between a sound

source and a listener is often occluded due to the presence of

an occluding object/obstacle in the direct path between the

sound source and the listener. However, due to the phe-

nomenon of diffraction, sound is still able to reach the lis-

tener by ‘‘bending’’ around the occluder/obstacle. Formally,

diffraction can be defined as the ‘‘bending mode’’ of sound

propagation whereby sound waves go (‘‘bend’’) around an

obstacle that lies directly in the line of straight propagation,

allowing us to hear sounds around corners and around bar-

riers (Cremer and Müller 1978). Diffraction is dependent on

both wavelength and obstacle/surface size, increasing as the

ratio between wavelength and obstacle size is increased. In

other words, diffraction will typically be greater for lower-

frequency sounds and when the obstacles are small. The

frequency spectrum of audible sound ranges from approxi-

mately 20–20 kHz, corresponding to wavelengths ranging

from 17 m down to 0.017 m (with a velocity of

vc = 343 ms-1 for sound in air and a frequency of f Hz,

wavelength k = vc/f (Cremer and Müller 1978)). Since, the

dimensions of many of the objects/surfaces encountered in

our daily lives are of the same order of magnitude as the

wavelength of audible sounds, diffraction is an elementary

means of sound propagation especially when there is no

direct path between the sound source and the listener, such as

in buildings (Tsingos et al. 2001). Given the importance of

diffraction to sound propagation and ultimately to human

hearing, acoustical occlusion/diffraction effects must be
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accounted for in videogames and virtual environments. In

fact, ignoring occlusion/diffraction effects leads to non-

realistic auditory simulations and ultimately results in a

decrease in ‘‘presence’’ and immersion (Torres et al. 2001;

Tsingos et al. 2001). That being said, modeling occlusion/

diffraction effects is a difficult and computationally inten-

sive task and is therefore, typically ignored.

Driven by the videogame industry, consumer computer

graphics hardware has greatly advanced in recent years,

outperforming the computational capacity of central pro-

cessing units (CPUs). A graphics processing unit (GPU) is

a dedicated graphics rendering device whose purpose is to

provide a high performance, visually rich, interactive 3D

experience by exploiting the inherent parallelism in the

feed-forward graphics pipeline (Luebke and Humphreys

2007). In contrast to consumer-grade audio cards, GPUs

have moved away from the traditional fixed-function 3D

pipeline toward a flexible general-purpose computational

engine that can currently implement many parallel algo-

rithms directly resulting in tremendous computational

savings. Due to a number of reasons including the

explosion of the consumer videogame market and

advances in manufacturing technology, GPUs are, on a

dollar-per-dollar basis, the most powerful computational

hardware, providing ‘‘tremendous memory bandwidth and

computational horsepower’’ (Owens et al. 2007). In fact,

instead of doubling every 18 months as with CPUs, GPU

performance increases by a factor of five every 18 months

or doubles every 8 months, far exceeding Moore’s Law

applied to traditional microprocessors (Ekman et al. 1994;

Geer 2005). Current GPUs are fully programmable and

support vectorized floating point operations (Owens et al.

2007). Furthermore, a number of high level languages

have been introduced to allow for the control of vertex

and pixel pipelines (Buck et al. 2004). In order to

take advantage of the power inherent in GPUs in addition

to their relatively low cost, recently a number of efforts

have investigated the use of GPUs to a variety of non-

computer graphics applications. Collectively, this effort is

known as ‘‘general purpose computing on the GPU’’

(GPGPU) (Owens et al. 2007). A thorough review

including a detailed summary of GPGPU-based applica-

tions is beyond the scope of this paper but is given by

Owens et al. (2007) and will therefore not be provided

here.

Given the potential computational efficiencies that may

be obtained with GPUs, we have begun an initiative to

employ the GPU to generate spatial (3D) audio with the

ultimate goal being the generation of accurate spatial

audio in real time for inclusion in videogames and virtual

environments (an overview of auditory perception and

spatial audio is provided in Kapralos et al. (2008b)). In

this paper, we describe the development of a novel,

computationally efficient GPU-based method that

approximates occlusion/diffraction effects in real time.

The method has been developed primarily for videogame

applications (where occlusion/diffraction is typically

completely overlooked) that are dynamic and interactive,

and require real-time operation. Rather than focusing on

faithfully modeling physical acoustical diffraction models,

emphasis is placed on computational efficiency; the

method approximates acoustical occlusion/diffraction in

real time regardless of scene complexity yet it conforms

to theoretical diffraction models that dictate diffraction

decreases with increasing frequency. In other words, a

trade-off between accuracy and efficiency is made.

Although the method has been developed primarily for

videogames, it is relevant for dynamic and interactive

virtual environments where real-time operation is required

and an accuracy vs. efficiency trade-off can typically be

made.

The remainder of this paper is organized as follows.

Section 2 provides background information. The section

begins with a brief discussion of GPUs followed by an

overview of existing acoustical diffraction modeling tech-

niques (both GPU- and non-GPU-based methods are

described). Details regarding the GPU-based occlusion

modeling method presented here are provided in Sect. 3. In

Sect. 4, the results of a number of simulations that illustrate

that the method conforms to real-world sound propagation

properties are provided. Finally, a summary and plans for

future work are presented in Sect. 5.

2 Background

A number of research efforts have examined the generation

of spatial sound using the GPU. An overview of these

methods is beyond the scope of this report but is available

in (Hamidi and Kapralos 2009). In this section, several

research efforts that have focused on acoustical occlusion/

diffraction modeling both with and without the use of the

GPU are described. However, prior to doing so, a brief

overview of the GPU is provided.

2.1 Graphics processing units: overview

In computer graphics, rendering is accomplished using a

graphics pipeline architecture whereby rendering of objects

to the display is accomplished in stages and each stage is

implemented as a separate piece of hardware. The input to

the pipeline is a list of vertices expressed in object space

while the output is an image in the framebuffer. The stages

of the pipeline and their operation are as follows (Owens

et al. 2007):

184 Virtual Reality (2010) 14:183–196

123



• Vertex Stage: (1) Transformation of each (object space)

vertex into screen space, (2) formation of triangles from

the vertices, and (3) per-vertex lighting calculations.

• Rasterization Stage: (1) Determination of the screen

position covered by each of the triangles formed in the

previous stage and (2) interpolation of vertex param-

eters across the triangle.

• Fragment Stage: Calculation of the color for each

fragment output in the previous stage. Often, the color

values come from textures, which are stored in texture

memory. Here the appropriate texture address is

generated and the corresponding value is fetched and

used to compute the fragment color.

• Composition Stage: Pixel values are determined from

the fragments.

In contrast to the ‘‘traditional’’ fixed-function pipelines

with ‘‘modern’’ (programmable) GPUs, both the vertex and

fragment stages are user-programmable. Programs written

to control the vertex stage are known as vertex programs or

vertex shaders, while programs written to control the

fragment stage are known as fragment programs or frag-

ment shaders. Early on, these programs were written in

assembly language. However, higher level languages have

since been introduced including Microsoft’s high-level

shading language (HLSL), the OpenGL shading language

(GLSL) (Rost 2006), and NVIDIA’s Cg (Mark et al. 2003).

Generally, the input to both of these programmable stages

is a four-element vector where each element represents a

32-bit floating point number. The vertex stage will output a

limited number of 32-bit, four element vectors while the

fragment stage will output a maximum of four floating

point, four element vectors that typically represent color.

The fragment stage is capable of fetching data from texture

memory (memory gather) but cannot alter the address of its

output, which is determined before processing of the

fragment begins (incapable of memory scatter). In contrast,

within the vertex stage, the position of input vertices can be

altered thus affecting where the image pixels will be drawn

(i.e., the vertex stage supports both memory gather and

memory scatter) (Owens et al. 2007). In addition to vertex

and fragment shaders, Shader Model 4.0 currently sup-

ported by Direct3D 10 and OpenGL 3.0 defines a new type

of shader, the geometry shader. A geometry shader

receives input from the vertex shader and can be used to

create new geometry. It is also capable of operating on

entire primitives (Sherrod 2008).

2.2 Acoustical occlusions and diffraction modeling

with and without the GPU

The beam tracing acoustical modeling approach of

Funkhouser et al. accounts for diffraction using a method

based on the uniform theory of diffraction (UTD)

(Funkhouser et al. 2004; Keller 1962; Tsingos et al. 2001).

Validation of their approach by Tsingos et al. involved a

comparison between actual measured impulse responses in

a simple enclosure (the ‘‘Bell Labs Box’’) and the impulse

responses obtained by simulating the enclosure (Tsingos

et al. 2002). Sonel mapping is a probabilistic-based

acoustical modeling method that is based on photon map-

ping, a popular image synthesis method (Jensen 2001).

Sonel mapping accounts for occlusion/diffraction effects

using a modified version of the Huygens-Fresnel principle

(Kapralos et al. 2008a). Quantitative results indicate that

sonel mapping conforms to theoretical acoustical diffrac-

tion models and being probabilistic based, it allows for an

accuracy versus efficiency trade-off to be made. However,

despite the computational improvements, sonel mapping is

not applicable for real-time applications except when

considering very simple environments. Tsingos and Gasc-

uel developed an occlusion and diffraction method that

utilizes computer graphics hardware to perform fast sound

visibility calculations that can account for specular reflec-

tions, absorption, and diffraction caused by partial

occluders (Tsingos and Gascuel 1997). Specular reflections

are handled using an image source approach (Allen and

Berkley 1979), while diffraction is approximated by com-

puting the fraction of sound that is blocked by obstacles

between the path from the sound source to the receiver by

considering the amount of volume of the first Fresnel

ellipsoid that is blocked by the occluders. A visibility

factor is computed using computer graphics hardware. A

rendering of all occluders from the receiver’s position is

performed and a count of all pixels not in the background is

taken (pixels that are ‘‘set’’ i.e., not in the background,

correspond to occluders). Their approach handles a discrete

set of frequency bands ranging from 31 Hz to 8 kHz and is

primarily focused on sounds for animations. Although

experimental results are not extensive, their approach is

capable of computing a frequency-dependent visibility

factor that takes advantage of graphics hardware to perform

this in an efficient manner. Their approach is not com-

pletely real time, but it is ‘‘capable of achieving interactive

computation rates for fully dynamic complex environ-

ments’’ (Tsingos and Gascuel 1997).

Tsingos and Gascuel later introduced another occlusion

and diffraction method based on the Fresnel-Kirchhoff

optics-based approximation to diffraction (Tsingos and

Gascuel 1998). The Fresnel-Kirchhoff approximation is

based on Huygens’ principle (Hecht 2002). The total un-

occluded sound pressure level at some point p in space is

determined by calculating the sound pressure of a small

differential area dS and integrating over the closed surface

enclosing p (see Tsingos and Gascuel for further details

regarding this calculation in addition to an algorithm
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outlining the method (Tsingos and Gascuel 1998)). After

determining the total unoccluded sound pressure arriving at

point p from a sound source, diffraction and occlusion

effects are accounted for by computing an occlusion depth-

map of the environment between the sound source and the

receiver (listener) using computer graphics hardware to

permit real-time operation. Once the depth-map has been

computed, the depth of any occluders between the sound

source and the receiver can be obtained from the Z-buffer

(Foley et al. 1994) whereby ‘‘lit’’ pixels correspond to

occluded areas. The diffraction integral described by the

Fresnel-Kirchhoff approximation is then approximated as a

discrete sum of differential terms for every occluded pixel

in the Z-buffer. Comparisons for several configurations

with obstacles of infinite extent between their method and

between boundary element methods (BEMs) give ‘‘satis-

factory quantitative results’’ (Tsingos and Gascuel 1998).

Tsingos et al. (2007) describe a high quality, GPU-based

acoustical first-order sound scattering modeling method

that is based on a surface integral formulation and Kirch-

hoff’s approximation. Their method is capable of modeling

both diffraction and reflection in an arbitrarily complex

environment. Experiments indicate their method fares well

with boundary element methods (BEMs) although greater

work remains to allow for higher-order sound scattering

and to overcome the fact that the method is prone to

aliasing.

Various other research efforts have examined non-geo-

metric acoustics-based diffraction modeling. Torres et al.

(2001) describe a time-domain model based on the Biot-

Tolstoy-Medwin technique (Biot and Tolstoy 1957), which

computes edge diffraction components and combinations

of specular and diffracted components. Lokki et al. (2002),

Calamia et al. (2005), and Svensson et al. (1999) have also

investigated diffraction modeling based on the Biot-Tol-

stoy-Medwin technique. The method of Calamia et al.

(2005) provides an integrated approach to acoustical

modeling whereby intermediate values typically used in

diffraction calculations using the Biot-Tolstoy-Medwin

technique are exploited to find specular reflections as well.

In addition to these techniques, a number of wave-based

acoustical modeling methods, whose objective is to solve

the wave equation in order to recreate the room impulse

response that models a particular sound field, inherently

account for occlusion/diffraction effects (see Murphy and

Beeson 2003 for example). Such techniques are currently

not generally applicable to real-time, interactive applica-

tions due to complexity issues and are therefore not con-

sidered further here.

In contrast to previous approaches, the proposed

method can model multiple occlusions (i.e., several

‘‘layers’’ of occluding obstacles) between the sound

source and the listener. Essentially, this can be viewed as

an extension to the approach of Tsingos and Gascuel

(1998) that employs a more physically based approach but

is limited to surfaces directly visible from the source.

Furthermore, rather than focusing on the faithful physical

modeling of acoustical occlusion/diffraction effects, the

proposed method is intended to approximate these effects

but at real-time (interactive) rates regardless of scene

complexity. That being said, as will be described in Sect.

4, although only an approximation, diffraction behavior is

evident.

Finally, with respect to video games, a number of APIs

and specifications are available that do account for

occlusion effects. The Creative Labs Environmental Audio

Extensions (EAX) is a set of extensions for Microsoft’s

DirectSound3D API that allow for adjustment of sound

source and listener parameters and occlusion effects.

Occlusion effects are divided into three categories

(Menshikov 2003): (1) occlusions, where the sound bends

around an insurmountable obstacle that divides the sound

source and the listener, (2) obstructions, where the sound

source and the listener are in the same room, the direct

path is blocked but reflected sound still reaches the lis-

tener, and (3) exclusions, where the sound source and lis-

tener are in different rooms but there is an opening

between the rooms and the direct sound and only partial

reflections reach the listener. Each of the three effects is

accounted for with a low-pass filtering operation. For

occlusions and reflections, the resulting sound is essen-

tially muffled using a low-pass filtering operation. With

obstructions the direct path sound is muffled while the

reflections are not altered. With exclusions, the direct

sound reaches the listener and the reflections are distorted.

FMod is an audio API for the creation and playback of

interactive (positional) audio that also supports occlusion

modeling. In the FMod specification, occlusion is descri-

bed as the changes in volume, frequency content, and

reverberation that occur when sound passes through an

object. Occlusion is accounted for by attenuating the vol-

ume of the direct and reverberant sound (when the direct

path between the sound source and the listener is occlu-

ded), and attenuation of the high-frequency components of

both the direct and reverberant sound using a low-pass

filtering operation (Menshikov 2003). OpenAL is another

commonly used audio API and when it implements the

Environment Effects Extension (EFX) (that provides the

same functionality as EAX but tailored to OpenAL), and it

also supports occlusion mapping using simple low-pass

filtering operations (Menshikov 2003). Section 4.4 pro-

vides details regarding an interactive demo available

online that implements occlusion modeling of a particular

environment using FMod and the proposed method.

Informal listening tests indicate that the proposed method

is capable of providing more convincing results.

186 Virtual Reality (2010) 14:183–196

123



3 Methods

In this section, implementation details of the GPU-based

occlusion modeling method (i.e., the shader) are provided.

The method uses the actual scene geometry, including

moving objects, to approximate occlusion/diffraction

effects. Rather that attempt to build a complete sound

engine, here we focus on approximating occlusion effects

and passing the results to an existing sound engine in order

to increase realism. The implementation is based on the

OpenGL shading language (GLSL) (Rost 2006) (see

Appendix A.1 and A.2 for the GLSL shader source code).

The input to the resulting shader is the scene/model con-

taining the sound source and listener/receiver. The scene

itself can be arbitrarily complex (i.e., any number of

objects) although for illustrative purposes, the scene for

any examples presented here have been purposely kept

simple.

For computational efficiencies, the distribution of

sound frequency in a given sound source is typically

approximated by a fixed number (Nfreq) of frequency

bands (Mehta et al. 1999). Here, only two frequency

bands are considered; low and high frequencies. Low

frequencies are defined to be less than 4 kHz, and high

frequencies are greater than or equal to 4 kHz. However,

as will be described later, the proposed occlusion mode-

ling method operates in real time; average running time of

0.39 ms irrespective of the scene complexity. The method

can, therefore, be easily extended to account for a greater

number of frequency bands and considering only two

frequency bands is purposely done to simplify the

explanation and result illustrations. The method is com-

pletely dynamic and operates irrespective of the sound

source, the listener, and object position and orientation;

the sound source, the listener, and objects can freely move

about within the environment. The proposed method is a

two-stage technique; acoustical ray casting followed by

receiver scaling. Both stages are detailed in the following

sections.

3.1 Acoustical ray casting stage

The purpose of the acoustical ray casting stage is to pro-

duce a listener occlusion map which, for every position in

the scene (pixel), provides an occlusion weighting (wocclusion)

within the range of [0…1]. 0 (‘‘black’’) indicates the

sound source is completely blocked (non-visible) and no

sound reaches the listener, while 1 (‘‘white’’) indicates

the sound source is completely visible to the listener and

direct sound is able to reach the listener. Shades of gray in

between represent partial occlusion whereby some of the

sound is able to reach the listener. The scene is rendered

(using the GPU) from the sound source’s perspective. To

construct the occlusion map, we initially begin with an

empty (‘‘white’’) canvas. A total number (Nvis) of visibility

rays are emitted from the sound source to the receiver in

order to determine the visibility between the sound source

and the receiver (i.e., the visibility between the sound

source and the receiver is determined by calculating the

number of rays that that are not occluded and can therefore

reach the listener) using the GPU. Basically, a three-

dimensional area between the sound source and the listener

is sampled using ray-casting. This area represents a view

frustum with the apex located at the sound source and the

far viewing plane centered on the listener’s position. The

number of visibility rays emitted depends on the resolution

of the occlusion map. More specifically, one ray is emitted

for each pixel in the occlusion map. The size of the

occlusion map is currently set to 128 9 64 (Nvis = 8,192

rays) and although the size can be adjusted, increasing the

size of the occlusion map does not improve the result

noticeably but it does increase the computational require-

ments. That being said, a very low-resolution occlusion

map (e.g., 32 9 16) does not closely represent the shape of

the occluding objects. The occlusion map is recomputed

every time a sound source, listener, or object in the envi-

ronment moves.

Since the scene is being rendered from the sound sour-

ce’s position, the sound source will be ‘‘in front of’’ any

surface being rendered. The dot product os of the surface’s

normal sn and a ‘‘test vector’’ vt (a normalized vector

starting at the listener and facing the point on the surface

currently being rendered) is calculated to determine the

amount of occlusion

os ¼ vt � sn ð1Þ

when os B 0, the listener is in front of the surface being

rendered and the surface does not occlude any sound, and

therefore, os is assigned a value of 0 (i.e., os = 0). If the

surface’s normal sn is facing away from the sound source,

then the surface is not rendered due to back face culling.

When os [ 0, rather than assuming the surface occludes

100% of the sound, the occlusion weighting (wocclusion) is

assigned the value returned by the dot-product operation

([0 … 1]). The scene is rendered using a perspective pro-

jection relative to the sound source. To calculate the

occlusion/diffraction between one sound source and one

listener, the camera is placed at the location of the sound

source and pointed toward the listener. The distance of the

far clipping plain is set to match the listener’s distance

from the sound source so that the listener is located in the

center of the flat bottom of the view frustum (the frustum

has a flat bottom but the shader discards fragments beyond

a certain distance thus rounding the bottom). Thus, the

listener, which is not rendered, is in the exact center of the

rendered scene. An occlusion value is calculated for each
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pixel in the render by the shader based on the occluding

geometry.

Rendering the scene using a perspective projection causes

the sudden and complete occlusion of the sound when the

‘‘camera’’ (representing the sound source) is close to an

occluding object. Rendering the scene orthographically will

correct this problem but will subsequently introduce new

problems. More specifically, rendering a large enough view

orthographically will cause the near clipping plane to

intersect solid objects but, since the back facing surfaces are

not typically drawn, objects that should occlude would be

depicted as empty space. To account for this ‘‘camera

blocking’’ problem, when the distance between the sound

source and the surface/object (ds) is less than a pre-defined

amount d, the sound is further scaled as follows

os ¼ os �min ds=d; 1:0ð Þ: ð2Þ

when ds \ d, the sound level is reduced in a distance-

dependent manner such that the closer the object/surface is

to the sound source, the lesser the reduction. If ds = 0

(i.e., the object is touching the sound source), the sound is

allowed to ‘‘pass through’’ without being reduced. Allow-

ing sound to pass through objects that are close to the

camera in this manner is only an approximation and not

necessarily based on real-world acoustics. However, it can

be computed quickly and it prevents small objects very

close to the camera from completely blocking sound, which

would be unrealistic and noticeable.

Once os is computed, it is subtracted from the current

occlusion map pixel value (i.e., subtracted from the scene

using OpenGL blending). The order that objects are sub-

tracted does not matter. Beginning with a scene that is

completely open (i.e., a ‘‘white’’ occlusion map), layer

after layer of occluding objects are added by subtracting

the occlusion weighting (wocclusion) of the object, on a

pixel-by-pixel basis, from the corresponding pixel value in

the occlusion map, simulating the fact that overlapping

occluding objects have a cumulative effect on occlusion. A

perfect occluder is represented in the occlusion map as

solid black while partial occluders are represented partially

transparent. When multiple partial occluders are placed one

in front of the other, they collectively cause the occlusion

map to become darker. The occlusion data are then placed

in the green channel, one byte per pixel (the red and blue

channels are currently not used). An example illustrating

the construction of the occlusion map in a ‘‘step-by-step’’

basis is illustrated in Fig. 1 (for illustration purposes,

occlusion is represented in shades of blue).

3.2 Receiver scaling

The output of the acoustical ray casting stage is the gray-

scale occlusion map. The occlusion map provides, from the

sound source’s perspective, a quick approximation to the

amount of sound that will reach the listener. The occlusion

map is then scaled using a 2D scaling filter. The size of the

scaling filter is identical to the size of the occlusion map

(i.e., 128 9 64 pixels), and the scaling is performed by

overlaying the scaling filter on top of the occlusion map

(since the scene is rendered from the sound source to the

listener, the listener is always positioned exactly in the

center of the render, and likewise is always positioned in

the center of the scaling filter) and multiplying each pixel

of the occlusion map by its corresponding scaling filter

value

Oscaledði; jÞ ¼ Omapði; jÞ � f ði; jÞ
� �

; ð3Þ

where Oscaled(i, j) is the value of the scaled pixel at location

i, j, Omap(i, j) is the occlusion weighting factor (wocclusion)

of the pixel in the occlusion map pixel at location i, j, and

f(i, j) is the scaling filter coefficient value at location i,

j. After the occlusion map has been filtered, the values of

all the pixels in the map are summed and this sum is then

scaled by the sum of all filter coefficients, yielding a single

floating point value ranging between 0 and 1 and denoted

by smap

smap ¼
P

i;j Omapði; jÞP
i;j f ði; jÞ : ð4Þ

As Hillesland and Lastra (2004) describe, although

GPUs have floating point representations similar to and at

times matching the IEEE standard, GPUs do not adhere to

the IEEE standards (IEEE 1987) and do not provide the

necessary information to establish a bound on floating

point operation errors. Therefore, given that the scaling

filters contain ‘‘very small’’ floating point values, to avoid

potential floating point errors, the filtering operation is

performed using the CPU. Since the scaling filters remain

constant, they are calculated once during the ‘‘initialization

period’’ and re-used as needed; the filtering operation

requires minimal computational resources. Scaling filter

coefficient values range from one (center of the scaling

filter) to zero (each of the four corners). Each ‘‘pixel’’

within Oscaled represents the sound level for a

corresponding location in three-dimensional space. The

scaling filter is used to approximate the dependency of

frequency and obstacle size on diffraction. This filtering

operation is specific to one sound source and one receiver

pair and must be repeated for each sound source/receiver

combination.

Currently, frequency-dependent effects of diffraction are

approximated using two scaling filters only; one for high

frequencies (C4 kHz) and another for low frequencies

(\4 kHz) (see Appendix A.3 for the source code used to

build both the low- and high-frequency scaling filters).
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A graphical illustration of low- and high-frequency scaling

filters is illustrated in Fig. 2a and b, respectively. The low-

frequency scaling filter contains a wider lobe ensuring that

a wider area of sound reaches the listener (i.e., a greater

number of non-zero scaling filter coefficients). In contrast,

the high-frequency scaling filter has a narrower lobe thus

blocking a greater amount of the overall sound given that a

large number of the scaling filter coefficients are zero.

Currently, the parameters specifying the lobe width of the

scaling filters have been determined through ‘‘trial and

error’’ and through informal listening tests.

Once the scaling has been performed, the sound level for

a particular location in the three-dimensional space can be

scaled to account for distance-dependent attenuation

affects by the medium (air). Assuming planar sound waves,

the attenuation of sound energy due to absorption by the air

follows an exponential law (Kuttrff 2000)

Er ¼ Eoe�mr; ð5Þ

where Eo is the original sound energy, Er is the energy after

the sound has traveled a distance r, and m is the air

absorption coefficient that varies as a function of the con-

ditions of the air itself (e.g., temperature, frequency,

humidity, and atmospheric pressure). Expressions for the

evaluation of m are provided by Bass et al. (1990). Alter-

natively (and as done in this work), rather than explicitly

attenuating the sound to account for attenuation effects by

the medium, the values from the occlusion map can be

passed to the audio engine (e.g., FMod as used in this work,

OpenAL, etc.) where further processing can be performed

including distance-dependent attenuation.

4 Results: comparisons to real-world acoustical

properties

Several simulations were performed with various sound

source, receiver, and environmental configurations to

demonstrate that the proposed acoustical occlusion mode-

ling method conforms to real-world acoustical occlusion/

diffraction models. Although desirable, validation involv-

ing human user tests is beyond the scope of this work.

Validation that involves comparisons between measure-

ments made in an actual (controlled) room and the results

of the same measurements made in a simulation of the

room are also not included. Such tests require the use of a

controlled room (environment), where various parameters

(e.g., surface reflection and absorption coefficients) can be

Fig. 1 Sample occlusion map construction. a Original scene consist-

ing of a sound source, a listener, and multiple partial occluders. b The

scene is rendered from the sound source to the listener. Beginning

with (i), objects are added to the render until the complete scene with

all of the objects is rendered in (iv). When multiple partial occluders

are placed one in front of the other, they collectively cause the

occlusion map to darken

Fig. 2 2D sinusoidal scaling

filters used to filter (scale) the

occlusion map. a Low-

frequency (wide) lobe filter and

b high-frequency (narrow) lobe

filter

Virtual Reality (2010) 14:183–196 189

123



carefully controlled in order to allow meaningful compar-

isons to be made. Given the lack of such available data for

a simple room whose parameters can be easily controlled,

constructing such an environment is also beyond the scope

of this work.

All the simulations described in this section were per-

formed using a Dell XPS 720 workstation with an Intel

Quad Core 2.4 GHz processor, 4 Gb RAM, Sound Blaster

X-Fi sound card, and an NVIDIA GeForce GTX 280 video

card (over-clocked, 1 GB-GDDR3 SDRAM) that supports

double precision floating point numbers. The size of the

occlusion map was 128 9 64 and in the ray-casting stage, a

single ray was cast for each pixel of the occlusion map.

4.1 Graphical Illustrations

In this section, the results of modeling the occlusion effects

of an environment (room) consisting of a sound source,

receiver, and occluder configuration are presented graphi-

cally. As shown in Fig. 3, the dimensions of the room were

10 m 9 8 m 9 10 m. A low-frequency (500 Hz with

k = 0.685 m) sound source was used (although only low

and high frequencies are considered by the method, a

500 Hz source was used to ensure comparisons could be

made with the sonel mapping approach as described later).

The sound source was positioned at location (0.685, 4.0, 4.83)

and remained stationary while the position of the receiver

was varied across the x–y plane (i.e., z-axis remained

constant at z = 4) in equal increments equal to k/2 or

0.685 m (the x coordinate ranged from 1.37 to 8.926 m,

while the y coordinate ranged from 0.345 m to 8.97 m).

The dimensions of the occluder were 3.0 9 5.0 m and the

occluder was positioned such that it formed a plane in

the x–z axis. The coordinates of the vertices comprising the

occluder were (3.45, 0.0, 3.45), (3.45, 5.0, 3.45), (3.45, 0.0,

6.45) and (3.45, 0, 6.45).

The results of this simulation are shown in Fig. 4a. Sound

level (power) is coded in shades of gray where white denotes

full sound level (90 dB), black complete silence (0 dB), and

shades of gray between represent levels in-between. In this

example, for the purposes of illustration, attenuation effects

of both the air and distance traveled were completely

ignored. As shown in Fig. 4a, although the direct path

between the sound source and the listener is completely

blocked, sound is still able to reach the listener due to dif-

fraction. As a comparison, using the same room, sound

source, and receiver configuration, the occlusion effects were

modeled using the sonel mapping method that accounts for

occlusion/diffraction effects using a modified version of the

Huygens-Fresnel principle (Kapralos et al. 2008a) (see

Fig. 4b). A comparison between the results obtained with

both approaches illustrates that both methods allow sound to

be diffracted so that sound does reach the area behind the

occluder although the shadow region is far more pronounced

for the sonel mapping method. In contrast, the shadow region

for the occlusion modeling method presented here is

smoother but extends for a larger region beyond the occluder.

4.2 Graphical comparison to the ‘‘base-case’’

In this section, the effectiveness of the occlusion mapping

method is presented visually by comparing it to the ‘‘base-

case’’ ray-casting method, whereby a single ‘‘visibility

ray’’ from the sound source to the listener (or from the

listener to the sound source) is cast to test for occlusion. If

the ray is unobstructed, the sound is played normally.

However, if the visibility ray encounters an object, it is

assumed that the sound is completely blocked and there-

fore, the corresponding sound is not played (i.e., silence).

In other words, occlusion is treated as a binary state: the

sound is either ON or OFF. Although such an approach is

simple, it is problematic for a number of reasons including

the fact that switching sounds between these two states is

noticeable and unrealistic (e.g., consider a listener standing

in front of an open doorway; sound emanating from inside

the room may be completely unoccluded but if the listener

were to take one step to the side, the sound may instantly

switch to the occluded state).

Fig. 3 Room set-up for the

individual component graphical

demonstrations (not to scale).

The height (z-coordinate) of the

sound source and the receiver

positions was constant at z = 4.

Receiver positions varied across

the x–y plane in equal

increments of k/2 or 0.685 m

(the x coordinate ranged from

1.37 to 8.926 m while the

y coordinate ranged from 0.345

to 8.97 m)
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The scene illustrated in Fig. 5 consisted of four objects

(two cubes, a sphere, and a cylinder), and a sound source

positioned in the center was rendered using both the base-case

approach and the proposed occlusion modeling method. The

dimensions of each of the two (red and blue) cubes were

10 m 9 10 m 9 10 m, the (green) cylinder was 10 m high

with a 10 m diameter, while the (yellow) sphere had a

diameter of 10 m. The center of each of these objects was

placed 25 m from the sound source. All objects rested on a

plane measuring 100 m 9 100 m and the sound source was

positioned 4 m above this plane. The volume was sampled at

a constant height of 4 m across the entire plane. A low-fre-

quency sound source was used (250 Hz with k = 1.37 m).

For each scenario and method tested, once the occlusion

map was constructed, stage two (receiver scaling) was per-

formed for every position in the scene, leading to the

graphical output illustrated in Fig. 6a (‘‘base-case

approach’’) and Fig. 6b (‘‘proposed method’’). As with the

simulation described in the previous section, sound level

(power) is coded in shades of gray where white denotes full

sound level, black complete silence, and shades of gray

represent levels in-between. In this example, the far clipping

plane was set equal to the distance of the listener thus objects

behind the listener were not considered. Attenuation effects

introduced by both the air and distance traveled were com-

pletely ignored for purposes of illustration (so that occlusion

effects are not confused with attenuation resulting from

sound propagating through the air and with distance). As

shown in Fig. 6a, with ray-casting of the base-case method,

diffraction effects were not accounted for and thus, if the

direct line-of-sight between the sound source and receiver is

occluded, the receiver will be in complete silence despite the

fact that in our natural environment, sound will reach the

receiver via diffraction. In contrast, as shown in Fig. 6b,

although the sound level was reduced, the sound still reached

the shadow regions despite the occlusion of the direct line-

of-sight between the sound source and the receiver, better

representing real-world sound propagation.

To illustrate the conformance of the method to real-world

sound propagation models, this simulation was repeated

twice. In the first case, all parameters remained the same

except for the dimensions of the four obstacles which were

doubled. The updated object dimensions were changed as

follows: the dimensions of the two (red and blue) cubes were

20 m 9 20 m 9 20 m, the (green) cylinder was 20 m high

with a 20 m diameter, while the (yellow) sphere had a

diameter of 20 m. The center position of each of these

objects remained the same at 25 m from the sound source.

Given the increase in obstacle size (while sound source

frequency remained the same i.e., 250 Hz), less sound

should be diffracted. In the second case, all parameters

remained the same as the original simulation (the

Fig. 4 A comparison of the proposed occlusion modeling method

and the sonel mapping method that accounts for occlusion/diffraction

effects using a modified version of the Huygens-Fresnel principle

(Kapralos et al. 2008a). The room configuration illustrated in Fig. 3

was simulated using both methods. Results using the proposed GPU-

based occlusion modeling method are shown in (a), and results using

the sonel mapping method are shown in (b). For both simulations,

sound level (power) is coded in shades of gray where white denotes

full sound level, black complete silence, and shades of gray between

represent levels in-between

Fig. 5 A simple scene consisting of four objects (two cubes, a

sphere, and a cylinder) and a sound source
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dimensions of each of the two (red and blue) cubes were

10 m 9 10 m 9 10 m, the (green) cylinder was 10 m high

with a 10 m diameter, while the (yellow) sphere had a

diameter of 10 m) except that a high-frequency (4 kHz)

sound source was used. Given the inverse relationship

between diffraction and frequency, increasing the frequency

of the sound source should lead to a decrease in diffraction.

The results of this test are illustrated in Fig. 7. As shown

in Fig. 7a, when the size of the obstacles was increased, it

is clear that less sound was diffracted into the shadow

region (the shadow region is darker that the corresponding

shadow region illustrated in Fig. 6b where the dimensions

of the four objects were halved). Similarly, by increasing

the frequency of the sound source, as shown in Fig. 7b

diffraction was decreased allowing less sound to reach the

shadow region (the shadow region is darker that the cor-

responding shadow region illustrated in Fig. 6b where a

low-frequency (250 Hz) sound was used).

4.3 Running time requirements

As a measure of running time requirements, the scene

consisting of the four objects illustrated in Fig. 5 was

rendered a total of 20,000 times (rendered 4,000 times at

five different listener positions). The average running time

(averaged over the 20,000 renders) to render the scene was

0.39 ms. The difference between the running time of each

of the 20,000 renderings was insignificant and a plot of

rendering vs. running time essentially yields a straight line.

Each rendering basically represents the time required to

calculate occlusion/diffraction for one sound source and

one listener. Running time included the time required for

both the acoustical ray-casting and receiver scaling stages.

The scene itself was rendered as a ‘‘single model’’. In other

words, no scene graph was used. As an aside, to produce

the resulting plots of the simulation outlined in the previous

section (the four objects and sound source), the rendering

has to be repeated for every position/pixel (i.e., every pixel

represents a listener).

4.4 Interactive demo

An interactive first-person style demo that demonstrates the

operation of the proposed method and provides a comparison

between the proposed method and the occlusion modeling

capabilities of the FMod audio API is available online via the

following website: http://faculty.uoit.ca/kapralos/Occlusion

Modeling. The demo consists of a simple environment with

Fig. 6 Acoustical occlusion

modeling. a Base-case

acoustical occlusion

approximation. Computing

occlusion effects by rendering

from the sound source’s

perspective using ray casting

(single ray) while completely

ignoring all reflection

phenomena. b Proposed method

Fig. 7 Acoustical occlusion

with the proposed method.

a Increasing (doubling) the size

of the obstacles and b increasing

(doubling) the frequency
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two rooms joined by an open doorway (see Fig. 1a). Each

room contains occluding obstacles such as boxes and pillars.

A sound source plays (continuously) a looping snippet of

music. Using the standard arrow keys, the ‘‘player’’ is free to

move about the environment, sampling the effect that

obstacles have on the sound they hear. Press ‘‘1’’ to use the

proposed occlusion modeling method (the demo begins in

this state), press ‘‘2’’ to use FMod’s occlusion modeling

method. Moving the mouse rotates the camera (standard FPS

controls), and pressing ‘‘Esc’’ exits the demo.

5 Conclusions

In this paper, we have presented a GPU-based occlusion

modeling method capable of approximating plausible

acoustical occlusion/diffraction effects in real time for use

in interactive and dynamic videogames and virtual envi-

ronments. The method is implemented using the OpenGL

shading language thus allowing it to be employed on

commonly available programmable GPU video cards.

Given the importance of diffraction with respect to sound

propagation in our natural environment and the widespread

availability of computer graphics cards with onboard pro-

grammable GPUs, occlusion/diffraction effects can now be

easily and efficiently accounted for in videogames and

virtual environments. Despite being an approximation to

acoustical occlusion/diffraction, the results of several

simulations indicate that diffraction behavior is evident and

more specifically, diffraction effects increase as obstacle

size decreases and/or frequency decreases.

Hearing is a perceptual phenomenon, and therefore,

future work will investigate the effectiveness of the method

presented here with human participants in the form of lis-

tener tests. The results of such tests will provide greater

indications regarding the effectiveness of the method in

addition to providing further insight which may lead to

corresponding changes and improvements.
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Appendix A

In this section, the GLSL vertex and fragment shader

source code in addition to the source code to implement the

scaling filters is provided (the scaling filters are generated

using the CPU once during initialization; the scaling fil-

tering is performed on the CPU).

A.1 Vertex shader
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A.2 Fragment shader
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A.3 Receiver scaling filters
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