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Abstract The purpose of this paper is, first, to sum-

marize a theoretical perspective toward the develop-

ment of a virtual reality innovation in education. Next,

we will describe a virtual character project that is

impacting the training of medical students in two insti-

tutions. In doing so, we will present a summary of three

studies completed over the last 2 years, highlighting

specific results from the research. Finally, we conclude

with a discussion of the impact of these findings on the

development and implementation of virtual reality

systems for teaching and learning. It is our hope that

through providing this study of a virtual reality sce-

nario—experienced by over 100 end-users—from an

educational concepts perspective will help others aim-

ing to apply virtual reality to education.

1 A theoretical perspective on VR and virtual
character development

Although research suggests various, promising findings

for technology innovations like virtual reality for

teaching and learning, all good innovations must start

with good pedagogy (Ferdig 2005). From a social

constructivist perspective, this means:

• Virtual reality Innovations must be imbued with

authentic, interesting, and challenging academic

content (at the high end of the students’ Zone of

Proximal Development).

• Participants must have a sense of ownership.

• There must be opportunities for active participation

and social interaction.

• VR must provide chances for the creation of

artifacts in a variety of ways.

• Publication, reflection, and feedback play a key role

throughout the virtual reality tool.

1.1 Authentic, interesting, and challenging content

Authentic content refers to content that is meaningful

and anchored in a real-world problem (Newman et al.

1995). Albanese states that this type of learning is an

instructional methodology characterized by the use of

problems as a context for students to learn problem-

solving skills and acquire knowledge about the topic

they are studying (Albanese and Mitchell 1993). It is

important to have authentic, real-world problems be-

cause they are interesting and meaningful to the stu-

dents and thus engaging. Interesting problems, in turn,

create significant missions for the students to fulfill;

learning occurs in the context of carrying out that

mission (Kolodner 1997).

Along with being authentic and interesting, content

that is supported by technology must be challenging to

the students. A main tenet of Vygotsky’s theory is

the importance of aiming instruction at the upper
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boundaries of a student’s ‘‘Zone of Proximal Devel-

opment’’ or ‘‘ZPD’’ (Brown and Ferrara 1985). The

ZPD is defined as: the distance between the actual

developmental level as determined by independent

problem solving and the level of potential develop-

ment as determined through problem solving under

adult guidance or in collaboration with more capable

peers (Vygotsky 1978, p. 86).

In other words, if instruction is too easy for the user,

they will lose interest; if it is too hard, they will become

frustrated. The goal is to use content that is at the high

end of their ZPD, where learning takes place with

adult guidance or collaboration with more knowl-

edgeable or more capable others. The student still acts

as the agent in the learning activities, but knowledge

emerges from the social interactions between the stu-

dent and the more knowledgeable other (Scardamalia

and Bereiter 1991). These other participants scaffold

the learning such that the individual constructs

knowledge at a level unreachable by him or herself

alone.

1.2 A sense of ownership

The active construction of knowledge means that the

student learns to take on a self-regulating role in the

learning process. This active construction has become

the forefront of many education mission statements,

specifically stating: ‘‘the self-regulated learner must

have a healthy self-concept with a strong understand-

ing that they, alone, are in control of their learning,

mastery of tasks, and attainment of goals’’ (Sandford

and Richardson 1997). The emphasis is on student

control of their learning, where opportunities for that

ownership are available in the design as well as the

solution of the project or problem. Technologies like

virtual reality can offer ways for students to establish

that personal intellectual ownership of new concepts

while they visualize and interact with abstract ideas

(O’Shea 1999).

1.3 Active participation and social interaction

Closely tied to the idea of the Zone of Proximal

Development is the notion that VR must provide

opportunities for active participation, collaboration

and social interaction. Active participation has seem-

ingly become a catch phrase in any learning theory that

opposes itself to ‘‘traditional didactic approaches to

education, which seem to be based on an assumption of

direct transfer of knowledge from teacher to student,

without an intervening constructive process’’ (Scarda-

malia and Bereiter 1991, p. 38). In other words,

knowledge is not transmitted from the expert to a

passive learner; rather, learning is an enculturation

process where knowledge is actively constructed within

the student’s ZPD with the help of more capable oth-

ers (Brown et al. 1989; Rogoff 1994).

Regardless of who the more capable other is, tech-

nology can support the active construction of knowledge

and eventually the taking over of the self-regulating role

in the social learning relationship. Innovations that

espouse active learning, collaboration, and social inter-

action also offer opportunities for new types of rela-

tionships between teachers and students—least of which

is the proverbial move from ‘‘sage on the stage’’ to the

‘‘guide on the side’’ (Batson 1993). Finally, innovations

become promising tools insomuch as they provide space

for the creation of learning communities (Lave and

Wenger 1991). Those communities, places where

students can try out ideas and challenge the ideas of

others, are both supported through and emergent from

interactions with technology such as computers (Krajcik

et al. 1994).

1.4 The creation of artifacts

Michael Cole (1996) states: ‘‘an artifact is an aspect of

the material world that has been modified over the

history of its incorporation into goal-directed human

action’’ (p. 117). In social constructivist thought, these

artifacts are integral and inseparable components of

human functioning (Engestrom 1991). The creation of

those artifacts allows students to learn concepts, apply

information, and represent knowledge in a variety of

ways (Blumenfeld et al. 1994). Those artifacts, in turn,

represent students’ understanding of the problem,

resulting solutions, and emergent states of knowledge

(Krajcik et al. 1994). Virtual Reality environments

must provide opportunities for students not just to

passively experience, but also to create artifacts of that

experience in the process of learning.

1.5 Publication, reflection, and feedback

A final critical component is the opportunity for users

of VR innovations to publish, reflect, and receive

feedback on their efforts. This is essential to a social

constructivist model of learning because of what Rom

Harré (Harré 1984; Harré et al. 1985) has called the

‘‘Vygotsky Space.’’ His representation helps clarify

how learners ‘‘move from using new meanings or

strategies publicly and in interaction with others to

individually appropriating and transforming these

concepts and strategies into newly invented ways of

thinking’’ (Gavelek and Raphael 1996). The Vygotsky
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Space defines and describes four recursive processes

within the individual–social and public–private

dimensions: appropriation, transformation, publica-

tion, and conventionalization.

Publication is the process in which student knowl-

edge, understanding and strategies are made public so

that others can respond. Artifact creation and the

opportunity for publication are important ingredients in

good innovations for three reasons. First, through pub-

lications, teachers and researchers ‘‘can infer the pro-

cess by which students transform meanings and

strategies appropriated within the social domain, mak-

ing those strategies their own’’ (Gavelek and Raphael

1996, p. 188). Second, publishing makes material

accessible to subsequent reflection and analysis, allow-

ing students to revisit and revise their artifacts, thus

enriching the learning experience (Krajcik et al. 1994).

A third reason publication is important refers back

to the need for a good innovation to consist of chal-

lenging, academic content at the high end of the Zone

of Proximal Development. Assistance from a more

capable or more knowledgeable other in the ZPD is

referred to as scaffolding (Wood et al. 1976). ‘‘Scaf-

folding characterizes the social interaction that occurs

among students and teachers that precedes internali-

zation of the knowledge, skills, and dispositions useful

for all learners’’ (Roehler and Cantlon 1996). Publi-

cation offers the opportunity for feedback; feedback, in

turn, scaffolds a learner in their quests for knowledge

construction, knowledge integration (Linn 1991),

higher-order thinking, and self-regulatory behavior.

2 Current efforts in virtual reality and virtual

characters

Good pedagogy guides good virtual reality develop-

ment. There are several examples where researchers

have used pedagogical principals and developed

training, teaching, and learning environments. Thóris-

son (1997) presented an interactive guide named

Gandalf that takes users on tours of the solar system.

USC’s Institute for Creative Technologies has created

virtual experiences to train military personnel in

interpersonal leadership (Hill et al. 2003). The Just VR

system (Manganas et al. 2004) allows a medical trainee

to interact with a virtual assistant to assess and treat a

virtual victim. The Human Modeling and Simulation

Group at the University of Pennsylvania uses virtual

humans for task analysis and assembly validation

(Badler et al. 2002). Pertaub et al. (2001) observed

participants with a fear of public speaking, speaking to

an audience of virtual characters. They responded

similarly to when they spoke to an audience of real

people; further, they found that experiencing a virtual

social situation may reduce anxiety in reality. Garau

et al. (2001) showed that realistic, task-appropriate

avatar eye-gaze behavior led to improved communi-

cation between the people represented by the avatars.

Bailenson et al. (2001, 2004) have shown that people

manage their personal space when interacting with

virtual humans similarly to when they interact with real

humans. They found that people displayed a tendency

to put more space between them and an embodied

tutor than they did with strangers (2004) and partici-

pants maintained more distance from embodied agents

than inanimate virtual objects (2001). Female partici-

pants maintained more distance from embodied agents

that maintained eye contact than with agents that did

not.

Advances in rendering, audio, and animation allow

virtual humans to be presented with increasing levels

of fidelity. Improvements in tracking, gesture recogni-

tion, and voice recognition also enable natural means

of interaction. This combination of high-fidelity output

and natural input has led to research into the use of

virtual humans as partners in interpersonal scenarios.

The concept of interpersonal, virtual humans raises an

important question: How is experiencing an interper-

sonal scenario with a virtual character similar to—and

different from—experiencing one with a real person?

Clearly there must be differences, as no one would be

‘‘fooled’’ by a virtual character into thinking they were

interacting with a real person. But, in which ways can

they be similar? What are the key differences?

We have found little work that directly compares

real and simulated interpersonal scenarios. However,

researchers have compared other virtual environments

to their real counterparts. In the psychology domain,

Emmelkamp et al. (2002) compared the reactions of

acrophobes in similar virtual and real environments.

Using standardized measures of acrophobia, the au-

thors found that exposure therapy in the virtual envi-

ronment was as effective as therapy in the real

environment. Rothbaum et al. (2000) compared virtual

and real exposure therapy for those with fear of flying.

Results show experiencing a virtual airplane is just as

effective as experiencing a real plane in reducing fear

of flying. Both types of therapy are significantly better

than no therapy at all. Others have looked at human

perception of real and virtual stimuli. To explore the

use of VR for lighting and color planning in buildings,

Billger (2001) examined the perception of color in

virtual and real environments. Wuillemin et al. (2005)

looked at differences in the perception of virtual and

real spheres presented visually and with haptics. They
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found that virtual spheres presented visually are per-

ceived as larger than real spheres of the same size.

Slater et al. (2000) looked at the social behavior of

small groups in real and virtual environments. Im-

mersed participants (those experiencing the virtual

world in a head-mounted display) were viewed as

leaders by their peers (seated at monitors) in the vir-

tual scenario but not in the real environment. Fur-

thermore, group accord was higher in the real

environment.

3 The development of DIANA and VIC

Through an interdisciplinary collaboration, we have

created an interactive virtual clinical scenario of a vir-

tual patient (VP) with acute abdominal pain. Abdomi-

nal pain is one of the most common ailments

encountered by doctors. It is also a basic scenario in

patient-doctor interaction and communication skills

education. The doctor begins diagnosis by asking the

patient a series of questions about the pain (history of

present illness). At this stage, the doctor is trying to

ascertain more information, such as the pain’s location

and character, symptoms exhibited, family history,

current medication, and aggravation if certain motions

are performed. Sample questions include ‘‘What

brought you into the clinic today?’’, ‘‘How long have

you had the pain?’’, and ‘‘On a scale from 1 to 10, please

rate the pain.’’ The patient’s responses will guide the

doctor down different routes of questioning. The doctor

evaluates the patient’s response, gestures, and physical

and auditory cues, such as winces of pain, weight, pos-

ture, difficulty in making instructed motions, or pointing

to specific areas. Based on asking the appropriate

questions and evaluating the answers, treatment options

can vary from immediate surgery to observation.

In the virtual scenario, a life-sized VP is projected

on the wall of an exam room in a medical center. Be-

fore the virtual encounter, the student reviews patient

information and receives directions include taking a

history and developing a differential diagnosis. The

virtual system includes two networked personal com-

puters (PC’s), one data projector, two cameras to track

the users head and hand movement and a microphone.

A commercially available speech recognition engine

(Dragon Naturally Speaking Professional 8) was used

to process the audio into phrases. The technology used

in the study is readily available ‘‘off the shelf’’, and the

entire prototype system cost less than $7,000 (Fig. 1).

DIgital ANimated Avatar (DIANA), a female vir-

tual character, plays the role of the patient with

appendicitis, while virtual interactive character (VIC),

a male virtual character, plays the role of an observing

expert (Fig. 2). DIANA and VIC’s scripts, which in-

cluded gestures and audio responses, were created in

consultation with several teaching medical faculty, with

substantial standardized patient experience.

The student used speech and gestures to interact

with DIANA and VIC. The system received audio and

video input from the microphone and cameras. The

audio was processed into phrases by the speech rec-

ognition engine. To improve accuracy, each participant

created a voice profile. During the experience, the

system displayed the recognized phrase on screen,

allowing the student to identify if the system misrec-

ognized a phrase. The history of present illness portion

Fig. 1 The system consists of a data projector, two PCs, a
wireless microphone, and two video cameras. All the compo-
nents are commodity-off-the-shelf and the total system cost is
$7000

Fig. 2 DIANA, a female patient (left) complains of abdominal
pain. VIC, the instructor (right) coordinates the diagnosis
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of the exam consists of a set of questions, which the

students are taught to ask. The script contained the

most likely forms of each question, and several ques-

tions could map to the same response. For example,

‘‘Are you nauseous?’’ and ‘‘Have you been vomiting?’’

both result in DIANA telling the student that she has

felt sick to her stomach. A simple procedures estab-

lished a cost to match the recognized phrase to each a

question database, and then chose the lowest cost

(below a threshold) as the understood question.

The system tracked the 3D trajectory of the students’

hand with a marker-based tracking algorithm. Two

gestures were recognized, handshaking and pointing.

Handshaking was signaled if the student held their hand

in front of their body for more than two seconds.

Pointing was detected by finding the intersection of a ray

(from the tracked head to the hand) and objects in the

scene. A ‘‘laser pointer’’ red dot appeared where the

system determined the student was pointing.

While these were simple speech and gesture recog-

nition techniques, they appeared adequate for the

scenario.

Tracking the student’s head position enabled DIA-

NA and VIC’s eyes to focus on the student. Correct

perspective warping (Raskar 2000) of the rendered

image emphasized the characters’ gaze directions, and

maintained the illusion of the virtual examination

room as an extension of the real room.

The system uses a simple state-based machine that

transitioned between actions depending on input from

the perception stage. Transition rules were based on

accepted medical doctrine for the scenario. Actions

included the virtual character speaking statements,

changes in emotion, or animation. Our medical col-

laborators verified that acute abdominal pain diagnosis

training lent itself well to this architecture.

DIgital ANimated Avatar and VIC are displayed at

life-size using data projectors. This research proposes

that seeing a human face and form at the appropriate

size (as opposed to on a monitor) increases immersion

and triggers psychological responses. The system used

Haptek Inc.’s character animation library, which can

generate highquality, dynamic facial expressions and

gestures. Secondary devices provided the student with

information and more realistically simulated the

encounter. The student used a TabletPC as a notepad

and to receive scenario information (a mock ‘‘patient

file’’ is shown on the TabletPC at the beginning of the

interaction. Afterwards, it is used as a notetaking de-

vice).

Virtual interactive character’s role in the experience

is to welcome the student and instruct them on how to

interface with the system (about a two minute tutorial).

VIC then leaves the exam room, and the student pro-

ceeds to interview DIANA in a 10 min conversation.

We next present a summary of three studies that

have been published and will analyze the studies and

results from an education concepts perspective.

4 Study #1: Using virtual patients to teach
communication skills (Stevens et al. 2005)

An initial pilot study was conducted at the University

of Florida with twenty participants. The purpose of the

pilot study was to determine whether the virtual pa-

tient would be considered ‘‘real’’ enough to use in later

comparison studies with human, standardized patients.

A prototype scenario of a patient with acute abdominal

pain was directed at the second-year medical student

level, recognizing that history-taking and communica-

tion skills are critical in the evaluation of a patient with

abdominal pain.

After the exam, participants assessed the standard-

ized patient by filling out the Maastricht Assessment of

the Simulated Patient (MaSP; Wind et al. 2004). The

MaSP is a validated questionnaire that asks the medi-

cal student to rate the ‘‘authenticity’’ of a standardize

patient’s portrayal of a condition. ‘‘The virtual patient

stimulated me to ask questions’’ is an example MaSP

question. Medical students who experienced DIANA

also completed the MaSP questionnaire.

4.1 Results

4.1.1 Student evaluation

Students were surveyed using the MaSP following

the exam to explore their evaluations about the

tool and the technology behind the tool. The first part

of the survey was on a 5-point Likert-type scale

(1 = strongly disagree, 5 = strongly agree). On aver-

age, students believed that the tool appeared authentic

(l = 3.95) and stimulated them to ask questions

(l = 3.75). More importantly, they agreed that they

would use the virtual scenario to practice their clini-

cal skills (l = 4.25). The second part of the survey as-

sessed the students’ beliefs about the technology; it was

on a 7-point Likert-type scale (1 = least important,

7 = most important). Students reported a moderate

level of sense of presence in the virtual exam room

(l = 5.12) and for suggesting that the VP gestures were

lifelike (l = 5.67). However, they found the most value

in the fact that Diana was life-sized (l = 6.33) and they

wanted it to have a high quality of speech recognition

(l = 6.71).
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4.2 Study summary

In general, students were enthusiastic about the virtual

interaction and its value as a teaching tool. In addition,

their overall evaluation of the virtual scenario in-

creased with subsequent versions as learner-centered

suggestions for improvement were incorporated. Most

students felt the virtual interaction would aid in prep-

aration for interaction with standardized and real pa-

tients. This study provided support for the notion that

students were willing to interact with virtual patients

and believed that they had a place in learning how to

practice medicine.

4.3 Implications for a psychological

and pedagogical VR framework

Nass and Reeves’ work (Reeves and Nass 1996), which

concentrates on what they term the ‘‘media equation’’,

offers evidence that humans enter into social contracts

and relationships with technology. They argue that

interactions with new media like television and com-

puters are fundamentally social in nature. Much like

interactions in real life, people expect media to obey a

wide range of social and natural rules. Their research

has provided VR developers with the understanding

that given the right circumstances, humans will buy

into the believability of an environment and act as they

would with another human. However, that does not

mean that any VR environment will work. In this

environment, early speech recognition problems

brought the students out of the relationship and made

them cognizant of the product rather than the process.

Improved recognition, although not perfect, allowed

them to focus on the process of the interaction; as such,

they valued the tool for its ability to help them practice

their communication skills.

5 Study #2: An assessment of synthesized versus

recorded speech (Dickerson et al. 2005)

In addition to testing the overall usability of the virtual

patient system, it was important to evaluate specific

features of the system that might hinder applicability.

For instance, prior to comparing a virtual patient with

a human, standardized counterpart, one glaring dif-

ference is the voice of the human patient vs. the syn-

thesized speech of DIANA. The purpose of this second

study was to evaluate whether the type of speech made

a difference in the use and usability of the system. If

synthesized speech did not hinder the patient experi-

ence, its flexibility would enable a high level of inter-

activity. For example, DIANA could address each

student by name and conversation changes would be

easy to incorporate.

Seventeen medical students from the Medical Col-

lege of Georgia participated in the study. All of the

medical students were in their second or third year of

study and each had several prior experiences with

standardized patients. Participants were divided ran-

domly into two groups with a system running with re-

corded speech (n = 9) or synthesized speech (n = 8).

Three measures were used to evaluate any possible

differences between the two groups. First, a speech

quality questionnaire for telephone dialogue systems

(Möller 2005) was adapted, targeting intelligibility,

naturalness, pleasantness, comprehension, and overall

acceptance of the voice. Sample questions include

rating if ‘‘the voice was understandable’’. Second, the

Maastricht Assessment of the Simulated Patient was

used as in the first study. Finally, experts evaluated the

tapes of the interactions and determined student task

performance by identifying which core pieces of

information, such as symptoms and signs, the student

was able to elicit from DIANA including sections from

chief complaint, history of present illness, and sexual

history.

5.1 Results

5.1.1 Learning objectives

No significant differences were found in the task per-

formance ratings assigned by the experts between

synthesized speech (lSS = 4.37, SD = 1.59) and real

speech (lRS = 5.00, SD = 1.85). The ratings reflect the

number of core questions asked during the interview.

The SS condition presents lower fidelity audio than

with RS, and may impact the effectiveness and

believability of the simulation especially under more

emotive scenarios. Synthesized speech allows the stu-

dent to still meet educational objectives, and students

scored DIANA equally under each condition for

teaching (lRS = 5.6, SD = 1.0, lSS = 5.6, SD = 1.39,

p = 0.46) and training (lRS = 5.1, SD = 1.12,

lSS = 5.1, SD = 1.77, p = 0.49).

5.1.2 Voice

Based on the questionnaire results, there was no re-

ported difference in the intelligibility (lRS = 4.9,

SD = 0.87, lSS = 4.6, SD = 1.05, p = 0.28), naturalness

(lRS = 4.3, SD = 0.65, lSS = 4.2, SD = 1.22,

p = 0.47), and clarity (lRS = 5.1, SD 0.82, lSS = 5.0,

SD = 1.75, p = 0.46) of the voice. Some SS participants
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noted the synthetic speech sounded unnatural at first;

however, they quickly stopped paying attention to the

lack of prosody, and accepted the flow of conversation

that the interface presented them. In the questionnaire,

in reference to whether ‘‘this encounter is similar to

other standardized patient encounters that I have

experienced’’, there was some indication (but not a

significant difference) that recorded speech is more

familiar to students than synthesized (lRS = 2.8,

SD = 0.76, lSS = 2.0, SD = 0.89, p = 0.05).

5.1.3 The role of prosody

The role of prosody (non-verbal cues) is used to identify

grammatical structure, convey attitude and emotion,

and convey personal or social identity (Cohen et al.

2004). However, the relative lack of prosody cues

seemed to minimally impact this relatively simple sce-

nario. The SS participants did not find SS limiting due to

the simplicity of the VP’s responses, the assumption that

every response was a statement, and the simplicity of the

conversation flow. Ambiguity did occur once in the

scenario when the VP spontaneously asks the partici-

pant ‘‘can you help me!?’’ some SS participants were

thrown off and had difficulty registering it as a question.

Speech can show attitude and emotion, personality and

social identity, however much of this information is

visually presented. There may be a synergy of graphics

and audio, and DIANA’s expressive animation might

have filled in what the audio had missing. Prosody ap-

pears more important for speech-only systems.

5.2 Study summary

The results indicate no significant difference in per-

formance between Group SS and Group RS in many of

the task performance measures, such as the asking the

correct questions. Upon closer inspection, there exist

subtle—yet important—differences between virtual

patients and standardized patients, primarily relating

to conversation flow and the significant difference in

level of expressiveness. Part of the lowered expres-

siveness is auditory, and thus SS’s lower level of

emotive expression impacts the overall experience.

Recorded speech appears to be required to explore

higher order communication skills. Our conclusions are

as follows. For lower level learning of communication

skills, there appears to be little difference between RS

and SS. Thus if the goal is to teach the student to recall

which questions to ask, SS provides a compelling dy-

namic approach with minimal loss to attaining educa-

tional objectives. However, if the goal is to teach the

student how to ask the correct questions, (higher level

learning) a high level of expressiveness in the virtual

patient is needed. Essential information of the patient’s

condition could be lost from using synthesized speech.

This in turn necessitates the higher cost—even with the

lower flexibility—of recorded speech.

5.3 Implications for a psychological

and pedagogical VR framework

As with the first study, students were willing to buy into

the believability of the VR tool, akin to the findings

from Reeves and Nass (1996). However, it is important

to understand the true nature of polymodal develop-

ment. Multi-modal development means that there are

multiple media sources present at the same time. Poly-

modal is a term adapted from the biological sciences to

refer to two or more media that appear at the same time

for the purpose of enhancing the other. In other words,

they work together to support the overall goal of the VR

tool. There are circumstances, particularly at the lower

levels of Bloom’s taxonomy, where virtual reality com-

ponents such as speech can carry lower levels of fidelity.

However, at higher levels, stronger fidelity must be at-

tained if available and possible. Where fidelity is not

truly achievable, it may be possible to supplement the

tool with additional cues (i.e. visual) that support the

overall educational goals of the environment.

6 Study #3: Comparing interpersonal scenarios

Given the overall positive feedback on the system from

the previous studies, a large controlled study was

conducted to compare students experiencing either

DIANA or a standardized patient with the same

symptoms (both working from the same script). This

study (Raij et al. 2005) set out to examine the similar-

ities and differences in experiencing an interpersonal

scenario with real and virtual humans. Twenty-four

medical students were assigned to one of two treatment

groups. The standardized patient or SP group, which

consisted of eight second-year medical students from

the University of Florida interviewed a real standard-

ized patient named Maria. The virtual patient or

VP group was from the Medical College of Georgia.

Nine medical students and seven physician-assistant

students interviewed the virtual patient.

At the conclusion of the experiment, medical experts

from both institutions independently watched video

recordings of both the real and virtual interactions.

They assessed participants from Group SP and VP

using behavioral measures, such as eye contact and

appropriateness of conversation. The interactions were
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also analyzed for empathetic behavior. Empathetic

behavior was judged by practicing clinicians as

‘‘appropriate levels of empathy’’. In practice, this

usually involved a comment by the student to DIANA

expressing her fears. Empathizing with the patient is an

important skill that lets the patient know the doctor

understands her situation (Coulehan and Block 1997).

6.1 Results

The results from this study found similarities and dif-

ferences between the virtual and real interpersonal

scenarios in five key areas: Participant performance,

participant behavior, scenario authenticity, patient

expressiveness, and overall educational goals.

6.1.1 Participant performance

Overall performance was similar between the two

groups; both groups tended to elicit the same infor-

mation from the patient and tended to ask the VP and

SP the same questions. The medical expert reviewers

agreed that at a high level, the interactions and task

performance of Group VP and Group SP were similar.

This supports the external validation of the virtual

scenario as having a strong correlation to its real world

counterpart. It also shows participants put the same

effort into achieving the goals of a virtual interpersonal

interaction as they would in the case of a real one.

6.1.2 Participant behavior

The number of times Group SP and VP expressed

verbal empathy to the patient was similar (lSP = 2.2,

SD = 1.4, lVP = 1.3, SD = 1.1, p = 0.44). The main

difference in empathetic behavior related to touch and

style. Some participants touched the SP’s leg or the

exam bed and held it there for a moment. Conversely,

the physical wall between the virtual and real exam

room made it impossible for participants to touch the

virtual patient. Group VP also had to adapt their

conversational style to the limitations of the virtual

patient. They asked questions in a more constrained

manner and appeared to be less engaged.

6.1.3 Scenario authenticity

Participant responses showed significant differences in

whether the patient appeared authentic (lSP = 5,

SD = 0.0, lVP = 3.8, SD = 0.58, p < 0.01), whether the

encounter was similar to other standardized patient

encounters they had experienced and whether the

patient might be a real patient. Upon examining the

debriefing comments, it became clear Group VP eval-

uated the ‘‘humanness’’ of the virtual patient, whereas

Group SP judged the accuracy of the standardized

patient to a real patient. This result is similar to Usoh

et al. (2000) conclusion that people apply different

standards when assessing real and virtual environments

on presence questionnaires (Usoh et al. 2000). The

indirect measures focused attention on individual as-

pects of the interaction. This allowed participants to

specifically assess components, as opposed to deriving

their own interpretations of overloaded terms such as

‘‘realism’’ and ‘‘natural’’. A battery of indirect mea-

sures that specifically addresses different experiences

component, (e.g. specifically asking eye contact, audio

fidelity, and speech recognition quality) will yield a

clearer picture of authenticity.

6.1.4 Patient expressiveness

The virtual and standardized patients were considered

equivalent in displaying appropriate eye contact. The

virtual patient was programmed to look at the partici-

pant during the interaction. This gaze behavior, life-size

imagery, and rendering the exam room from the per-

spective of the participant contributed to the sense that

the virtual patient used appropriate eye contact. One

Group VP participant commented, ‘‘I felt that it was

neat that they were life-size, you know, and that the

patient is looking at you and talking to you.’’ However,

the standardized patient expressed herself very differ-

ently from the virtual patient. Student feedback showed

their beliefs that the SP communicated how she felt

better than the VP (lSP = 4.8, SD = 0.46, lVP = 3.6,

SD = 1.2, p = 0.005) and a trend to be a better listener

(lSP = 4.5, SD = 0.53, lVP = 3.5, SD = 1.2, p = 0.012).

The expressiveness of real people sets the bar very high

for virtual characters. Participants specifically suggested

that the VP be more expressive: ‘‘I would suggest to

have more emotions into them. Maybe if there was more

feelings, more emotional expression.’’ Differences in

performance may be a result of the virtual patient’s poor

expressive behavior. In general, the SP had more emo-

tion in her voice (even compared to the same actress

being the voice talent for DIANA), and her facial

expressions and gestures were more ‘‘believable’’ (for a

lack of a better term).

6.1.5 Overall educational goals

The virtual and real scenarios were equivalent in stu-

dent impressions of the educational value of the
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experience. Educational goals were clearly met by the

virtual interaction despite the system’s deficiencies.

6.2 Study summary

Results of this study show the virtual patient was not

nearly as expressive as the standardized patient. This

contributed to differences in the conversational flow

and less rapport with the virtual patient. However, the

virtual interaction was found to be similar to the real

interaction on many important education measures.

Participants elicited the same information from both

virtual and standardized patients, and performed

equally well overall. Furthermore, participants rated

both interactions as equally valuable educational

experiences.

6.3 Implications for a psychological

and pedagogical VR framework

Salomon and Gardner (1986) made the claim that

educational research on computers could fall prey to

the same mistakes and blunders of past research on the

use of educational television. They specifically ad-

dressed the problem of asking questions that compare

the effectiveness of learning in one medium versus

another. Swan (2003) called these studies ‘‘no signifi-

cant difference’’ research, and demonstrated the point

that Salomon and Gardner made that these questions

are naı̈ve and potentially useless. This research study

essentially set out to examine student outcomes in one

medium (human, standardized patient) versus another

(virtual patient). However, the goal of this project was

not to prove the usefulness of one instead of the other.

The purpose of this research, and in some sense the

hope, was to demonstrate no significant difference to

suggest that virtual patients could be a suitable alter-

native in the learning scenario. That does not mean

that future research should continue to compare real

versus electronic because the scenarios and media are

different. Instead, VR research should seek to explore

why any differences might exist and what strengths

could be brought from one medium to the other; or the

goal could be to understand under what conditions the

use of one might be of more educational value than the

other. The goal should not be to prove one is better

than the other in all circumstances. In addition, most

VR research has concentrated on sight and sound. This

research found that in some circumstances, touch was

important to displaying empathy. Smell, touch, and

perhaps even taste need to be explored to the extent

that they meet the psychological and pedagogical goals

of the learning environment.

7 Recommendations for future research

Using important, research-based, pedagogical princi-

ples, we developed DIANA and VIC to help medical

students learn communication skills. There are many

benefits of this system. First, VIC can act as the scaf-

folding support that students need to learn complex

skills. Research has provided evidence that the com-

puter can be the more knowledgeable other in the

student’s Zone of Proximal Development. In this case,

VIC acts as the support mechanism. Scaffolding can

then be slowly removed as the student becomes fully

enculturated into the legitimate community of practice.

Second, this VR system has demonstrated that it is

possible to not only provide explicit ways for students

to create artifacts (writing on the tablet PC), but also

implicit ways that can be used to help them learn. For

instance, this virtual reality system utilizes tracking

devices that help students monitor where they are

looking during an exam. Third, we have demonstrated

the possibility of providing an environment where

students can get repetitive practice on authentic,

meaningful problems. This practice not only provides

feedback, which is crucial to learning, but it also acts as

a cost-effective and somewhat objective way to learn.

A medical student could practice 40 or 50 times in a

row at 3 or 4 in the morning with no real added cost to

the medical college.

More importantly, the design, development, and

implementation of DIANA and VIC has demonstrated

both the possibility of designing pedagogically sound

virtual realities as well as evidence to guide the pro-

duction of new environments. Research in these stud-

ies suggested numerous important outcomes. First, we

do not have to convince students that the virtual pa-

tient is real. In multiple trials, they were less concerned

about the reality of the tool and more concerned with

its ability to help them learn. In addition, almost all

students believed that it was useful, it would help them

improve their skills, and they were willing to continue

to work with the tool. This provides encouragement for

the future development of such tools in multiple fields

of education.

Second, we have provided evidence that at the lower

levels of Bloom’s taxonomy, virtual characters can lack

certain features of expressiveness normally found in

humans and still be effective. However, for advanced

tasks, the technology may not currently be proficient

enough to rely solely on the visual expressiveness of

the virtual character. Future development in this area

or supplementation by other feedback cues might be

necessary. In addition, future research should continue

to explore a relationship between the level of the
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learning outcome and the necessary features of virtual

character. Such an approach would prevent production

and programming overkill and would promote inves-

tigations into the creation of integrated multi-modal

environments. More specifically, we have provided

evidence that there are some scenarios where synthe-

sized speech is just as effective as real speech at half

the cost and flexibility.

Third, the effectiveness of VR tools in education has

some direct relationship to the feeling of presence a

student gets while using the tool. However, that pres-

ence can be directly affected in both positive and

negative ways by tools that may or may not be crucial

to the environment. For instance, although perspective

rendering is a useful concept, in this scenario it did not

necessarily add to the outcome in relationship to the

cost (or potential downside) of the feature. Conversely,

spending more time on the script to achieve 90% voice

recognition was a more useful objective that led to

positive, observable outcomes. The same was true with

using life-size characters. Our research knowledge

needs to be strengthened by examining various issues

of presence and the cost/benefit ratio of each feature of

the VR system.

Finally, in a comparison of standardized patients

and virtual patients, we have provided evidence of

similar effectiveness as measured by student perfor-

mance. This provides the most convincing evidence

that designing correctly, in pedagogically strong ways,

VR tools such as virtual characters holds a promising

future for teaching and learning.
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