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Abstract. A soft X-ray laser-plasma source, used in radiobiology experiments with yeast cells, was charac-
terised with flat crystal spectrometers and P-I-N diodes, obtaining an absolute measurement of the emission
spectrum. A comparison with the results of simulations performed with the code RATION allowed the
characterisation of the emitting plasma. A model for the energy deposition in yeast cells was developed
to take into account the different cell structures (wall-membrane complex, cytoplasm and nucleus). Dose
calculations performed considering the source emission spectrum were compared with direct measurements
of transmission through plastic foils and allowed to verify the hypothesis of preferential dose deposition in
the outer cellular regions.

PACS. 87.50.-a Effects of radiation and external fields on biomolecules, cells and higher organisms –
42.55.-f Lasers – 52.25.Nr Emission, absorption, and scattering of X and γ radiation

1 Introduction

In recent years, X-ray emission from laser produced plas-
mas has been much studied. This kind of research has
three main motivations:

(i) plasma physics, X-ray emission being used to char-
acterise plasma parameters (electronic density and
temperature, ionisation degree);

(ii) atomic physics, the study of X-ray line emission giv-
ing information on the energy levels in multicharged
ions;

(iii) applications of laser-plasmas as soft X-ray sources.

In particular laser-plasma sources have been used to
study the radiation induced damage in biological mate-
rials, a classical domain of biophysical research [1]. In
this context, an experiment was recently performed at
Rutherford Appleton Laboratory to irradiate yeast cells
with soft X-rays produced by laser irradiation of Teflon
targets [2–4]. The low penetration depth of the soft X-
rays used in the experiment allowed a preferential en-
ergy deposition in the cell wall and cytoplasm as com-
pared to the nucleus, with the goal of minimising the
interference with DNA activity. Since the cytoplasm plays

a e-mail: batani@mi.infn.it

an important role in the anaerobic metabolic processes
(fermentation) of yeast cells [5,6], an on-line monitoring of
CO2 production by a population of yeast cells was adopted
as an easy and efficient technique to investigate the effects
of irradiation [4]. To analyse the dose deposition inside the
different cell compartments, it is necessary to perform a
complete characterisation of the X-ray spectrum and de-
velop a realistic cellular model that takes into account the
specific structures of yeast cells [6–8].

In this work we present a detailed study of the emission
spectrum of the laser plasma X-rays source and develop a
model for the dose deposition in yeast. A theoretical mod-
elisation of the spectrum is important not only to charac-
terise the source, but also to estimate those components of
X-ray emission which were not directly detectable. In our
experiment this problem arises in particular with respect
to low energy emission and also in connection to the pres-
ence of hard X-rays which are expected as a consequence
of the high laser intensity [9, 10].

The cellular model, based on the characterisation of
yeast cells performed in [8], allowed the calculation of the
doses to the cell wall, cytoplasm and nucleus separately,
so that it is possible to evaluate the damage induced to
the different cellular compartments.
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Fig. 1. Experimental set-up.

2 Experimental set-up

The experimental set up is described in [1]. The laser sys-
tem produces a pulse train of 16 pulses, each 7 ps long
and spaced by 2 ns intervals, with a 20 Hz repetition fre-
quency and a wavelength of 0.248 µm. The pulse train
energy is of the order of 300 mJ giving an intensity on
target of about 5×1015 W cm−2 on a focal spot of about
30/50 µm diameter. The focal spot size was determined
from images obtained with a pin-hole camera used to im-
age the generated hot plasma. The irradiation set-up is
shown in Figure 1: the laser is focused onto the target (a
tape driven by a DC electric motor) to produce a hot and
dense plasma, whose emission falls in the X-UV range.
This irradiates the biological samples and is also recorded
by a P-I-N diode, placed after the same filters interposed
between the source and the cells, to measure the delivered
dose. The dose of subsequent shots is summed by a com-
puter control that triggers a shutter in order to stop the
irradiation once the desired dose value is obtained. The
P-I-N diode had a time resolution of about 1 ns which,
coupled to a fast oscilloscope, allowed the observation of
the single X-ray pulses generated by each ps pulse of train
(however the single pulses could not be time-resolved).

For the purpose of the experiment we needed a radia-
tion that could be mainly stopped inside the cellular wall
and the cytoplasm: the undesired radiation is then char-
acterised by a high penetration depth in biological matter
and falls in the water-window region (the energy range
within the carbon absorption edge at 280 eV and the oxy-
gen absorption edge at 532 eV) and in the high energy
range (> 1 keV).

We choose a Teflon (CF2) target because the fluo-
rine emission spectrum is centred at 0.9 keV. Moreover
it also presents the additional advantage that in this spec-
tral range it has a K-shell emission (which, with its few
lines, simplifies the dose calculations) and that it can be
produced in thin stripes (100 µm thick). Unfortunately, it
has the problem of carbon emission in the water-window
region. To cut-off such undesired X-ray emission an appro-
priate filtering is needed, which was obtained by means of
plastic filters with thickness of a few microns with a thin
metallic deposition.

film

crystal

-B

entrance slit
with filter

source

-B

Fig. 2. Flat crystal Bragg mini-spectrometer (approximately
real size).

During the experiment we used two different set of
filters:

– an “aluminium” one, composed by a first hostaphan
filter (1 µm) and a mylar filter (1 µm) covered on both
sides by a 0.1 µm Al deposition;

– a “copper” one, composed by a parylene filter (2 µm)
with a Cu deposition of 0.3 µm on each side.

As it will be shown later, the Al filter greatly reduces
the undesired radiation in the energy range below 532 eV
(O absorption edge) while the Cu filter, due to the CuL-
absorption edge at 933 eV [11], grants a reduction even
in the higher energy range, thus allowing irradiation by
photons in a narrower energy range.

Finally, in order to minimise damages caused by debris
emission from the target [12] a helium flow, at about 1 bar
pressure, is blown from the lens holder onto the target
surface. It also contributes to radiation filtering.

3 X-ray spectrometry

A flat crystal spectrometer (represented in Fig. 2) was
used to disperse the X-ray radiation and the spectrum
(Fig. 3) was recorded on a Kodak DEF film. The obtained
spectra are space and time integrated so any X-ray emis-
sion produced during the duration of the laser pulse train
is recorded. To prevent film exposition by visible light, an
opaque filter is placed onto the spectrometer entrance slit
(1 µm hostaphan + 1 µm parylene + 3 µm Al).

For a correct interpretation of the spectrum it is nec-
essary to identify the different lines on the film. To facili-
tate line recognition, the filter had a Cu layer (5 µm) on
half slit, giving a wavelength fiducial at 0.933 keV (CuL-
absorption edge).

Moreover the absolute spectrum has to be obtained
from film densitometry with a deconvolution that takes
into account filter and gas buffer transmission, crystal
reflectivity and film sensitivity. These quantities are all
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Fig. 3. X-ray spectrum emitted from Teflon target and recorded on Kodak DEF film. Typically about 350 laser shots were
needed to obtain a good spectrum.
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Fig. 4. Deconvoluted spectrum: the fluorine H-like and He-
like groups of lines are indicated and the recombination expo-
nential part at low temperature is evidenced. The fit to this
part gives 0.16503 exp(−hν/74.27). At high temperature the
bremsstrahlung tail gives a fit 0.00764 exp(−hν/128.17).

wavelength dependent and the film response is also a func-
tion of the radiation intensity. The models used in the
deconvolution referring to our specific experimental con-
ditions are described in the Appendix A.

The filter and gas buffer transmission coefficient, as
well as the absorption coefficients used in calculating
film response, have been obtained by means of the code
RATP [13], which uses Henke’s data for absorption coef-
ficients [14]. This code calculates transmission coefficients
as a function of radiation wavelength once the chemical
formula, the density and the thickness of the considered
material are known.

4 Spectrum analysis

4.1 Deduction of electronic temperature
from experimental spectrum

Figure 4 shows the deconvoluted spectrum in which we
marked the Fluorine H-like and He-like groups of lines
(K-shell spectrum). In Table 1 we show the comparisons

Table 1. Comparison between experimental values of lines
wavelength and those tabulated [20].

λexperim λtabulated ∆λ/λ (%) Ion Configuration

16.814 16.807 0.04 FVIII 1s2p→ 1s2

15.231
15.246
15.224

0.10
0.04

FVIII

FVIII
2p2 → 1s2p
2s3p→ 1s2s

14.973 14.982 0.06 FIX 2p4p→ 1s4p

14.448 14.458 0.07 FVIII 1s3p→ 1s2

13.771 13.781 0.07 FVIII 1s4p→ 1s2

13.480 13.488 0.06 FVIII 1s5p→ 1s2

13.318 13.334 0.12 FVIII 1s6p→ 1s2

12.636 12.643 0.20 FIX 3p→ 1s

11.995 11.989 0.05 FIX 4p→ 1s

11.720 11.707 0.11 FIX 5p→ 1s

11.563 11.560 0.02 FIX 6p→ 1s

between the experimental values of lines wavelength and
those tabulated in [15].

The carbon K-shell spectrum was not recorded, since
its lines are below the range observable with a RbAP crys-
tal. However, the presence of C-ions in the plasma neces-
sarily implies both carbon line emission and electron re-
combination on carbon levels. Such a recombination will
appear in our experimental spectrum as an exponential
trend, superimposed to the F-ions lines; moreover, recom-
bination on F-energy levels and bremsstrahlung emission
will appear as an exponential tail at higher energies. We
will see in Section 4.3 that the computer simulations of
our spectrum confirm this hypothesis.

The exponential interpolation of the continuum re-
gions of the spectrum at low energies (see Fig. 4) gives
a value of electronic temperature Te = (74 ± 0.05) eV.
Subtracting such a recombination emission we obtain a
“pure” fluorine spectrum whose bremsstrahlung tail im-
plies an electronic temperature Te = (130.8±1.2) eV. The
effect of removing the continuum at low energies does not
affect this value very much, since the lower energy recom-
bination emission decreases with photon energy following
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an exponential law; indeed, if we do not remove it, we
would get Te ≈ 128 eV.

We interpret the difference between the two electronic
temperatures of the plasma emitting in the different spec-
tral ranges as a spatial effect: the harder emission arising
essentially from the plasma region with higher tempera-
ture. This is consistent with the usual picture of laser-
plasma interaction which describes a plasma with a com-
plex temperature (and density) profile arising both from
plasma expansion and laser intensity profile.

We also note that at the higher temperature corre-
sponding to F-emission, carbon is completely ionised and
cannot appreciably contribute to X-ray emission. Hence
carbon emission must originate from the colder plasma
layers.

4.2 Deduction of electronic density from experimental
spectrum

Once an absolute calibration of the recorded spectrum is
obtained, it is also possible to deduce the value of elec-
tronic density ne from the bremsstrahlung tail, which cor-
responds to the part of the spectrum at photon ener-
gies higher than the maximum ionisation value RhcZ2

F =
1103.09 eV. Indeed the intercept of such curve on a semi-
logarithmic graph is related to ne. More precisely the
source emission per unit volume and unit photon en-
ergy (in W cm−3 eV−1) for free-free transitions is given
as [16,17]:

dεff

dhν
= 1.5× 10−32 ne

T
1/2
e

exp(hν/Te)
∑
i

NiZ
2
i (1)

where Ni and Zi are respectively the ionic density and
the ion charge, the sum being extended over all the ionic
species in the plasma.

The recombination emission (free-bound transitions)
has to be added. This is given by [17]:

dεff

dhν
= 1.5× 10−32 ne

T
3/2
e

∑
i

NiZ
2
i

∞∑
n=1

J
(n)
i

n3
I

(n)
i

× exp
(
−
(
hν − I(n)

i

)
/Te

)
χ
(
hν − I(n)

i

)
(2)

where n is the principal quantum number of the level to
which the recombination occurs, J (n)

i is the number of
vacancies in the quantum state n before recombination,
I

(n)
i is the ionisation energy of the ion from the quantum

state n and Zi is the ion charge before recombination.
The summation over n accounts for recombination into
different possible quantum states of the ion i. The step
function χ(hν − I(n)

i ) is zero for hν ≤ I
(n)
i and unity for

hν ≥ I(n)
i .

Considering the limit for hν ≥ max{I(n)
i } (for which

χ(hν − I
(n)
i ) = 1 for all i and n) of the sum of free-

free and free-bound transitions, and formally evaluating

it at hν = 0 (i.e. considering the intercept value), we ob-
tain

dεff

dhν
= 1.5× 10−32 ne

T
3/2
e

×
[∑

i

NiZ
2
i

(
Te +

∞∑
n=1

J
(n)
i

n3
I

(n)
i exp

(
+I(n)

i /Te

))]
. (3)

Since an absolute calibration is needed, it is necessary
to introduce a scale factor K, depending on our spe-
cific experimental parameters, which divides the calcu-
lated plasma emission. In facts, the deconvoluted experi-
mental spectrum gives the emission spectral intensity per
unit photon energy (in J cm−2 eV−1) at the mean distance
between the source and the film (Lmean = 8.9 cm). Thus
K = 2πL2

mean/VptX where Vp is the volume of the emit-
ting plasma (half sphere) and tX is the total duration of X-
ray emission. Hence considering a plasma dimension close
to the laser focal spot diameter (≈ 35 µm), the number
of laser shots typically used to record a well contrasted
spectrum (≈ 300–400) and a single X-ray pulse duration
(tX = 50 ps as measured in [1] for our source) we obtain
K = 2.53× 1018 cm−1 s−1.

Finally, some approximations are needed to evaluate
the sums over the ionic populations and over atomic levels
at the different ionisation degrees.

The mean ionisation degree could be estimated fol-
lowing [18] as Z̃∗ = (2/3)(ÃTe)1/3 = 8.65, where
Ã = (2/3)AF + (1/3)AC is the mean atomic weight of
Teflon (66% F and 33% C). We note that the obtained
value is greater than the maximum ionisation degree of the
plasma i.e. (2/3)ZF + (1/3)ZC = 8; hence we considered
the Teflon plasma as constituted of fully ionised atoms
and in the following used Z̃∗ = 8 as the mean ionisation
degree.

To evaluate the sums over n we remind that, for fully
ionised atoms J(n)

i = 2n2 (degeneracy of the nth level)
and I

(n)
i = RhcZ2/n2 so the argument of the sums over

n, for both the species F and C, is

2Rhc
n3

exp
(
RhcZ2

Ten2

)
which implies that the terms with n > 1 are negligible.
With these assumptions the quantity in square brackets
in equation (3) (the sums over i and n) simply becomes

NF
i Z

2
FRhcZ

2
F exp(RhcZ2

F/Te)

+NC
i Z

2
CRhcZ

2
C exp(RhcZ2

C/Te). (4)

Nothing that ne = N tot
i Z̃∗ (where NF

i = (2/3)N tot
i ,

NC
i = (1/3)N tot

i ), and substituting the numerical values,
this term can be expressed as a function of electronic den-
sity giving a value = 8.15 × 107ne. By inserting this in
equation (3) and equating it to the experimental intercept
(7.64K × 10−3), we obtain a value of electronic density
ne = 4.2× 1021 cm−3.
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Fig. 5. Comparison between experimental and simulated spectra.

4.3 Spectrum simulation with the RATION code

To get a better confidence in the plasma parameters cal-
culated from the experimental spectrum and also to have
an estimation of the non-recordable emission at low en-
ergy, we simulated Teflon plasma emission by means of the
code RATION [19]. This code, developed at Lawrence Liv-
ermore National Laboratory, allows the study of K-shell
spectroscopy (ionisation stages from Li-like to H-like) of
atomic species from carbon (Z = 6) to iron (Z = 26).

The experimentally estimated values of plasma param-
eters that we used for the simulation are: Te = 130 eV,
ne = 4 × 1021 cm−3, a plasma composition at 66% F
and 33% C, a plasma dimension near focal spot diameter
≈ 35 µm and a mean instrumental FWHM (the projec-
tion of crystal rocking angle on the film plane) of about
1.2 eV.

The agreement is quite good: not only the continuum
and the tail are well reproduced, but also the line ratios
are respected. As for the absolute values of continuum
emission the maximum discrepancy is 20%.

Figure 5 shows the comparison between the experi-
mental and the simulated spectra where the recombina-
tion continuum at low energies has been added. From the
comparison between the two continua, we can deduce the
parameters of the plasma emitting in the low energy range.
We recall that, in a simplified picture, our plasma can be
considered as spatially divided in two different regions at
different temperatures.

In the conditions of low energy emission (Te = 74 eV)
the mean ionisation degree of fluorine atoms is Z∗F = 7.7.
Assuming that the fluorine ions present in the plasma have
a ionisation degrees 7 (ground state recombination edge

at 185.185 eV [20] and 8 (ground state recombination edge
at 953.84 eV [20], we obtain that 26% of the total fluo-
rine ionic population has a ionisation degree 7. Due to
their high recombination energy, F atoms with ionisation
degree 8 contribute to the emission only in the higher en-
ergy range where the low temperature spectrum is not
experimentally distinguishable from the high temperature
one. Hence in the low energy range (≈ 700–800 eV) the
only appreciable contributions are those due to the recom-
bination on the ground states of fully ionised C atoms and
7 times ionised F atoms.

On the basis of such hypotheses, following what we did
in the previous section, the last term in equation (2) be-
comes 1.81×106ne. In the case of emission of high energy,
we assumed a plasma size of the order of the low focal
spot, in line with the qualitative idea that the region of
the plasma directly heated by the laser is the hottest one.
This allowed the electron density ne to be obtained. In
the case of emission at low energy, we considered a lower
temperature plasma with unknown size and, fixing typ-
ical values for our experimental conditions, we obtained
the results of Table 2.

Finally using the values in Table 2 as input parameter
for the RATION, we could calculate the “expected” low
energy emission produced from C ions in the spectral re-
gion (hν < 700 eV) which could not be directly detected
experimentally. As shown in Figure 6 this is a K-shell
spectrum produced from H-like and He-like C ions. Lines
are broader than for F-like spectrum due to the higher
plasma density (Tab. 2). We could hence calculate the en-
ergy emitted in the water window region and verify, as
expected (see Tab. 2 again), that the larger percentage of
plasma emission lies at very low energy (and is also almost
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Table 2. Values of plasma dimension and related electronic density for the colder plasma layer. These data has been used to
obtain three different C spectra by means of RATION code. The third and fourth columns show the relative ratios of the energy
flux in the low energy region (below 700 eV) and in the whole spectrum. The whole spectrum is obtained by adding the low
energy region to the experimental spectrum.

? plasma (µm) ne (cm−3) (%) Intensity Transmission (%) Transmission (%)

in the low energy region Cu filter Al filter

52 4.2× 1021 95 0.17 1.3

35 7.6× 1021 97 0.16 1.2

20 1.8× 1022 98 0.15 1.1

��
��

��
��

��
��

��
��

��
��

������

�����

��� ��� ��� ���� ����

3KRWRQ�HQHUJ\��H9�

,Q
WH
Q
VL
W\
�D
W�
/
P
H
D
Q
��
-�
FP

�
�H
9
�

Fig. 6. Effect of filtering with the Al and Cu filter on the reconstructed spectrum: carbon emission (200 to 700 eV) was
obtained by means of the RATION code and added to the experimental spectrum (700 to 1200 eV). The grey and dotted curves
correspond to Al and Cu filtering respectively.

independent on the specific parameters of low temperature
plasma which are considered). Values of electron density
up to the laser critical density (1.8× 1022) have been con-
sidered since this is the maximum value at which laser
interaction can take place and typically has been seen to
play a role in X-ray emission from laser plasmas.

Figure 6 and Table 2 also show the effect of the two
different sets of filters used during the experiment on the
simulated spectrum. It is possible to see that both filter-
ing are efficient in cutting-off the undesired emission in
the water window region and, in particular, the Cu filter
greatly reduces the > 0.9 keV photons flux too.

4.4 Hard X-ray emission

As a consequence of the high intensity laser irradiation
and of resonant absorption, a suprathermal electronic pop-
ulation is produced as shown in many theoretical and
experimental works [21, 22]. This changes the electronic
velocity distribution in the plasma, originating a larger
number of high energy electrons with respect to those

expected from a Maxwell distribution. These produce
high energy photons changing the spectral distribution of
bremsstrahlung radiation. In most cases, the velocity dis-
tribution of such suprathermal electrons can be considered
to be a Maxwellian with a typical temperature Th (in eV)
given by:

Th = 0.215(ILλ2
L)1/3 (5)

where IL and λL are the laser intensity (in W cm−2) and
wavelength (in µm) respectively. This scaling law was es-
tablished more than 15 years ago [22,23] and was recently
verified to hold even at intensities as high as 1019 W/cm2

in the work by Beg et al. [9].

The spectrum of the radiation emitted from such
suprathermal electrons is still described by equation (1)
with a temperature Th (in our case Th ≈ 14 keV). Thus
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the suprathermal emission is

dεh

d(hν)
= 1.5× 10−32 nh

T
1/2
h

∑
i

NiZ
2
i exp(−hν/Th)

≈ 1.5× 10−32nh
N tot
i (Z̃∗)2

T
1/2
h

exp(−hν/Th). (6)

Since the suprathermal tail is due to the bremsstrahlung
of the suprathermal electrons, all ions in the plasma
contribute in decelerating them, and then simply∑
iNiZ

2
i = neZ̃

∗. The suprathermal electron density is a
fraction of the total electron density which can be esti-
mated by looking at previous works [9,10] as between 0.01
and 0.1 times the electronic density of the plasma. Substi-
tuting the values ne = 4.2×1021 cm−3, Z̃∗ = 8, nh = 0.1ne

and Th = 1.4 × 104 eV, we note that, even in case the
largest number of suprathermal electrons is consider, the
contribution of suprathermal electrons is more than two
orders of magnitude lower than that due to the Maxwellian
electrons. This is the reason why in the recorded spectrum,
at energy from 700 to 1200 eV, the suprathermal tail is
not observable. However such contribution becomes pre-
dominant at high energies.

To assess the amount of suprathermal electrons in
our plasma more precisely, it is necessary to refer to
the experimental measurements of radiation attenuation
through different thickness of parylene, presented in the
next section.

5 Energy deposition in organic material

In order to cross-check our absolute calibration of the
emission spectrum, we performed direct measurement of
radiation attenuation through different thickness of plas-
tic material. This analysis is also essential in order to un-
derstand the absorption of plasma radiation in organic
matter similar to the biologic material of yeast cells. Fi-
nally the comparison of the results obtained from our “re-
constructed” spectrum with experimental data allows us
to estimate the amount of suprathermal electrons in the
plasma.

The experimental set-up is the same described in Sec-
tion 2 but, instead of biological samples, plastic layers
(parylene [C8H8]n, ρ = 1 g cm−3) of different thickness
have been used and a second P-I-N diode, reading the at-
tenuated radiation on the back of plastic, has been added.
The total charge collected from the two P-I-N diodes, with
and without a thickness x of material, is thus equal to the
ratio between the radiation intensities:

I(x)
I0

=
Q2

Q1
· (7)

Between the source and the P-I-N diodes (at a distance
L = 31.7 cm) there are the gas buffer and the Cu filter
already described in Section 2 and considered for absolute
calculations.
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Fig. 7. Comparison between experimental data and those cal-
culated corresponding to different suprathermal electron popu-
lations. (�) Experimental data, (×, ◦, �, •, �) numerical results
corresponding to nh = 0, 1, 10, 15, 20% respectively. The con-
tinuous line is the interpolation of experimental data for plastic
thickness ≤ 6 µm.

We remind that the P-I-N sensitivity (in C/J) is
given by:

S = (e/∆ε)exp(−µd)
[
1− exp(−µD)

]
(8)

where ∆ε = 3.62 eV is the energy for the creation of
an electron-hole pair in Si, e is the electronic charge, µ
is the Si absorption coefficient, and finally d and D are,
respectively, the thickness of the dead layer and of the
active region of the P-I-N diode.

Hence the charge collected by the diode is:

Q =
∫
AS(hν)I(hν)T (hν)d(hν)dν (9)

where I (in J cm−2 eV−1) is the radiation intensity per
unit photon energy falling on the diode, A (in cm2) is
the diode surface and T is the overall transmission coeffi-
cient of the interposed absorbers. In the experiment two
100 P-I-N–125 P-I-N diodes have been used, with typical
parameters: d = 0.75 µm, D = 125 µm and A = 1 cm2.
The transmission coefficients of filter, gas buffer and plas-
tic, as the Si absorption coefficients, have been obtained
with the RATP code.

Figure 7 shows the experimental results obtained for
the ratio Q1/Q2 and the ratios calculated from recon-
structed spectra which include the emission of suprather-
mal electrons. The errors on the experimental points can
be calculated through the standard derivation of the ex-
perimental data (on y-axis) and the thickness of the plas-
tic foils used as absorbers (on x-axis). As an estimation of
the errors in abscissa we have considered the confidence of
±5% given by the producer [29] for their thin plastic foils.
Let’s note that the standard deviation on the experimen-
tal points could be underestimated since it was calculated
on a few data.

As shown in Figure 7, the value nh = 0.15ne for the
suprathermal tail is the one that fits the experimental
data better. This is not very far from values already re-
ported in literature [9, 10]. We will consider this result
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in the dosimetric calculations of the next section. Anyway
we see that the suprathermal electron emission does not
affect very much the dose delivered to yeast cells, corre-
sponding to photon energies that have a penetration in
biological material higher than the mean cell dimension.
Also, if we make an exponential interpolation of the first
four experimental data of Figure 7, we can conclude that
the radiation behaves through the parylene essentially as
a monochromatic beam with photon energy ≈ 900 eV,
until a thickness of 6.5 µm is reached. Indeed the pary-
lene absorption coefficient evaluated from this interpola-
tion (i.e. the slope of the exponential law on a logarithmic
scale) is µ = 2512 cm−1, corresponding to photon energy
hν = 938 eV. In other words the energy deposition in
biological material as a function of thickness is the same
which would be obtained from a X-ray monochromatic
beam with this photon energy. This behaviour is mainly
due to the Cu-filter that cuts-off the hard components of
the spectrum.

6 Dosimetry on yeast cells

Once the source spectrum is known, it is possible to cal-
culate the doses delivered to the different cells compart-
ments.

The integral doses absorbed by the nucleus, the cy-
toplasm and the wall-membrane complex, as well as by
an “average” undifferentiated cell, have been calculated
using an experimental attenuation of radiation in matter
(Lambert-Bouguet-Beer law) [25] and the absorption co-
efficients obtained with the RATP code [13].

Cellular parameters are described in [8], the wall-
membrane complex, constituted by tightly packed protein,
has been considered as composed of pure biological matter
(with “molecular formula” C92H149O30N25S).

Considering a spherical cell divided in three compart-
ments is a clear progress with respect to the approach
normally used in radiobiology (see for instance [26]) where
only the radiation penetration depth in the undifferenti-
ated biological material and the average dose to the whole
cell (or equivalently the surface dose) are calculated. In
our case instead we have some hints on where the dose is
actually deposited and what damages it is likely to pro-
duce.

The dose calculation cannot be performed analytically
because it requires the integration of exponential functions
with different exponents in the various cell compartments
and also because the symmetry of the cell is spherical
while the radiation beam is cylindrical. Hence, we have
written a computer program which is described in Ap-
pendix B together with the evaluation of the doses.

As expected, the ratio between the dose delivered
to the inner cell structures and the dose to the wall-
membrane complex increases with photon energies, due
to higher penetration. For instance, Table 3 shows the
comparison between monochromatic radiation at 0.9 keV
(mean photon energy from the Teflon target) and at
1.5 keV. This last corresponds to the mean photon en-
ergy which would be obtained with an Al target.

Table 3. Ratios of the doses delivered to nucleus and cyto-
plasm respect of wall-membrane complex for two monochro-
matic radiation, 0.9 keV and 1.5 keV.

Dose ratio E = 0.9 keV E = 1.2 keV

nucleus/wall 0.593 1.188

cytoplasm/wall 0.966 1.370

With Teflon targets, the radiation is mostly absorbed
in the outer compartments, however there is still a non
negligible absorption in the cell nucleus. The real situation
is even worse because the Teflon spectrum has several lines
superposed to a continuum at high energy and these pho-
tons are characterised by different absorption coefficients.
Hence the less energetic ones are mainly absorbed in the
cell wall-membrane complex, while the harder photons are
characterised by a lower absorption coefficient and thus
by a larger penetration in biological matter. Hence they
can travel through the cell with much lower attenuation
and are more likely to deposit their energy in the cell
nucleus (the X-ray spectrum becomes harder as it goes
through the biological material) [5,27]. This problem was
solved by using the previously described Cu filter. Fig-
ure 8 shows the dose calculations with the whole Teflon
spectrum and the two filters used during the experiment.
The dose to the nucleus, that to the wall-membrane com-
plex and that to the cytoplasm are reported. As expected
the ratios between the dose to the nucleus and those to
the other cell compartments are smaller with the Cu filter.

In order to take into account the variation of absorbed
dose due to biological variability (different cells sizes) we
considered the cell radii distribution obtained in a related
work on the characterisation of yeast cells [8] (average ra-
dius = 2.58 µm; distribution width = 0.54 µm) and we
calculated the doses delivered to cells of different size (the
other typical cell parameters, i.e. wall-membrane thick-
ness and nuclear radius, being scaled accordingly). Of
course the dose to the nucleus decreases with increasing
the cell radius (see Fig 9).

7 Source calibration

In order to calibrate the automatic dose control system
used during the radiobiology experiment, it was necessary
to relate the P-I-N output (in nC) to the dose delivered
to the cells (in rad). Both these parameters depend on
the absorbed energy integrated over the whole spectrum,
so they are strongly connected with the spectral shape of
emitted radiation. Since the filtering modifies the emitted
spectrum, we needed two different calibrations (one for
each sets of filters used in the experiment).

Considering the reconstructed spectrum, and normal-
ising the radiation intensity of the whole spectrum at
1 mJ cm−2, we obtain the values of 4.174× 103 nC, with
the Cu filter and 1.785× 104 nC with the Al filter for the
charge collected at the P-I-N diode.

The source incident radiation (1 mJ/cm2) to the av-
erage cell with undifferentiated composition corresponds
to a dose of 1.11×104 rad when the Cu filter is used and
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Fig. 9. Doses to different cell compartments as a function of cell dimension.

of 4.32×104 rad with the Al filter. Thus to deliver 1 rad of
dose to the “average undifferentiated” cell, the irradiation
has to be stopped when the summed value read by P-I-N
reaches 0.376 nC with Cu filter or a value of 0.413 nC in
the case of Al filter.

8 Conclusions

In conclusion, we obtained an accurate spectroscopic char-
acterisation of a laser plasma X-ray source, that allowed

a quite precise estimation of the dose deposited in the
considered micro-organism. The cellular model presented
in the paper granted the calculation of the dose in the
three major cell compartments, taking into account the
biological variability (i.e. cell dimensions) and the realistic
features of the X-ray spectrum. These results have conse-
quences at biological level, since they allow to characterise
dose deposition in the cell and give some hints on which
biological damages are more likely to occur and where.
We recall again that on the contrary, the usual approach
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in microbiology is based on the evaluation of surface dose
and penetration depth in undifferentiated biological ma-
terial.

Other important results were the source calibration
with the P-I-N diode, allowing an automatic control of
the delivered dose, and the choice of a set of filters which
minimises the interaction with the nucleus, i.e. the genetic
material, enhancing that with the external structures (wall
and cytoplasm).

Concerning the plasma physics side of the experiment,
we could characterise the produced plasma emission, high-
lighting that the spectrum was composed by two different
contributions: one from a hot region (Te ≈ 130 eV), with
an important fluorine K shell emission, and the other of
a colder region (Te ≈ 74 eV), with mainly carbon K shell
emission. These results are in a very good agreement with
the numerical simulations from the code RATION.

The emission, the temperature (Th ≈ 14 keV) and
the number (nh ≈ 0.15ne) of the suprathermal electrons
could be evaluated and the results are comparable with
those already present in literature. The total laser energy
to hard X-rays conversion efficiency η can be estimated
by integrating equation (6) over all photon energies and
multiplying for the plasma volume V which we assume
to be half a sphere of diameter ≈ 35 µm. In this way
we get Ex ≈ 0.02 mJ or η ≈ 10−4 if we consider that
EL ≈ 300 mJ.

The energy absorbed in suprathermal electrons isEh ≈
nhV Th ≈ 16 mJ or 5% of laser energy. Although the evalu-
ation of Ex and Eh is influenced by the value of V , which
is not precisely known, still the Eh value is remarkable
considering that we have used a laser which is quite small
and also operating in ultra-violet (which minimised hot
electron generation [28]). Values of ≈ 30% have been ob-
tained [29] at intensities of the order of a few 1016 W/cm2

by using a much bigger laser system operating in the infra-
red. However this result may be explained by considering
how some recent theoretical and numerical works [30] have
shown that the presence of a long plasma, eventually pro-
duced by a laser pre-pulse, drastically affects hot electron
generation. In our case such an effect is of course enhanced
because we are dealing with a train of picosecond laser
pulses.

The experiment has been realised at Rutherford Appleton Lab-
oratory in the framework of the EU “Access to Large Scale Fa-
cilities” Programme. We also acknowledge the contribution of
the Italian MURST under the research program “Interaction
of plasmas with nanosecond and picosecond lasers”.

Appendix A: Film deconvolution model

A.1 Crystal reflectivity

Considering the X-ray energy range of interest (λ be-
tween 10 and 17 Å) we used a RbAP crystal with spacing
2d = 26.121 Å. Data on integrated crystal reflectivity were
obtained from [31]. They show that in the case of a RbAP

crystal it is possible to ignore the reflectivity at higher or-
ders since these are less then one tenth of the first order
reflectivity.

In order to use these data to evaluate the crystal peak
reflectivity, i.e. the reflection coefficient, vs. photon en-
ergy, we needed to know the corresponding rocking angle
∆ϑ that has been calculated with the formula:

∆ϑ = 0.112N |F |d(1 + cos2ϑB)/sinϑB (A.1)

given in [32] where ϑB is the Bragg angle and ∆ϑ is ex-
pressed in eV. From the theoretical curve reported by the
same authors we deduced a value N |F | = 0.205 Å−3 for
the RbAP crystal. The crystal reflection coefficient is then
given by the ratio of the integral reflectivity to the rocking
angle.

A.2 Film sensitivity

As for film response we used the model proposed by
Henke [33, 34] according to which the optical density is
given by:

αD0.1 = aln(1 + bβI) (A.2)

where I (No. photons µm−2) is the radiation intensity,
D0.1 is the net optical density at 0.1 numerical aperture,
a = 0.68 µm−1 and b = 1.69 µm2 are the values ob-
tained by Henke interpolating different sets of experimen-
tal data, finally α and β are wavelength dependent param-
eters which are given by [33, 34] as α = (d0 + sinθ/µ′)−1

and β = [1− exp(−µ1d)]exp(−µ0t0/sinθ).
Here µ0, µ1, µ′, expressed in cm−1, are respectively the

linear absorption coefficients of film gelatine (C8H15O5N2

with a density ρ0 = 1.4 g cm−3), of AgBr, present in the
film (ρ1 = 6.473 g cm−3) and of the etherogeneous emul-
sion. The last coefficient is found in [33, 34] as µ′ = µ0 −
ln {1− V [1− exp(−(µ1 − µ0)d)]} /d, where V = 0.4 [33]
is the volume fraction occupied by AgBr grains in the
emulsion, d = 1.3 µm [35] is the dimension of AgBr grains,
t0 = 1 µm [33] is the thickness of the supercoat gelatine
and θ is the radiation incidence angle on the film that
depends on the Bragg angle and on the spectrometer ge-
ometry.

We used the Kodak DEF film at energies lower than
those considered by Henke in his work [33]. Hence we
needed to change the parameters of Henke’s model to
adapt it to our experimental conditions. The use of very
low energy photons implies that only the first layer of
the emulsion is really active. Thus we considered a non
zero value for d0, the thickness of the first emulsion layer
that mainly absorbs the X-rays below 1 keV. From data
reported in [34] relative to different kind of films, we esti-
mated a value d0 = 0.55 µm for Kodak DEF.

Finally, since our microdensitometer gave the film net
diffuse optical density Dd, we used the relation [33]:

D0.1/Dd = 1.98− 0.35Dd + 0.09D2
d (A.3)

to convert diffuse density to the specular density used in
Henke’s work.
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Fig. 10. Cellular model.

Appendix B: Cellular model
and dose calculation

The cellular model used is showed in Figure 10: the pro-
gram approximates the cell with a pseudo-sphere con-
stituted by cylindrical coaxial layers, their axis being
the X-ray incidence direction (z-axis). The mean radius of
the ith cylindrical layer is ri and, depending on whether
ri < Rnucleus, Rnucleus < ri < Rcytoplasm or Rcytoplasm <
ri < Rcell, such a layer is divided in z-direction in 5, 3
or 1 different compartments. Hence it is possible to cal-
culate the radiation attenuation through each compart-
ment of the specific cylindrical layer and the energy de-
position. The total energy deposition in each single cell
compartment is thus given by the sum of the energies
deposited in the corresponding elements of all cylindri-
cal layers. The dose is simply given by the ratio between
this energy and the compartment mass (here the exact
volume of the spherical layer is calculated instead of the
approximated one which would introduce a further error).
Obviously the approximation degree depends on the num-
ber n of the cylindrical layers considered and the accuracy
increases with n. Note that the deposited energy sums u
while the doses do not sum!

In order to give an evaluation of the approximation
introduced with our model, we made a comparison be-
tween the dose calculation in the case of the “average”

undifferentiated cell, which can be obtained analytically,
and the values obtained with our program. The analytical
calculation follows the same principle used by the pro-
gram and consider an infinitesimal thickness (dx) of the
cylindrical layer. The energy absorbed by the infinitesi-
mal volume of the sphere with a radius between x and
x+ dx is dE(x) = (I(x), n)dA. Here n is the unit vector
normal to the spherical surface at the point of radiation
incidence, and dA is the area in the normal plane. Ra-
diation falling onto the spherical surface in a point at a
distance x from the centre, on the plane perpendicular
to the incidence direction, makes a path inside the cell
with length z = 2(R2−x2)1/2, undergoing an attenuation
exp(−µz).

Hence dE(x) = 2πI0[1−exp(−µz(x)]xdx and the total
energy deposed in the whole sphere is

E =
∫ R

0

dE = 2πI0
∫ R

0

{
1− exp[−2µ(R2 − x2)1/2]

}
xdx

= 2πI0

[
R2

2
− 1− (1 + 2µR)exp(−2µR)

µ2

]
(B.1)

The dose is simply given (in Gy) by making the ratio
between this value (in mJ) and the cell mass (in g), and
we recall that 1 Gy = 100 rad.
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