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Abstract: Off-line recognition requires transferring the text under consideration into an image file. This represents the only available
solution to bring the printed materials to the electronic media. However, the transferring process causes the system to lose the temporal
information of that text. Other complexities that an off-line recognition system has to deal with are the lower resolution of the document
and the poor binarisation, which can contribute to readability when essential features of the characters are deleted or obscured. Recognising
Arabic script presents two additional challenges: orthography is cursive and letter shape is context sensitive. Certain character combinations
form new ligature shapes, which are often font-dependent. Some ligatures involve vertical stacking of characters. Since not all letters
connect, word boundary location becomes an interesting problem, as spacing may separate not only words, but also certain characters
within a word. Various techniques have been implemented to achieve high recognition rates. These techniques have tackled different
aspects of the recognition system. This review is organised into five major sections, covering a general overview, Arabic writing characteristics,
Arabic text recognition system, Arabic OCR software and conclusions.
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1. INTRODUCTION

Among the branches of pattern recognition is the automatic
reading of a text, namely, text recognition. The objective is
to imitate the human ability to read printed text with human
accuracy, but at a higher speed. A useful target performance
is 5 characters/second with a 99.9% recognition rate, with
all errors being rejections [1].

There are three factors pushing towards text recognition.
The first two are the easy use of electronic media and its
growth at the expense of conventional media. The third is
the necessity of converting the data from the conventional
media into the new electronic media. This factor motivates
the vast range of applications of off-line text recognition,
which includes automatic mail routing [2,3], machine pro-
cessing of forms [4], bank cheques [5,6] printed newspapers
[7] and signature verification [8].

Most optical character recognition methods assume that
individual characters can be isolated, and such techniques,
although successful when presented with Latin typewritten
or typeset text, cannot be applied reliably to cursive script,
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such as Arabic, where the shape of the character is context
sensitive. This feature, besides other characteristics of the
Arabic language, has obliged researchers to examine some
obstacles which have only recently been addressed by
researchers of other languages. These obstacles have played
an important role in delaying character recognition systems
for the Arabic language compared to other languages such
as Latin and Chinese. Additional factors involve: the early
start of these systems for Latin (1940s) and Chinese (1960s);
the absence of scientific journals and conferences specialised
in the field, which caused a lack of communication between
researchers; and the absence of support utilities such as a
language corpus and electronic dictionaries.

Recently, a number of papers which analyse the work
done on Arabic character/word recognition have appeared.
Some of these papers deal with both on- and off-line
recognition [9–12]. Others focus only on off-line recognition
[13–16]. This survey presents an up-to-date review of the
work done in the field of off-line Arabic recognition. This
paper differs from previous work in that results of different
techniques presented here are illustrated by implementing
them on Arabic word/text samples. These samples were
extracted from Arabic manuscripts that can be found in the
University Library (UL) of Cambridge.
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2. ARABIC WRITING CHARACTERISTICS

The Arabic language has a very rich vocabulary. More than
200 million people speak Arabic as their native language,
and over 1 billion people use the Arabic language in several
religion-related activities. The alphabet set used to write this
language is the Arabic alphabet, (see Table 1). There are
also a number of languages that use the Arabic alphabet,
such as Persian [17], Kurdi [18] and Jawi [19].

Arabic script is written from right to left. As opposed to
starting from the left-most position of the page as for Latin,
Arabic script starts from the right-most position of the

Table 1. The Arabic alphabet set. Each character may have
up to four different shapes. The transliterated form of each
character is illustrated in the right column

page towards the left in a cursive way, even in machine-
printed form .

The Arabic alphabet consists of 28 basic letters, which
consist of strokes and dots. Ten of them have one dot, three
have two dots, two have three dots. Dots can be above; ,
below; or in the middle; of the letter. The shape
of the letter is context sensitive, depending on its location
within a word, as shown in Table 1. A letter can have up
to four different shapes: isolated, beginning connection from
the left, middle connection from the left and right, and end
connection from the right. Most of the letters can be connec-
ted from both sides, the right and the left. However, there
are six letters which can be connected from one side only;
the right. These letters are grouped in the following two
words: ‘ ’. This characteristic implies that each word
may form one or more sub-words, and each sub-word may
contain more than one letter. As an example, consider the
two word ‘ – Mohammad’ and ‘ – Arab’. While the
word ‘ ’ forms a single connected component, the word
‘ ’ forms two connected components. The reason is that
all letters in the first word can be connected from both
sides, while the letter ‘ ’ in the second word may only be
connected from the right side, which causes a discontinuity
of cursiveness.

Some Arabic letters may have a zig-zag-like stroke called
Hamza. This additional character can be on Alif ‘ ’, below
Alif, ‘ ’, on Waw ‘ ’, on a Alif-Maqsura ‘ ’, or isolated on
the line ‘ ’. Another non-basic character is Ta-Marbuta ‘ ’.
It is a special form of the letter ‘ ’, and it is always at the
end of the word. It can be connected as in ‘ ’ or isolated
as in ‘ ’.

Writing styles may be classified according to their com-
plexity into three categories:

1. Typewritten or machine-printed: this is a computer-gener-
ated style, and it is the simplest among all styles because
of the uniformity in writing a word.

2. Typeset: this is normally used to print newspapers and
books. Typeset style is generally more difficult than the
machine-printed style, because of the existence of overlaps
and ligatures, which poses a challenging problem, (see
Fig 1). Ligatures occur when two or more letters overlap
vertically and touch. By contrast, overlaps occur when
two or more letters overlap vertically without touching.
Recently, some computer-generated fonts have imitated
the typeset style in providing ligatures and overlaps.

3. Handwritten: this is assumed to be the most difficult style
because of the variations in character shape even if it is
rewritten by the same person. Handwritten style may be
further classified into: scribe, personal and decorative.
Scribe is more carefully written than the personal hand-
writing style that represents the daily usage of Arabic

Fig. 1. A sample of Arabic writing. The two word are ‘ – The

caliph’ and ‘ – Abu Bakr’.
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alphabet by individuals. Few people are able to perform
an exquisite scribe handwritten script. Scribe handwriting
is certainly different from decorative handwriting, which
is normally used for adornment purposes.

A Baseline is an important characteristic of Arabic writing.
This is a horizontal line that runs through the connected
primitives of a text. In a binary image test, the baseline is
assumed to have the maximum number of black pixels. This
assumption is no longer valid if the script is skewed, (see
Section 3.2.2). If the script is handwritten, the baseline is
not usually straight, and may only be estimated.

Arabic characters may have diacritics which are written
as strokes and can change the pronunciation and meaning
of the word. Diacritics may appear as strokes above the
character as Fat-ha in , Dhamma in , Sukun in ,
Shadda in , or Maddah in , or below the character as
Kasra in . Tanween is a form of diacritising Arabic script
but with double Fat-ha as in , double Dhamma as in ,
or double Kasra as in . These diacritics perform an
essential function in transliterating an Arabic script, as
described below. In spite of this importance, text may be
un-diacritic, and readers of Arabic are accustomed to infer-
ring the meaning from the context.

Arabic transliteration is concerned with rewriting Arabic
words in the Latin alphabet. One reason for transliteration
is that it is not always possible to render an Arabic text into
English. This is because at times there is no corresponding
equivalent for an Arabic word in English. As a result,
transliteration can serve two purposes: acting as an inter-
mediate step toward translation; and transforming the Arabic
script into Roman letters so it can be easily read by non-
Arabic readers.

To illustrate the effect of diacritics on transliteration,
consider the following word ‘ ’, which can be pronounced
as either ‘ , kuliyyt – college’, or ‘ kilyat – kidney’.
Thus, for an un-diacritic Arabic word there may be a vast
number of transliterations, whereas for the diacritic Arabic
word it is usually a one-to-one table matching process. To
remedy the problem of undiacritised words, a two-way Ara-
bic morphological system (analysis/generation) has been
developed to deal with voweled, semi-voweled, and non-
voweled Arabic text [20].

3. ARABIC TEXT RECOGNITION SYSTEM

The Arabic text recognition system can be broken down
into a number of stages: image acquisition, preprocessing,
segmentation, feature extraction and classification and recog-
nition. Figure 2 illustrates these stages according to their
order of occurrence.

The techniques described in this section are illustrated by
applying my implementation of these techniques to Arabic
manuscript samples obtained from Cambridge University
Library (UL) [21].

Fig. 2. A general diagram for the Arabic text recognition system.

3.1. Image Acquisition

This is the first step in the recognition system. The objective
is to acquire the text and transform it into a digitised raster
image. Figure 3 shows two types of character recognition
systems in terms of acquiring their input: on-line and off-
line recognition systems.

The on-line recognition system recognises the text as it
is being written [22,23]. The preferred input device is an

Fig. 3. Different text acquisition methods.
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electronic tablet with a stylus pen. The electronic tablet
captures the (x,y) co-ordinate data of pen-tip movement,
which typically has a resolution of 10 points/mm, a sampling
rate of 100 points/s, and an indication of pen-up and pen-
down [24]. The on-line recognition system has two major
advantages: the high-recognition accuracy and the interac-
tion. The first advantage is that on-line recognition captures
a character as a set of strokes, which are represented by a
series of co-ordinate points. The second advantage is that it
is very natural for the user to detect and correct unrecog-
nised characters immediately by verifying the recognition
results as they appear. On the other hand, on-line recog-
nition is limited to recognising handwritten text.

The off-line recognition system recognises the text after
it has been written or typed. The system may acquire the
text using a video camera [25–29] or a scanner [30–33].
The latter is commonly used because it is more convenient,
it introduces less noise into the imaging process, extra
features such as automatic binarisation and image enhance-
ment can be coupled with the scanning process to enhance
the resulting image text and, most importantly, it is more
relevant to the problem of recognising written script.

For document management applications the aim is to
speed-up the scanning process to maximum speed. The
scanner, here, can run at 300 dots per inch (dpi), and are
designed with a high volume document feeder and high-
throughput Small Computer System Interface (SCSI) that
can process 85 pages per minute (ppm).

Lower resolution and poor binarisation can contribute to
readability when essential features of characters are deleted
or obscured. The resulting image can also be affected by
the presence of marking or stains, or if the document has
been faxed or copied several times. The latter causes a
diminishing of contrast, the appearance of ‘salt and pepper’
noise, and the false appearance of text by becoming either
thinner or thicker than the original document.

Binarisation, or thresholding, is a conversion from a grey-
level image to a bilevel image, (see Fig 4). A bilevel image
contains all of the essential information concerning the
number, position and shape of objects while containing less
information. The simple and straightforward method is to
select a threshold value, then all pixels with a grey-level
below this threshold are classified as black, and those above
as white.

The threshold must be determined from the pixel values
found in the image, for example the use of the mean grey
level in the image as a threshold. Another method is by
using the histogram of the grey levels in the image. Given
a histogram and the percentage of black pixels desired, one
can determine the number of black pixels by multiplying
the percentage by the total number of pixels, then simply
count the pixels in histogram bins, starting at bin 0 until
the count is greater than or equal to the desired number of
black pixels. The threshold is the grey level associated with
the last bin counted. Other approaches such as: using edge
pixels, iterative selection and using entropy, can also be
applied [34–36]. In the edge pixel method, the threshold is
found by first computing the Laplacian of the input image,
then selecting those pixels with large Laplacian values. In

Fig. 4. Sample results from eight single-threshold selection methods.
(a) Original, (b) Two Peaks = 10, (c) G.L.H. = 146, (d) Entropy =
125, (e) Yager =153, (f) I.S. = 144, (g) Min. Err. = 253, (h) Mean
= 193, (i) Pun = 215.

the iterative selection method, the threshold is first calculated
as the average value. The average values of the object and
the background classes are iteratively calculated, and the
mean of these two values represents the new threshold. The
entropy method treats the image as a source of information.
Each of the entropys associated with the black pixels and
the white pixels is weighted with a calculated probability.
The threshold is found by maximising a predefined equation
based on the implemented algorithm.

3.2. Preprocessing

The OCR system depends upon both the original document
quality and the registered image quality. The preprocessing
stage attempts to compensate for poor quality originals
and/or poor quality scanning. This is achieved by reducing
both noise and data variations. All image acquisition pro-
cesses are subject to noise of some type, therefore there is
no ideal situation in which no noise is present. Noise can
neither be predicted nor measured accurately from a noisy
image. Instead, noise may be characterised by its effect on
the image. There are two defined types of noise: signal-
independent noise and signal-dependent noise. Signal-inde-
pendent noise adds a random set of grey levels, statistically
independent of the image data, to the pixels in the image.
In signal-dependent noise, the value at each point in the
image is a function of the grey level there.

3.2.1 Smoothing. This reduces the noise in an image using
mathematical morphology operations. Two operations are
mainly used, Opening and Closing. Opening opens small
gaps or spaces between touching objects in an image; this
will break narrow isthmuses and eliminate small islands. In
contrast, Closing fills small gaps in an image; this will
eliminate small holes on the contour. Both Opening and
Closing apply the same basic morphology operations,
namely, Dilation and Erosion, but in the opposite order.
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Fig. 5. Two structuring elements. The origin is surrounded by a
frame. (a) SE1, (b) SE2

Fig. 6. Results of opening and closing using structuring elements in
Fig. 5. (a) The original text image, (b) opening (a) with SE1, (c)
closing (b) with SE1, (d) opening (a) with SE2, and (e) closing (d)
with SE2.

Opening applies an erosion operation immediately followed
by a dilation operation using the same Structuring Element,
(see Fig 5). Closing applies a dilation operation immediately
followed by an erosion operation, again, using the same
structuring element.

In Dilation a small area around a pixel is set to a given
pattern. This can be mathematically represented as

A ⊕ B � {c�c � a � b, a � A, b � B} (1)

A represents the image being dilated, and B is a second set
of pixels called a structuring element.

The erosion of image A by structuring element B can be
defined as

A < B � {c�(B)c � A} (2)

It is the set of all pixels c such that the structuring element
B translated by c corresponds to a set of black pixels in A.
Figure 6 illustrates the results of opening and closing using
the two structuring elements shown in Fig. 5. A drawback
of this method is that there is no standard approach to
obtain the best structuring element to be implemented.

Another approach to reducing salt-and-pepper noise is by
applying the median filter, (see Fig. 7). This is a small
window which passes through all pixels in the image. The
pixel in the centre is replaced by the median value of all

Fig. 7. Results of removing noise from the original text image in
Fig. 6 using median filter; window size is (a) 3 � 3, (b) 5 � 5,
and (c) 7 � 7.

Fig. 8. Removal of grid lines using a notch filter. (a) original image,
(b) restored image.

the pixels in the region. The median filter is slow, requiring
not only a pass through the image of the window, but also
needing the pixels’ values in that window to find the median.
Furthermore, it may reduce the contrast of the edges and
close small gaps between different objects in the image.

At times, writing can be on a graph paper, thus scanning
the original paper will produce an image that is disturbed
by structured or periodical noise. In Fig. 8, The Fourier
Transform [35] is used to determine where the peak fre-
quencies are. The noise corresponds to one of these peaks,
and can be virtually eliminated by clearing those regions in
the frequency domain image that correspond to the noise
frequencies, and then back-transforming it into a regular
image.

Mahmoud [32] implemented a statistically based smoo-
thing algorithm to eliminate small areas and fill little holes.
The algorithm modified each pixel according to its initial
value and to the values of its 8-neighbours.

3.2.2. Skew Detection and Correction. Scanning a docu-
ment so that text lines are within about three degrees of
the true horizontal is acceptable. This is feasible if the
document is aligned manually on the object glass of the
scanner. Recent scanners are equipped with automatic feeders
which may cause the document to rotate up to 20 degrees
of the true horizontal. One of the first steps in attempting
to read this document is to estimate the orientation angle,
the skew angle, of the text lines. This process is called skew
detection, and the process of rotating the document with the
skew angle, in the opposite direction, is called skew correction.

The common, and perhaps the most efficient, approach
to estimate the skew angle is to use the Hough Transform
[36–38] (Fig 9). The Hough Transform is a method for

Fig. 9. Skew detection. (a) Document image rotated 18 degrees to
the left, (b) the Hough Transform image of (a).
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detecting straight lines in a raster image. Infinite straight
lines that pass through this pixel and satisfy the following
equation may represent each black pixel in the image:

y � mx � c (3)

where (x, y) are the co-ordinates of the pixel, m is the slope
of the line and c is the intersection of the line with the Y axis.

Another approach to estimating a skew angle is based on
using bounding boxes of Connected Components [39]. This
is a two step process. In the first step, all 8-neighbour
connected pixels are grouped as distinct components, and
the centre of gravity for each component is calculated. In
the second step, a virtual line is drawn between various
centres. The angle between this line and the horizontal
represents the skew angle. However, implementing this
approach to Arabic text image may be misled by dots and
diacritics located above and below the word characters.

3.2.3. Document Decomposition. A document image is a
visual representation of a printed page. Typically, this page
consists of blocks of text that are interspersed with tables and
figures. Methods of deriving the blocks can take advantage of
the fact that the structural elements of a document are
generally laid down in rectangular blocks aligned parallel to
the horizontal and vertical axes of the page. The document
decomposition and structural analysis task can be divided
into three phases [40]: Phase one consists of block segmen-
tation where the document is decomposed into several rec-
tangular blocks. Each block is a homogeneous entity contain-
ing one of the following: a text, an image, a diagram or a
table. Phase two consists of block classification. Each block
is assigned a label (title, regular text, picture, table, etc.)
using properties of individual blocks from phase one. Phase
three consists of a logical grouping and ordering of the
blocks. For OCR the concentration is focused on text blocks.

Work on Arabic has been limited to text documents, thus
the notation of document decomposition means the separation
of text lines and the segmentation of words and sub-words.
The classical method for identifying text lines in an Arabic
text image is to use a fixed threshold to separate the pairs
of consecutive lines [41,42]. This threshold is obtained using
the distances between various baselines of the text. The
median of different distance values is an appropriate selec-
tion.

An alternative approach [43] is to use the horizontal
projection and look for the pixel lines that have a density
of zero, then consider that every text line is situated between
two blocks of zero density pixel lines, (see Fig 10). This
method is enhanced by identifying the lines of pixels that
have the largest density in the text [44]. The upper and
lower parts are then analysed with respect to these lines.

The next phase is to segment a text line into words
and sub-words. Words and sub-words are determined by
inspecting the vertical projection. An average threshold value
computed from all vertical gaps is used to determine whether
a spacing is an inter-word spacing or an intra-word spacing
[41,42,45], as shown in Fig. 10.

Another attempt at decomposing the Arabic script into
words is based on the connected components of that script,

Fig. 10. Document decomposition. (a) Original document image, (b)
the horizontal projection, (c) the vertical projection of each text
line, and (d) the document image after segmenting it into words.

as shown in Fig. 11. This method can solve the difficulty
of segmenting handwritten script, where a clear cut between
two consecutive text line may be not possible to find.
Abuhaiba et al [46] automated the process of combining
secondary strokes with appropriate main strokes. This pro-
cess depends on finding a perfect bipartite graph with mini-
mum cost, and it is known as the assignment problem.

3.2.4. Slant Normalisation. This problem may be clearly
seen in handwritten words, although machine-printed words
with italic fonts suffer from the same problem. Kim and
Govindaraju [47,48] proposed an algorithm to correct slant
angle in which vertical and near vertical lines are extracted
by tracing chain code components using a pair of one
dimensional filters, each being a five element array of differ-
ent weights. A convolution operation between the filter and
five consecutive components was applied by sliding the filter
one component at each iteration.

3.2.5. Thinning and Skeletonisation. These are the oper-
ations that produce the skeleton. A skeleton is presumed to
represent the shape of the object in a relatively small number
of pixels, all of which are structural and have semi-equal
distance from two or more contour points.

Thinning algorithms may be classified into parallel and
sequential. The parallel algorithms [49,50] operate on all
pixels simultaneously. In contrast, the sequential algorithms
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Fig. 11. Document connected components.

[51,52] examine pixels and transform them, depending on
the preceding processed results. The approach in both cases
is to remove the boundary pixels of the character that are
neither essential for preserving the connectivity of the pat-
tern, nor for representing any significant geometrical feature
of the pattern. The process converges when the connected
skeleton does not change or vanish, even if the iteration
continues. The literature contains many thinning algorithms
most of which are susceptible to noise in that the generated
skeletons are sensitive to even small variations in the input
pattern [35,36,53–55].

Most of the existing thinning algorithms operate by iterat-
ively stripping contour pixels. The main problem associated
with this approach is that the computation speed is very
low, due to its layer-to-layer stripping nature. An alternative
is to implement a vectorisation-based algorithm [56] which
operates directly on the run length encoding of a binary
image. Mahmoud et al [30] proposed a new algorithm for
skeletonisation of isolated Arabic characters that was based
on clustering the character image. The skeleton was then
generated after finding the adjacent matrix of different clus-
ters. Finally, they refined the skeleton by removing insignifi-
cant vertices. Altuwaijri and Bayoumi [57] implemented a
self-organising neural network to cluster the Arabic character.
Plotting the cluster centres and connecting adjacent clusters
generated a straight-line sequence, which formed the skel-
eton.

Another alternative is driven by Euclidean distance map-
ping [58], which guarantees the invariance under isometric
transformation of the results. The computational complexity
of these algorithms has been considerably reduced with
respect to other thinning algorithms. Moreover, the results
generated by these algorithms are better than those generated
by traditional thinning algorithms. However, these algorithms
were only applied to Latin script.

Figure 12 shows the implementations of two different
thinning algorithms. While the first algorithm preserved the
inner tooth of in the word , the second algorithm
failed to do the same. In contrast, while the first algorithm
generated a surprising branch for in the word , the
second algorithm managed to produce the correct skeleton
in spite of the varying stroke width. The algorithm results
may even vary when implemented to different fonts. Con-
sider the skeletons shown in Figs 12(b) and 12(e); while the
algorithm managed to separate the two dots of in , it
failed to do the same when processed the word . This
is due to different font styles.

Fig. 12. Sample results of a number of thinning algorithms.

3.3. Segmentation

By now the document image has been enhanced, decom-
posed into blocks and text lines. In addition, words and
sub-words have been extracted from text blocks. At this
stage, the system focuses on how it prepares the words
and/or the sub-words for the feature extraction. As men-
tioned previously, cursiveness is the main obstacle facing
any Arabic text recognition system whether it is on- or
off-line.

Segmenting on-line Arabic handwriting is much simpler
than segmenting off-line machine-printed Arabic words [59–
64]. This simplicity motivated the work carried out in
developing an algorithm to restore the temporal information
in off-line Arabic handwriting, so that on-line recognition
systems may be used [65].

Arabic text recognition systems can be categorised, relative
to their approach in tackling word segmentation, into seg-
mentation-based systems and segmentation-free systems.

3.3.1. Segmentation-based Systems. These can be divided
into four categories:

1. Isolated/pre-segmented characters: researchers here recog-
nise numerals [66,67], isolated characters [68,69], or
assume that these characters result from a reliable segmen-
tation algorithm [70,63,71,32]. These systems are not
practical, except if we consider mathematical formulas or
the indexing of diagrams.

2. Segmenting a word into characters: this is the first approach
used for segmentation [72–74]. The system attempts to
segment a word into its characters, then recognise each
character separately. The reason behind the emergence of
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this approach is the simplicity of the recognition after-
wards, since the cursiveness obstacle is not present and
the problem is now similar to Latin OCR.

Some research [31,42,74] has proposed segmentation
algorithms that are based on the vertical projection of
the word image. The connectivity points show the least
sum of the average summation over all columns. This
results in a number of segments which are then connected
together to form the basic shape of the character, (see
Fig. 13).

Another technique uses a two level segmentation
scheme [75]. After segmenting a word into its characters
using horizontal and vertical projections, a lower level of
segmentation is applied to isolate the dots and zigzag-
like shapes.

In Yarman-Vural and Atici [33], the segmentation stage
partitions a sub-word into its character segments. The
algorithm is based on extracting a subset of key feature
segments in the sub-word, and identifying cut points in
each segment. The subset of the key feature segments is
obtained by tracing the contour in the clockwise direction.
Dots and diacritics are not considered during segmen-
tation. This type of segmentation is a cause of recognition
errors, and hence a low recognition rate.

3. Segmenting a word into primitives: this segments a sub-
word or connected component into symbols where each
symbol may represent a character, a ligature, or possibly
a fraction of a character, (see Fig. 14). Abdelazim and
Hashish [76] calculated the vertical projection for each
column, then obtained significant primitives by traversing
the resulting curve with a selected threshold value.

The baseline represents an important feature for Arabic
writing. Parhami and Taraghi [17] identified a sequence
of connection points on the baseline of Farsi script, which
uses the Arabic alphabet. The connection point is where
the baseline changes from/to its normal thickness. The
alphabet was then divided into three major groups,
accordingly. This method may not be efficient when
applied to handwritten script, where stroke size varies
relative to the pen pressure on the page. Tolba and

Fig. 13. Segmenting a word into its characters. (a) Original, (b)
Horiz. projec., (c) Vertical projec., (d) Segmented word.

Fig. 14. Segmenting a word into primitives. (a) Original, (b) Horiz.
projec., (c) Vertical projec., (d) Segmented word.

Shaddad [77] also utilised the baseline. They slid a win-
dow along the direction of writing, and at each instant
a segmentation parameter was calculated to match the
content of the window with a predefined set of primitives.
If the segmentation was less than a certain threshold, the
region was marked as a ‘Silence Region’.

Motawa et al [78] applied morphological operations,
opening and closing, to a word image to allocate singular-
ities and regularities. Singularities represent the start, the
end, or the transition to another character. Regularities
contain the information required for connecting a charac-
ter to its successor. Accordingly, these regularities are
excellent candidates for segmentation.

Some researchers extracted the dots and the diacritics
in advance. The connected components were then seg-
mented into meta character glyphs [79], principal strokes
[29], or character segments [33,80].

The set of boundary pixels or the contour includes
important information of an object which can be seg-
mented into primitives [81], (see Fig. 15). This may be
done by finding points on the contour where there is a
transition from a column, which has all its black pixels
within the baseline boundaries, to another column, which
does not [82]. Another approach is completely based on
tracing the outer contour [14,83] of a given word, and
calculating the distance between the extreme points of
the intersection of the contour with a vertical line.

Kavianifar and Amin [84] divided the contour into
three classes: main body or stroke, complementary charac-
ter, and noise. They set two thresholds to help find the
equivalent contour class based on the contour length.

A skeleton is a compact representation of a word
image. It can be traced in the same way that Arabic

Fig. 15. Segmenting the contour of a word. (a) Original, (b) The
contour, (c) Segmented contour.
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writing is taught to segment the word into a stroke
sequence [25,85], structural features such as loops and
branches [86], or principal and secondary strokes [29].
Alternatively, a character skeleton can be converted to a
tree structure, and each character is then represented by
a single fuzzy constrained character graph model [87].

Al-Muallim and Yamagushi [25] segmented a word
into strokes. The extraction of a stroke was made by
finding out its start point, and then following the curve
to a point which was inferred to be the stroke endpoint.

Khorsheed and Clocksin [88,89] decomposed the word
skeleton into a sequence of links in orthographic order.
Each link commences and terminates with a feature point.
A feature point is a black pixel in the skeleton which
has a number of transitions from the foreground to the
background within its 8-neighbour pixels equals one,
three or four, and that pixel is referred to as an End
point, Branch point or Cross point, respectively.

4. Integration of recognition and segmentation: this claims
that the procedure resembles, to a great extent, the human
recognition process. The segmentation here is performed
after recognition. The approach is to scan the word
starting from the far right, and at each step either cluster
a column to one of the codebook entries [90] or calculate
accumulative moment invariants [91]. The system is not
always able to recognise all characters, which implied that
all succeeding characters in that sub-word would not be
processed. To remedy this drawback, El-Dabi et al [92]
developed a backup scanning algorithm that was triggered
when such a blockage happened.

The previous approach may produce a long segment
sequence. Mosfeq [93] presented a segmentation algor-
ithm as a centring operaton involving a focus of attention.
A character was correctly segmented if it appeared in the
centre of a large window, regardless of what else appeared
in that window.

3.3.2. Segmentation-free Systems. This scheme of text rec-
ognition is motivated by discoveries in psychological studies
of the human reading process [94]. It attempts to recognise
the whole representation of a word without trying to segment
and recognise characters or primitives individually. This
approach was originally introduced for speech recognition
[95].

One approach of the word level Arabic recognition was
to analyse the word shape with a unique vector of features,
then this feature vector might be matched against a database
of analogous feature vectors [96], or represented in
attribute/value form to an inductive learning system [97].

Another approach implemented the morphological Hit-
or-Miss Transform [98], which was based on marking the
location at which a structuring element fits within a pixel set
corresponding to a shape of interest and another structuring
element lies outside the pixel set. Shape primitives located
on the whole page were then combined into characters [99].

A third approach was based on choosing a text line as
the major unit for training and recognition [100–102]. When
a page was decomposed into text lines, the horizontal pos-
ition along each line was selected as an independent variable.

Hence, a text line was scanned from right-to-left, and at
each horizontal position a set of features was extracted from
a narrow vertical strip. The system was based on hidden
Markov models, where each character was represented by a
separate model. The output was a sequence of characters
that had the highest likelihood.

A new technique for recognising typewritten and hand-
written Arabic cursive words has also been presented
[103,104]. The technique treated the word as a whole. Each
word was represented by a set of Fourier coefficients
extracted from the word image.

3.4. Feature Extraction

A feature is a measurement made on a glyph, and combining
it into a vector is a simple way of collating multiple measure-
ments. Ideally, the features extracted from an image capture
the essential characteristics of the character or the word by
filtering out all attributes which make a character/word in
one font different from the same character/word in another.
At the same time, they preserve the properties that make
one character/word different from another character/word.
Feature types can be categorised as follows.

3.4.1. Structural Features. Structural features are the most
popular features investigated by researchers [1]. Structural
features describe geometrical and topological characteristics
of a pattern by representing its global and local properties
[35,36,105].

The extracted structural features depend on the category
of the pattern to be classified. For Arabic character, word
and text recognition, the features include strokes and bays
in various directions, endpoints, intersection of line seg-
ments, loops, stroke positions relative to the baseline, dots
and their positions relative to the baseline, and zigzag
[66,85,89,97,106].

Feature space can be divided into more than one inde-
pendent division, and the extracted features can be different
in each division [33]. Sometimes, based on the preliminary
features, a character/word image may be assigned to a certain
group where further feature extraction is carried out
[25,86,107].

Structural features can tolerate distortion and variations
in writing (multifonts and handwriting), however, they are
not easy to extract. A combination of several structural
features could enhance the overall recognition rate [88,89].

At times, it is very important to locate pixels with certain
properties on the skeleton of a word to act as delimiters
helping extracting strokes [69,85]. Alternatively, the word
image may be scanned vertically, column by column, in
order to produce a structural feature vector for each col-
umn [80].

3.4.2. Statistical Features. Statistical features are derived
from the statistical distribution of pixels and describe the
characteristic measurements of a pattern. These include zon-
ing [102,108], which features the density distribution of
character pixels, characteristic loci [90], which counts the
one and the zero segments and the length of each segment,
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the ratio of pixel distribution between two parts of the
image [44,109,110] and moments [28,45,91,111].

The text line was partitioned by some researchers
[100,101,102] into a sequence of narrow vertical overlapping
frames, with a width that was a small fraction of the height
of the line. Each frame was divided into 20 equal overlapping
cells. Features extracted from each cell were: the intensity
of a cell, the vertical and horizontal derivative of intensity,
and the local slope and correlation across a window of two
cells. The frame could have a one-pixel width, as in Abdela-
zim et al [90]. The system extracted a feature vector from
each column of pixels in the word image, where each feature
represented the length of black/white pixel run.

Moment invariants refer to certain functions of moments
[53], which are invariant to geometric transformations such
as translation, scaling and rotation [35,112]. Moment
invariants are sensitive to any change and multi-font recog-
nition. To remedy this, Al-Khatib et al [81] integrated
three feature extraction methods: moment invariants, border
transitions and perimeter-area ratio.

Generally speaking, statistical features are easy to extract;
nonetheless, they may be misleading, due to a fraction of
noise brought forth haphazardly according to the binaris-
ation process.

3.4.3. Global Transformation. Global transformation tech-
niques transform the pixel representation to a more compact
form. This reduces the dimensionality of the feature vector,
and provides feature invariants to global deformation like
translation, dilation and rotation. Zaki et al [113] used the
projection transform to convert a character image of order
M � N into a projection vector of order M�N. Amin et
al [31,41] implemented projection transform to represent
the character image as a string of primitives.

Fourier Descriptors (FDs) [114] were successfully
implemented for Arabic OCR [32,83]. FDs use the co-
ordinates of the contour pixels, so the character’s closed
boundary can be represented by a periodic function. Mah-
moud [32] integrated another global transformation tech-
nique with FDs, which is the boundary line encoding tech-
nique. This technique is based on tracing the contour of
the character to generate directions, direction lengths and
curvature features.

Another implementation transformed each word into a
normalised polar image, then applied the two-dimensional
Fourier transform to the polar image. The resulting spectrum
tolerated variations in size, rotation or displacement. Each
word was represented by a template that includes a set of
Fourier coefficients. The recognition of input word, wether
typewritten [115] or handwritten [103], was based on the
normalised Euclidean distance from those templates.

Other researchers applied a chain-code transformation.
This represents the boundary pixels of the character using
Freeman code [116]. Starting from an initial pixel, a
sequence of codes tracing the directions of consecutive pixels.
Features extracted from the Freeman code may be described
as directional vectors [42,32], and they may be combined
with other features [73].

3.5. Classification and Recognition

A major task after feature extraction is to classify the object
into one of several categories. There are a number of various
classification techniques applied in text recognition.

3.5.1. Minimum Distance Classifier. Given K different
classes, where each class is characterised by a feature vector
prototype, the problem is to assign an input feature vector
to one of these classes according to a predefined discriminant
function. The features can be geometrical [17], statistical
[32,92] or structural [73].

Abuhaiba and Mahmoud [70] designed a set of fuzzy
constrained character graph models, then an input character,
which has been converted into a tree structure, was assigned
to the character model which had the maximum degree of
acceptance. This process can be repeated on more than one
level [107], where a character was first assigned to the
nearest group among the 96 native groups. The character
was then recognised as one of the characters in the native
group, based on the minimum distance between the input
character and the template character. The common distance
measure is the Euclidean distance [34], but Hamming dis-
tance and Ascher et al scores were also applied to recognise
Arabic characters [117]. The K-means clustering algorithm
[95] was implemented successfully in Arabic OCR for one-
dimensional [113] and two-dimensional [76] feature vectors.

3.5.2. Decision Tree Classifier. This classifier splits the N-
dimensional feature space into unique regions by means of
a sequential method. The algorithm is such that every class
need not be tested to arrive at a decision. This becomes
advantageous when the number of classes is very large
[28,31,42,74], where the dictionary was composed of a tree
and the nodes were labelled with character names. Each
node of the dictionary was associated with a Boolean variable
indicating if the path joining the root to the terminal node
corresponded effectively to an existing word. If during the
ongoing sequential identification process several models are
candidates, then the last mentioned attribute is calculated
to make the final decision [86]. As in the previous category,
classification here can be a two-step process [25,29,63,85].
In the first step, an input character is assigned to one of
the main groups according to some syntactic rules. Then,
and relative to a more detailed feature vector, the input
character is matched with one of the group members.

Abdelazim and Hashish [76] implemented a template cor-
relation matching and a tree classifier to discriminate among
primitives in the same cluster group. The recognition process
of an unknown pattern was propagated sequentially by fol-
lowing a path through the decision tree from the root node
to the leaf node. The leaf node was either labelled with an
identified primitive or could be a reject node. It was found
that the tree method was faster than a template matching
against idealised reference patterns.

Amin [97] used the C4.5 learning algorithm to create
decision trees to represent classification rules. A node in a
tree represented a test on a particular attribute, thus when
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an object reached a leaf node, it was classified according to
the name of that leaf node.

3.5.3. Statistical Classifier. This classifier assumes that dif-
ferent classes and the feature vector have an underlying joint
probability. One approach is to use the Bayes classifier [75].
The Bayes classifier minimises the total average loss in
assigning an unknown pattern to one of the possible classes.
The probability density function can be cumulative [109],
therefore at the end, the assignment is to that class with
majority samples.

Al-Badr and Haralick [99,118] implemented a three-step
recognition process: first they found instances of a set of
shape primitives on a text image; then they took the detected
primitives of a word and hypothesised a number of alterna-
tive strings as the recognition of the word. The choice would
be on the one with the maximum a posteriori probability.
Finally, the probability of a match was computed between
the symbol model and the word image.

Hidden Markov Models are statistical models which have
been found extremely efficient for a wide spectrum of appli-
cations, especially speech processing [119,120]. This success
has motivated researchers to implement HMMs in character
recognition. Abdelazim and Hashish [66] first applied HMMs
to recognise Hindu numerals; ‘ ’. Each numeral
was represented with a separate HMM. The observation
sequence was passed to all the ten models, and assigned to
the numeral with the highest model probability of the obser-
vation sequence P(O��).

Recently, HMMs have been also implemented to recognise
Arabic text. In Allam [82], the contour of the word image
was segmented after baseline estimation. This resulted in a
sequence of labels, the latter of which was classified by
finding the HMM that gave the highest probability. To
reduce the computation time and enhance the recognition
rate, a segment was not compared to the whole set of
models, but compared to a selected group according to the
position of that segment within the word. Other ongoing
research is by Makhoul et al [100,101,102]. Their system
depends upon the estimation of character models, a lexicon,
and grammar from training samples. The training phase
takes scanned lines of text coupled with the ground truth,
the text equivalent of the text image, as input. Then, each
line is divided into narrow overlapping vertical windows
from which feature vectors are extracted. The character
modelling component takes the feature vectors and the
corresponding ground truth and estimates the character
models. The recognition phase follows the same step to
extract the feature vectors, which are used with different
knowledge sources estimated in the training phase to find
the character sequence with the highest likelihood P(O��).

In Khorsheed and Clocksin [88,89], a single HMM was
built for all words in the lexicon. Each word was represented
by one path through the model. The model was composed
of multiple character models each represented a letter in the
alphabet. The observation sequence of the input word was
thrown to the HMM, and the Viterbi algorithm was applied
to issue an order list of the system output paths. The same
approach was implemented to recognise handwritten cursive

Arabic words [21]. This time the system was lexicon-free.
The training of each character model was performed separ-
ately using Baum–Welch method [121].

3.5.4. Neural Network Classifier. OCR is one of the most
successful applications that has been proposed for neural
networks. A Neural Network (NN) [122] is a non-linear
system which may be characterised according to a particular
network topology. This topology is decided by the character-
istics of the neurons and the learning methodology. There
are three main advantages behind implementing NNs in
OCR: NNs have faster development times; they have an
ability to automatically take into account the peculiarities of
different writing/printing styles; and they can be run on
parallel processors. On the other hand, introducing a new
shape to the NN requires that the network be retrained, or
even worse, that the network be trained to a different
architecture. Intensive work can be found on the subject of
Arabic OCR using neural networks [79,110,111,123,124].
NNs can simply cluster the feature vectors in the feature
space [69,111,125], or they can integrate feature extraction
and classification stages by classifying characters directly from
images [93,123,126]. NNs were also applied to recognise
Arabic words on-line [127].

Generally speaking, the common architecture of NNs used
in Arabic OCR is a network with three layers: input, hidden
and output. The number of nodes in the input layer varies
according to the dimensionality of the feature vector or the
segment image size. The number of nodes in the hidden
layer govern the variance of samples that can be correctly
recognised by this NN [67,81].

In Sanossian [111], two different NN architectures were
employed: architecture one was a network of 13 input nodes,
20 hidden nodes and 28 output nodes; in architecture two,
the letters were divided into six groups according to their
similarities, e.g. all fall in one group. The
problem was solved in two stages. In stage one, the letter
was classified into one of the six groups using a single NN
with 13 input nodes and six output nodes. In stage two,
the letter was classified by one of six different NNs, giving
one network per group.

4. ARABIC OCR SOFTWARE

Currently, there are four different software packages for
recognising Arabic script. These packages are: TextPert 3.7
Arabic produced by CTA; ICRA 4.0 produced by Arab
Scientific Software & Engineering Technologies; OmniPage
produced by Caere Corporation; and Al-Qari’ al-Ali 2.0
produced by the alAlamiah Software Company. All these
packages are only used for recognising typeset and typewrit-
ten Arabic script. A number of critical evaluations for these
packages can be either obtained from the Internet [128–
132], or found on the proceedings of ICEMCO’96 [133,134].
Here they are recounted briefly:

1. TextPert: this runs on the Macintosh Arabic system, and
it is easy to use. However, training new fonts is not
possible. The recognition rate was approaching acceptable
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standards when the program was tested on very good
simple texts, but it virtually recognised nothing with more
complicated fonts [128,130]. As a consequence, until the
training feature is introduced to the software, its usage
will be limited to those who only want to scan certain
kinds of computer-generated documents.

2. ICRA: this runs under Microsoft Windows Arabic, and
every typeface needs to be learned. The training process
takes about one hour for each typeface. An experiment
training this software with a number of Arabic magazines
[129] showed that using these texts in their ordinary size
gave disappointing results. Enlarging the text about 20%
improved the recognition rate, which ranged between
90% and 99.7%.

3. OmniPage: this runs under standard Arabic Windows
3.1 and Arabic Windows for Workgroups 3.11, without
customising. It integrates with standard Arabic word pro-
cessors, including Microsoft Word, Microsoft Write and
Accent. OmniPage does not require any training of fonts
[131]. This is not essentially an advantage, since the
program commits the same systematic error repeatedly
without being able to learn from its failure.

4. Al-Qari’ al-Ali: this program was first developed by Dr
Rezvan of the Russian Academy of Science at the begin-
ning of the 1990s [133]. It is a segmentation-based system
which combines vector and bitmap analysis. The program
is delivered with a standard set of modern computer
fonts which can be recognised automatically. The main
problem with this program is the considerable amount
of time it takes to train for new fonts, especially typeset
fonts with many ligatures. Versions 1.0 and 1.1 of this
program run on al-Nawafidh al-Arabiya, which is an
equivalent environment to Microsoft Windows but in
Arabic, and version 2.0 runs under Microsoft Arabic Win-
dows.

5. CONCLUSION

This paper has reviewed the previous work done in the field
of Arabic text recognition. After discussing the characteristics
of Arabic writing that influence the process of recognition,
a general model for an Arabic text recognition system has
been presented. This model was divided into five stages:
image acquisition, preprocessing, segmentation, feature
extraction, classification and recognition. Research methods
at each stage were discussed and analysed using my
implementation of various techniques to Arabic samples
extracted from different sources.

The performance of four Arabic OCRs has been briefly
reviewed. Although researchers has suggested various high-
quality techniques to recognise multi-typewritten and uncon-
strained handwritten fonts, commercial Arabic OCR systems
suffer from the lack of these two features. One reason behind
this is that researchers do not implement the proposed
techniques into real working environments. Researchers
blame this on the absence of an Arabic text database, which
can be used for evaluation purposes.

The various constraints imposed by OCR systems are not
limited to Arabic. In English, OCRs impose that individual
characters must not touch each other, text must be clearly
printed, and the machine must be trained with any new font.
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