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Abstract
As an extension to the standard symmetric latent Dirichlet allocation topic model, we implement asymmetric Beta-Liouville 
as a conjugate prior to the multinomial and therefore propose the maximum a posteriori for latent Beta-Liouville allocation 
as an alternative to maximum likelihood estimator for models such as probabilistic latent semantic indexing, unigrams, and 
mixture of unigrams. Since most Bayesian posteriors, for complex models, are intractable in general, we propose a point 
estimate (the mode) that offers a much tractable solution. The maximum a posteriori hypotheses using point estimates are 
much easier than full Bayesian analysis that integrates over the entire parameter space. We show that the proposed maximum 
a posteriori reduces the three-level hierarchical latent Beta-Liouville allocation to two-level topic mixture as we marginal-
ize out the latent variables. In each document, the maximum a posteriori provides a soft assignment and constructs dense 
expectation–maximization probabilities over each word (responsibilities) for accurate estimates. For simplicity, we present 
a stochastic at word-level online expectation–maximization algorithm as an optimization method for maximum a posteriori 
latent Beta-Liouville allocation estimation whose unnormalized reparameterization is equivalent to a stochastic collapsed 
variational Bayes. This implicit connection between the collapsed space and expectation–maximization-based maximum 
a posteriori latent Beta-Liouville allocation shows its flexibility and helps in providing alternative to model selection. We 
characterize efficiency in the proposed approach for its ability to simultaneously stream both large-scale data and parameters 
seamlessly. The performance of the model using predictive perplexities as evaluation method shows the robustness of the 
proposed technique with text document datasets.

Keywords  Topic model · Maximum a posteriori · Beta-Liouville · Conjugate prior · Expectation–maximization · Stochastic 
optimization · Parameter streaming · Text modeling

1  Introduction

In topic modeling literature, the classical maximum like-
lihood (ML) estimator has been applied to several classic 
topic models including PLSA (probabilistic latent semantic 
analysis), unigrams, and mixture of unigrams. Because of 
its frequentist nature, it is very limited in predictive mod-
eling as it does not consider prior information. Reduced to 
multinomial distributions with no prior information, these 

classic topic models fundamentally carry the limitations of 
multinomials: using only frequencies as ways to represent 
probabilities often leads to poor estimates. In a highly sparse 
dataset, without any smoothing, frequencies are more likely 
to assign zero probability for unseen or rare events. Moreo-
ver, and very often, multinomials do not capture efficiently 
the words burstiness because of the lack of priors [1–3]. The 
integration of prior information has become fundamental for 
the flexibility of topic models such as latent Dirichlet alloca-
tion (LDA) over classical frequentist approaches. In other 
words, the limitations of classic frequentist models led to 
the emergence of the LDA and its variants. LDA is a latent 
generative probabilistic graphical model that assumes that 
words are generated from a mixture of topics [4]. The top-
ics are themselves distributions over the vocabulary words. 
The topic proportions vary from one document to the other 
and exhibit how documents are organized, summarized 
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according to the global topics. LDA allows documents to 
exhibit multiple topics. The success of the LDA model has 
reinforced its use in a wide variety of applications mainly 
in text document analysis [5–7] and computer vision [8, 9]. 
Compared to LDA, in a unigram model, words in a docu-
ment are drawn from a single multinomial distribution (the 
word simplex). The mixture of unigrams is an augmented 
version of the unigram model with a discrete topic (latent) 
variable. With the mixture of unigrams, a document is now 
generated from only a single topic [10]. The PLSA is almost 
similar to LDA topic model but with no prior information 
[11]. It is a relaxation of the mixture of unigrams assumption 
as it allows a document to exhibit multiple topics. As pre-
sented earlier, the lack of priors in PLSA makes the model 
unfit for prediction and often suffers from overfitting prob-
lems. The LDA topic model provides a solution to the proba-
bilistic latent semantic indexing (PLSI) or PLSA, unigram, 
and mixture of unigrams by including prior information as 
it treats topic proportions as random variables.

Since LDA and its current variants rely extensively on 
prior information, it is natural to perform parameter estima-
tion where the logarithm of the priors offers a possibility to 
act as a regularizer of ML estimates. This ultimately intro-
duces the flexibility of the maximum a posteriori (MAP) 
framework. The MAP estimates are point estimates, whereas 
full Bayesian analysis often characterizes the posterior mean 
instead of a single estimate (mode) [12–14]. However, 
point estimates are often preferred because posterior means 
require computationally expensive methods and often lead to 
intractable solutions. The MAP framework models directly 
the posterior distribution of the parameters. Due to its prior 
information, the MAP is robust to outliers. In topic mod-
eling, these advantages could present a possible MAP tech-
nique with standard expectation-maximization (EM) algo-
rithm in online fashion as alternatives to complex methods 
such as variational Bayes (VB) [10, 15], MCMC (Markov 
chain Monte Carlo) using CGS (collapsed Gibbs sampling) 
[16], and EP (expectation propagation) [17]. Although the 
MAP is not invariant to reparameterization as it requires 
the Jacobian information to relocate the mode, we can use 
unnormalized reparameterization to simply seek for equiva-
lent models that could help in characterizing efficiently its 
online framework [11, 18, 19]. We can also observe from 
the literature that online LDA topic models such as stochas-
tic collapsed variational Bayes (SCVB) [18], online CGS 
(OGS) [20, 21], SVB (stochastic variational Bayes) [22, 23], 
online VB (OVB) [23], generally implement stochastic opti-
mizations [24] from batch LDA models (VB [10, 15], col-
lapsed variational Bayes (CVB) [25] and CGS [12, 26, 27]). 
Furthermore, as these models only focus on large-scale data 
processing while ignoring parameter streaming, the work 
in [19] recently implemented an online LDA topic called 
fast online EM that accommodates parameter streaming to 

large-scale data modeling. Modeling dependency between 
hidden variables has been ignored in standard variational 
Bayes that assumes that joint variational distributions vari-
ables are all independent from each other. In addition, relax-
ing the mean-field assumption can become extremely chal-
lenging in the latent update equations when using empirical 
Bayes framework (the log marginal distribution) to set the 
lower bound as shown in [25] with its symmetric LDA.

The first critics to all these methods always point to the 
use of Dirichlet (Dir) prior in LDA for inference. LDA 
assumes that its topic components are all independent 
when using the Dir prior. Furthermore, one of the limita-
tions within the multinomial assumption is that often the 
poor estimates are results of the fact that events are sup-
posed independent, which is not always the case [28–30]. 
By choosing flexible priors instead, we could characterize 
efficiently dependency between events which are translated 
into dependency between documents and topic compo-
nents (topic proportions). LDA is not the right model when 
it comes to characterizing dependency since it system-
atically prohibits such interpretation because documents 
simply cannot be dependent under the LDA topic model. 
As suggested in [4] using Dir leads to an unrealistic way 
to explore unstructured collections of documents because 
in real life scenario, there is always a high probability of 
existence of a topic correlation setting in a large collec-
tion. This drawback in LDA promoted the use of logistic 
normal distribution as an alternative to the Dirichlet prior 
in topic correlation [31–38]. Another major problem and 
setback in finite mixture topic modeling is the lack of 
effective model selection criteria [4, 10, 19, 39–41] espe-
cially with LDA which relies on cross-validation solutions. 
For large-scale applications cross-validation methods are 
not efficient. Since LDA is too restrictive due to the Dir 
distribution while non-conjugate priors such as logistic 
normal distributions often led to very complex determinis-
tic (VB, CVB, and EP) and MCMC using CGS inferences, 
we propose a very simple algorithm that performs a MAP 
estimate on the latent BL allocation (LBLA) where the 
conjugate prior to the multinomial is the asymmetric Beta-
Liouville (BL) prior. The flexibility of the prior allows 
us to model dependency between documents. Indeed, the 
BL offers a more general covariance structure than the 
Dirichlet as well as more degrees of freedom as deeply 
discussed in [42–47]. In attempt to induce dependence, 
the CVB marginalizes out the parameters, while leav-
ing the latent variables; on the other hand, the proposed 
maximum a posteriori latent Beta-Liouville allocation 
(MAP-LBLA) integrates out the latent variables instead 
and even reduces the three-level hierarchical LBLA topic 
model to just two levels. This ultimately simplifies com-
putation. We proposed a stochastic at word-level online 
EM algorithm for MAP-LBLA as an alternative to online 



Pattern Analysis and Applications (2024) 27:20	 Page 3 of 21  20

LDA in [19] to which we provide a refined model selec-
tion including data and parameter streaming for fast 
inference. Our model outperforms the LDA-based topic 
models and shows the robustness of the scheme in produc-
ing very accurate predictive distributions and perplexi-
ties. In our method, because implementing a word-level 
processing, documents parameters and topics are global 
parameters. This is in contrast to the standard stochas-
tic VB (SVB) approach that supports a document-level 
processing where the only global parameter is the topic. 
We show that our stochastic algorithm using online EM 
has connections within the collapsed variational Bayesian 
inferences through unnormalized reparameterization of the 
MAP [11, 18]. Under this reparameterization it is clear 
that our technique could follow a minibatch of size one 
as we will show later in the coming sections. This allows 
the model to manage the vocabulary size easily. As we 
implement a stochastic method that favors small samples 
at a time in a document, the MAP can effectively regular-
ize maximum likelihood estimator (MLE) estimates and 
performs better than frequentist estimators. To each word 
accessed, the E-step provides a sample (EM responsibil-
ity vector) from the posterior distribution; but no longer 
stores it within our stochastic method as in the batch EM. 
All these flexibilities make our approach more robust and 
accurate over extremely fast methods that could escape 
many critical steps (during processing) that are required 
for a good modeling. We finally demonstrated that our 
model while using unnormalized update equations is flex-
ible due to the asymmetric BL prior that generalizes the 
Dir distribution. The main contributions of our proposed 
parametric topic model are:

•	 We provide alternative to the MAP-LDA and its variants 
including stochastic and online versions. We selected 
the BL prior to estimate very heterogeneous topics that 
enhance predictive models and perplexities.

•	 The simplicity of inference with the standard EM algo-
rithm over complex methods such as variationals and 
EP including MCMC methods such as CGS and CVB 
allows to model dependence in exact manner which leads 
to much accurate parameters estimates.

•	 We successfully provide a solution (alternative) to model 
selection problem within finite mixture topic model set-
ting, which is a very challenging concept due to the lack 
of criteria for model selection in topic modeling in gen-
eral as our model stochastically favors small samples 
which are regularized by the prior information within 
the proposed MAP framework: our approach uses its 
equivalent models to efficiently propose model selection

The paper is organized as follows: Section 2 presents the 
related work and background, while Sect. 3 introduces the 

proposed online EM-based MAP-LBLA approach. Section 4 
illustrates the experimental results, and finally, Sect. 5 pro-
vides future work and conclusion.

2 � Related work and background

LDA is a generative probabilistic graphical model that 
summarizes documents (texts, images) as mixtures over 
topics. Topics are distributions over vocabulary words 
[15]. Under its generative process, LDA assumes that 
a word is generated from a mixture of topics [4]. Many 
inferences support the LDA architecture and make it the 
most recognized topic model in the literature. The main 
inferences include VB and CVB which describe the vari-
ational approaches while GS (Gibbs sampling) and CGS 
(collapsed GS) which are MCMC methods [25]. The CVB 
and CGS are based on collapsed representation where 
the parameters are marginalized out: CVB is variational 
method in the collapsed space; therefore, a deterministic 
approach where CGS is an MCMC method or stochastic in 
the collapsed space. The CGS provides a hard assignment 
technique, while CVB favors a soft clustering method 
resulting in a K-dimensional variational distribution being 
associated with each word or token [12]. One of the advan-
tages of the collapsed representation was to characterize a 
dependence structure in topic modeling as a way of relax-
ing the independency assumption in mean-field variational 
methods. It also provides a better lower bound to the log 
marginal likelihood for accurate predictive distributions 
showing parameters estimated in exact way [25]. The VB 
and GS are inferences in uncollapsed spaces. The work 
in [48] has constructed a partially collapsed space where 
documents proportions are marginalized out leaving the 
latent variables and the topics. The majority of these batch 
inferences have been extended for online processing lead-
ing to OVB [23], SCVB [18], OGS [20, 21], SVB [22, 
23], etc. For a direct modeling of the parameters, the MAP 
marginalizes out the latent variables and optimizes an EM 
lower bound on the posterior distribution of the parameters 
in M-step. The E-step follows a stochastic expectation that 
computes unnormalized expected sufficient statistics (for 
exponential family distributions) also called EM statis-
tics [18]. In latent topic models, we can observe that the 
MAP integrates out the latent variables while the CVB 
inference marginalizes out the parameters. Authors in [11] 
have tried to show the connection between these inferences 
for LDA through hyperparameter analysis. MAP reduces 
the three-level topic model to two levels and introduces 
a mixture model setting. Other main characteristics and 
challenges of LDA model include the problem of a robust 
model selection [10, 19, 39–41], and correlation between 
topics [4, 37, 38, 49]. The problem with these inferences 
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is that the majority are LDA-based approaches. Further-
more, LDA could not characterize dependence structure 
because it is one of its intrinsic limitations. Under the 
Dirichlet its random variable components are independ-
ent, so correlation between topics could not be empha-
sized with efficiency within the LDA. The model selection 
framework in finite topic modeling is very challenging. 
For instance, the multitopic technique [40] is efficient for 
batch learning but not for online one. Its limitation is due 
to the relevance feedback from a user. It means it cannot 
perform without human intervention. The VI (variation 
of information) method [39] operates within the uniform 
probability measure setting which we believe could not 
be ideal for the MAP technique because estimates with 
uniform priors are equivalent to ML estimates. The fast 
online LDA topic model in [19] provided a model selec-
tion that uses accumulated residuals (to select the number 
of topics and vocabulary size) combined with a buffering 
system that facilitates easy transfer of data between the 
PC (personal computer) memory and its external storage. 
Its sorting mechanism based on residuals for model selec-
tion is complicated because both the time and memory 
(space) complexities rely on the number of topics K and 
vocabulary size V. Despite the fact that the updating and 
normalization steps of the responsibility vector benefit 
from time complexity, it is really difficult to understand 
how the framework became invariant to the number of 
topics at some points when analyzing the time complexity.

Due to these difficulties, we propose an alternative 
with more improvement: we implement an online EM 
method for MAP estimation with LBLA topic model, a 
generalization of the LDA. The proposed approach uses 
a BL prior [50–52] as an alternative to the Dir distribu-
tion. The BL has ability for topic correlation [52] frame-
work similar to work in [4, 37, 49]. We emphasized on a 
word-level stochastic online EM approach whose unnor-
malized parameterization connects with stochastic infer-
ences in the collapsed space. Our proposed method uses 
its internal structure to reduce the number of topics and 
vocabulary size and allows for flawless data and param-
eter streaming. Importantly, compared to other methods 
that use computationally expensive resources for model 
selection, our proposed model selection technique does 
not require too much computation. Its advantage is that it 
promotes small samples processing (reasonable minibatch 
sizes), which encourages the use of small number of topics 
and vocabulary sizes. This reason explains our stochastic 
method which can implement a minibatch setting of size 
one for small samples. It constantly processes and updates, 
for the global topic matrix of size K × V  , only its vth col-
umn using a reduced number of topics. Small samples are 
appropriate for our MAP-LBLA method because of the 
presence of the prior to regularize or correct estimates.

3 � Proposed approach

In this section, we propose a standard EM algorithm for 
MAP estimation of LBLA topic model. We show that it is 
an alternative to the CVB algorithm [25]. Moreover, we 
show that the complexity of the VB approach (when char-
acterizing dependency between latent variables and param-
eters) ultimately led to the implementation of our simple 
and standard EM algorithm for MAP estimation: modeling 
dependence in latent topic models is a way of character-
izing accurate parameter estimation from the work in [25]. 
However, the variational method in the collapsed space can 
be extremely complex despite its flexibility. We demonstrate 
that in spite of the simplicity of the proposed EM algorithm 
for MAP-LBLA, it is implicitly connected to the CVB infer-
ence. Furthermore, we cover the generative equation of the 
MAP-LBLA that allows us to formulate through a coordi-
nate ascent framework the EM-based batch and online algo-
rithms for MAP-LBLA. The accuracy in the expectations 
also depends on the proposed unnormalized representation.

3.1 � Modeling dependency between hidden 
variables

One of the central themes in CVB inference is the possibil-
ity to reach accurate parameters estimates by relaxing the 
independence assumption in mean-field variational meth-
ods. This relaxation introduces dependency between latent 
variables and models parameters. To be more specific, from 
Table 1, with the LBLA hyperparameters �, � , and hidden 
variables Z, � , and � , let’s consider the case where we lower 
bound the log marginal likelihood log p(X|�, �) using vari-
ational distributions q:

This is also equivalent to:

such that:

where

log p(X|�, �) = log�
�
�
�

∑
Z

p(X, Z, �,�|�, �)d�d�

= log�q(�,�,Z)

(
p(X, Z, �,�|�, �)

q(�,�,Z)

)

≥ �q(�,�,Z) log

(
p(X, Z, �,�|�, �)

q(�,�,Z)

)

log p(X|�, �) ≥ �q(�,�,Z) log(p(X, Z, �,�|�, �))
− �q(�,�,Z) log(q(�,�,Z))

(1)
log p(X|�, �) = F(q, �,�,Z)

+ KL(q(�,�,Z)||p(�,�,Z|X, �, �))



Pattern Analysis and Applications (2024) 27:20	 Page 5 of 21  20

In the joint space, the variational distribution q(�,�,Z) using 
the mean-field variational is:

The variational distribution in (3) characterizes the inde-
pendence assumption in standard VB inference. In the 
collapsed space, the variational distribution in (4) follows 
dependency between latent variables and parameters:

Using the lower bound, we reach the maximum at 
q(�,�|Z) = p(�,�|X, Z) where the functional F  (lower 
bound) now becomes F(q, Z) . From the work in [25, 53], 
we obtain:

F(q, Z) = �q(Z) log(p(X, Z|�, �)) − �q(Z) log(q(Z))  a n d 
log q(Zj) = �i≠jq(Z) log(p(X, Z|�, �)) + C with C being a 
constant. It leads to:

which is also equivalent to:

(2)log p(X|�, �) ≥ F(q, �,�, Z)

(3)q(�,�,Z) = q(�)q(�)q(Z)

(4)q(�,�,Z) = q(�,�|Z)q(Z)

(5)q(Zj) =
exp�i≠jq(Z) log

�
p(X, Z��, �)�

∑
z exp�i≠jq(Z) log

�
p(X, Z��, �)�

where q(Zj) is the update equation for CVB algorithm as 
illustrated in [25, 41, 52]. This update equation is really 
complex and requires the Gaussian approximation along 
with second order Taylor expansion. The CVB when mod-
eling dependence structure makes the joint variational dis-
tributions for the parameters conditioned on the latent vari-
ables in (4).

3.1.1 � The space of parameters and MAP‑LBLA

We marginalize out the latent variables, leaving the model 
(LBLA) parameters. This is a reverse setting of the col-
lapsed representation that integrates out the parameters. A 
way of modeling dependency (between hidden variables) 
in MAP estimation is to make the multinomial variational 
distribution conditioned on the parameters as shown in (7). 
In this section, we show that using variational methods 
makes the MAP update equation extremely complex as 
well; which ultimately leads to a much simpler method 

(6)q(Zj = k) =
exp{�q(Z−j)

�
log p(X, Z−j, Zj = k��, �)�}

∑K

i=1
exp�q(Z−j)

log
�
p(X, Z−j, Zj = i��, �)�

Table 1   Variables and 
definitions

Model variables and acronyms Definitions

D Total number of documents
W Total number of words in the corpus
V Minibatch size
Wj Total number of words in a document j
K Total number of topics
V Vocabulary size
(i, j) The ith word or topic assignment in a document j
k The kth topic
X = {xij} Observed words
Z = {zij} Latent variables
�j = {�jk} Topic proportions
�k = {�kv} Corpus parameters or global topics
BL(�) Beta-Liouville distribution with parameter �
�jk∕� ∼ BL(�) �jk∕� drawn from BL(�)
�kv∕� ∼ BL(� ) �kv∕� drawn from BL(�)
Mult(�jk) Multinomial distribution with parameter ( �jk)
zik∕�jk ∼ Mult(�jk) zik∕�jk drawn from Multinomial(�jk)
xi∕zik,�kv ∼ Mult(�zik

) xi∕zik,�kv drawn from Multinomial(�zik
)

�ijk Responsibility of component k for word xij in
document j

F(�ijk, �,�) EM lower bound to the log likelihood
L(�ijk, �,�) EM lower bound for MAP (maximum a posteriori)
N−ij Expected Count excluding zij
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using standard EM algorithm. We have the following vari-
ational joint distribution:

Here, we get the maximum when q(Z|�,�) = p(Z|�,�,X) 
leading to a lower bound functional:

We obtain the following update equations for MAP-LBLA:

With the Jensen’s inequality, providing a lower bound to 
the log marginal likelihood function p(X|�, �) in [25] makes 
the variational update equation in (9) for MAP intractable 
because of the coupling between the corpus and document 
parameters. Even the posterior variational distribution for 
latent Z in (8) is intractable due to the same coupling. Using 
the Jensen’s inequality, we therefore propose a lower bound 
to the log likelihood function instead. Then, we derive the 
MAP lower bound from the log likelihood’s lower bound by 
adding the log of the priors distributions to the log likeli-
hood’s lower bound.

3.2 � Unnormalized parameterization

The stochastic variational inference randomly draws a data 
point (a word or a document) and then learns its local 
parameters to update the global parameters following a 
natural gradient update approach [22, 23]. Let’s suppose, 
for instance, that we are sampling one document at a time. 
Following the stochastic variational method at document 
level, we compute the noisy estimate of the natural gradi-
ent of the objective function corresponding to D  copies 
of document j which are then used to update the global 
parameters. To allow D  copies of the objective function 
(ELBO), we take the corpus-wide terms [23, 54] in the 
variational lower bound of a single document j and nor-
malize them by D  (the total number of documents in the 
corpus) so that lower bound becomes:

(7)q(�,�,Z) = q(�,�)q(Z|�,�)

F(q, �,�) = �q(�,�) log p(X,�, �|�, �)
− �q(�,�) log q(�,�)

log q(Z|�, �) = �q(�,�) log p(X, Z, �,�|�, �)
+ C ∝ �q(�,�)

[
log(p(X, Z|�,�)p(�,�|�, �))]

∝ �q(�,�)

[
log(p(X, Z|�,�)p(�|�)p(�|�))]

(8)
log q(Z|�, �) ∝ �q(�,�)

[
log p(X|Z,�) + log p(Z|�)]

+ �q(�,�)

[
log p(�|�) + log p(�|�)]

(9)

log q(�, �) = �q(Z)

[
log p(X, Z, �,�|�, �)] + C

log q(�, �) ∝ �q(Z)

[
log p(X|Z,�) + log p(Z|�)]

+ �q(Z)

[
log p(�|�) + log p(�|�)]

where DLj is the variational lower bound (ELBO) with D  
copies of document j. Similarly, in MAP estimate as we 
follow this time a stochastic framework at word level, we 
need to operate on unnormalized parameterization in order 
to compute unnormalized expected sufficient statistics dur-
ing the stochastic expectation step as in MAP-LDA. This 
is because in online EM algorithm as proposed in [55], the 
likelihood function and the sufficient statistics are normal-
ized by the total number of words W  in the corpus. Using 
W  copies of the proposed EM lower bound for each word 
leads to an unnormalized expected sufficient statistics during 
E-step and provides the appropriate scale between the nor-
malized ML estimates and the prior distribution that summa-
rizes the posterior probability of the parameters. This shows 
the correspondence between the proposed approach for MAP 
where we estimate sufficient statistics within unnormalized 
representation and the stochastic variational inferences as 
they use noisy estimates of natural gradient of the ELBO to 
update the global parameters. We compute the unnormal-
ized expected sufficient statistics as MAP estimates for the 
parameters using online averages as alternatives. While per-
forming in unnormalized parameterization of LDA, one of 
the advantages is the fact that MAP-LDA’s update equation 
and the one for CVB0 (zero-order approximation of LDA) 
are analytically identical if we adjust their hyperparameters 
by one [11]. This ultimately connects the CVB0-LDA to 
MAP-LDA and stochastic CVB0-LDA (SCVB0-LDA) to 
online EM for MAP-LDA, and it introduces the EM statis-
tics and responsibilities to CVB0 statistics and variational 
distributions (responsibilities). This connection allows the 
SCVB0-LDA as unnormalized stochastic MAP-LDA with 
minibatch of size one scheme when assessing one data point 
at a time (from its recursive update equation). In this paper, 
we are also performing in unnormalized parameterization 
of LBLA where we hope to show its connection to the col-
lapsed space representation. The connection originates from 
the fact that both MAP and SCVB0 operate on unnormalized 
parameterization of the LDA. Furthermore, the SCVB0-
LDA’s update equation is also similar to that of MAP-LDA 
[18]. We implement a MAP-LBLA estimation with stochas-
ticity at word-level that is connected to SCVB0-LDA infer-
ence. In MAP, from the hidden variables, we marginalize 
out the latent variables from the corpus while leaving only 
the parameters. On the other hand, CVB inference integrate 
out the parameters from the hidden variables.

3.3 � Generative process of the MAP‑LBLA

LDA [10, 15] is generally a three-level hierarchical model. 
The corpus level includes the global topics and their 

(10)L =
∑
j

Lj = �j[DLj]
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hyperparameters and document hyperparameters. The docu-
ment level is characterized by the topic proportions, and 
finally, the word level includes the topic assignments and the 
words [10]. By marginalizing out the parameters, we get a 
two-level hierarchical LDA (corpus to document and docu-
ment to word). As based on the LDA architecture, LBLA in 
this condition also follows a two-level topic model, and as a 
result, generates documents within the MAP framework as:

Choose a global topic �k|� ∼ BL(� ) where k ∈ {1, ...,K}

   For each document j
      the topic proportion �j|� ∼ BL ( �)
         For i ∈ {1, 2, ...,W} in document j
            Choose word xi|�j,�1∶K ∼ Mult

�∑K

i=1
�ji�i

�

The variables xi , wi , and vi could be used interchangeably 
to denote a word in the vocabulary. Table 1 summarizes the 
relevant variables for the MAP-LBLA topic model.

3.4 � The two‑level LBLA topic mixture model

In general from the hidden variables and observed data, the 
three-level generative equation is:

We then compute the joint posterior distribution:

When we marginalize out the latent variables, the two-level 
LBLA posterior distribution becomes:

where

p(�j|�) and p(�k|� ) are BL priors; � = (�1, ..., �K , �, �) and 
� = (�k1, ..., �kV , �, �) are their respective parameters. The 
document BL prior p(�j|�) is defined as:

(11)

p(X, Z, �,�|�, �) =
K∏
k=1

p(�k|� )
D∏
j=1

p(�j|�)

×

N∏
i=1

p(zij|�j)p(xij|�, zij)

p(Z, �,�|X, �, �) = p(X, Z, �,�|�, �)
p(X|�, �)

(12)p(�,�|X, �, �) = p(X, �,�|�, �)
p(X|�, �) ∝ p(X, �,�|�, �)

(13)

p(X, �,�|�, �) = ∑
Z

p(X, Z|�,�)p(�,�|�, �)
∑

p(X, Z|�,�)p(�,�|�, �) = p(�|�)p(�|�)∑
Z

p(X, Z|�,�)

To show the sufficient statistics and natural parameters of 
the BL priors for the corpus and documents parameters, we 
represent them in exponential family form:

From (14) and (15), we use similar steps for the corpus BL 
prior p(�k|� ) . We define the joint distribution p(X, �,�|�, �) 
such that: p(X, �,�|�, �) = p(X|�,�)p(�|�)p(�|� )

From (16) to (18), we saw that when the latent variables 
are marginalized out, the three-level LBLA topic model is 
reduced to a two-level LBLA model similar to LDA. The 
distribution p(X��, �) = ∑

Z p(X�Z,�)p(Z��) is reminiscent 
of a mixture topic model (PLSI or mixture of unigrams) 
[10]. Given priors information, we can define:

(14)

p(�j��) = BL(�1, ..., �K , �, �)

=

Γ

�∑K

k=1
�k

�
Γ(� + �)

Γ(�)Γ(�)

×

K�
k=1

�
�k−1

jk

Γ
�
�k
�
�

K�
k=1

�jk

��−
∑K

k=1
�k

�
1 −

K�
k=1

�jk

��−1

(15)

p(�d|�) = exp

{(
K∑
k=1

(�k − 1) log �jk

)

+

(
� −

K∑
k=1

�k

)
log

(
K∑
k=1

�jk

)

+ (� − 1) log

(
1 −

K∑
k=1

�jk

)
+ logΓ

(
K∑
k=1

�k

)

+ log(� + �) − logΓ(�) − logΓ(�) −

K∑
k=1

logΓ(�k)

}

(16)p(X, �,�|�, �) = ∑
Z

p(X, Z, �,�|�, �)

(17)=

(∑
Z

p(X, Z|�,�)
)
p(�|�)p(�|�)

(18)=

(∑
Z

p(X|Z,�)p(Z|�)
)
p(�|�)p(�|�)

(19)

p(X|�, �) = ∫ ∫ p(�|�)p(�|�)
(

N∏
i=1

p(xi|�,�)
)
d�d�
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This marginal distribution (19) of a document is a (con-
tinuous) mixture distribution whose mixture weights are 
(p(�|�) × p(�|� )) and components p(xi|�,�) [10].

3.5 � The EM lower bound for the MAP‑LBLA

We first define the log likelihood logP(X|�,�) as:

We introduce the distribution q(Z) over the latent variables 
Z. Instead of log marginal distribution, we provide an EM 
lower bound to the log likelihood which allows us to include 
the prior in the EM lower bound for MAP-LBLA in (28).

If q(Z) = p(Z|X, �0,�0) , then KL(q||p) = 0 , then we have:

The functional F  represents the standard EM lower bound 
for MLE as illustrated in Table 1. Now using Bayes’ theo-
rem, we can derive an EM lower bound for MAP-LBLA:

Here KL(q||p) ≥ 0 and log p(X) is a constant C. Since 
q = q(Z) = p(Z|X, �0,�0) = �ijk which is our EM responsi-
bility vector, similar to a variational responsibility, then the 
EM lower bound for MAP is:

(20)logP(X|�,�) = log
∑
Z

p(X, Z|�,�)

(21)log p(X|�,�) = F(q, �,�) + KL(q||p) ≥ F(q, �,�)

(22)F(q, �,�) =
∑
Z

q(Z) log
p(X, Z|�,�)

q(Z)

(23)KL(q||p) = −
∑
Z

q(Z) log
p(Z|X, �,�)

q(Z)

(24)

F(q, �,�) =
∑
Z

q(Z) log p(X, Z|�,�) −∑
Z

q(Z) log q(Z)

(25)

F(q, �,�) =
∑
Z

p(Z|X, �0,�0) log p(X, Z|�,�)

−
∑
Z

p(Z|X, �0,�0) log p(Z|X, �0,�0)

(26)F(q, �,�) = Q(�,�, �0,�0) + C

(27)=
∑
Z

p(Z|X, �0,�0) log p(X, Z|�,�)

log p(�,�|X) = log p(�,�,X) − log p(X)

= log p(X|�,�) + log p(�,�) − log p(X)

= F(q, �,�) + KL(q||p) + log p(�,�) + C

≥ F(q, �,�) + log p(�,�) + C

≥ F(q, �,�) + log p(�) + log p(�) + C

This shows that at the E-step, the MAP lower bound will be 
identical or reduced to the MLE one if we compute the latent 
�ijk and then the M-step will require both the MLE lower 
bound and the priors information to estimate the parameters 
[53]. We have in our case a topic mixture model where its 
parameters are drawn from their respective conjugate priors. 
We showed that when q(Z) = p(Z|X, �0,�0) = �ijk which is 
the complete conditional distribution of the latent variables 
given the samples and model parameters, the variational 
case and the standard mixture model technique coincide. 
Below, from (29) to (34), we show the MAP steps for its 
point estimate from its EM lower bound with LBLA.

From the lower bound in (29) and (1), we derive the coordi-
nate ascent method that is used to compute the model point 
estimate � and � from (2) to (9). Then we formulate the 
MAP-LBLA update equation as a function of � and � using 
(9), (7), (30), (31), (32), and (33).

such that:

with:

(28)
L(�ijk, �,�|�, �) = F(�ijk, �,�) + log p(�|�) + log p(�|�)

(29)

L(�ijk, �,�) ∝

(∑
k

�ijk

∑
i,j,v

log p(Xi|Zij,�kv)p(Zij|�jk)
)

+

(∑
j,k

log p(�jk|�) +
∑
k,v

log p(�kv|�)
)

(30)�ijk ∝ (�k)(�k)(�k(V+1))

(31)�ij(K+1) ∝
(
�j(K+1)

)

(32)

�ijk ∝

⎡
⎢⎢⎢⎣

�
Njk

�
+ �k − 1

�

�∑
k �k − 1

�
+

�∑K

k=1
Njk

�

�
⎤
⎥⎥⎥⎦

×

⎡⎢⎢⎢⎣

�
N

vijk

� + �kv − 1
�

�∑
v �kv − 1

�
+

�∑V

v=1
N

vijk

�

�
⎤⎥⎥⎥⎦

×
�
1 − �j(K+1)

��
1 − �k(V+1)

�
(�k(V+1))

(33)� =
(
1 − �j(K+1)

)(
1 − �k(V+1)

)
(�k(V+1))

(34)

⎧⎪⎨⎪⎩

1 − 𝜃d(K+1) =
∑K

k=1
𝜃dk < 1

1 − 𝜑k(V+1) =
∑V

v=1
𝜑kv < 1

𝜑k(V+1) = 1 −
∑V

v=1
𝜑kv < 1
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The Beta-distributed random variables in (33) make the 
MAP-LBLA (32) irreducible to MAP-LDA due to the con-
straints in (34) which prohibit the factor (33) to be equal to 
one: as a result, the MAP-LBLA and MAP-LDA do not have 
the same update equation. However, under some conditions, 
we could observe that MAP-LBLA update equation in (32) 
is proportional to that of MAP-LDA in [11, 18], and [19] 
when using the unnormalized representation. In that case, 
the EM responsibility vector becomes:

From (35), the EM algorithm for MAP-LBLA could be iden-
tified with MAP-LDA. We notice that BL prior in (36) con-
tains Beta distribution (38) (the generating density function) 
that is related to the density generator in (37) [50]:

The density generator G(.) of BL gives:

Below is the representation of the Beta distribution in BL 
given its hyperparameters � and �.

with 𝛾 =
∑K

k=1
𝜃jk < 1 . From (38), we can use (33) and (32) 

to show that:

since J(�|2, 2) ∝ �(1 − �) for � =
∑V

v=1
�kv . Then, we iden-

tify the Beta parameters from (39) and (38):

for the corpus BL prior. From (30) to (32), we can observe 
that J(�|2, 2) ∝ �(1 − �) for � =

∑V

v=1
�jk as well; so for the 

document BL prior, we have:

As we identify the hyperparameters of the generating den-
sity function or the Beta distribution (38), the corpus BL 

(35)

�ijk ∝

⎡
⎢⎢⎢⎣

�
Njk

�
+ �k − 1

�

�∑
k �k − 1

�
+

�∑K

k=1
Njk

�

�
⎤
⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎣

�
N

vijk

� + �kv − 1
�

�∑
v �kv − 1

�
+

�∑V

v=1
N

vijk

�

�
⎤
⎥⎥⎥⎦

(36)p(�j|�1, ..., �K) = G(�)
K∏
k=1

�
�k−1

jk

Γ(�k)

(37)G(�) =
Γ(
∑K

k=1
�k)

�
∑K

k=1
�k−1

J(�)

(38)J(�|�, �) = Γ(� + �)

Γ(�)Γ(�)
��−1(1 − �)�−1

(39)
�
�k(V+1)(1 − �k(V+1)) →

∑V

v=1
�kv ∼ Beta(2, 2)

(40)� = 2 � = 2

(41)� = 2 � = 2

is then defined as BL(�k1, ..., �kV , 2, 2 ), while the document 
BL is still BL(�1, ..., �K , 2, 2 ) from (36), (37), (38), (40), and 
(41). Importantly, during initializations, the only unknown 
hyperparameters in the MAP-LBLA are the Liouville dis-
tribution document parameters (�k)Kk=1 and Liouville corpus 
parameters (�kv)Vv=1 . The EM lower bound to MAP estima-
tion therefore simplifies the LBLA structure, which has been 
reduced from a three-level hierarchical model to two lev-
els. This ultimately suggests that while the formulation of 
MAP-LBLA in (32) is proportional to the update equation 
in (35) which bears some resemblance with MAP-LDA [11, 
18, 19], we can primarily identify (35) as a Liouville family 
distribution that turns out to be proportional to the Dirichlet. 
Since the Liouville family distribution of the second kind is 
proportional to Dirichlet, then both their update equations 
under a topic modeling framework would be proportional. 
This is the case because in (35) by proportionality, the Beta 
prior defined in (39) acts as a uniform prior. As previously 
mentioned, when considering proportionality, the MAP-
LBLA’s update equations could be equivalent to those from 
MAP-LDA. Instead of using EM statistics in a form of N

�
 , 

Nj

�
 , and NZ , we could also represent the EM algorithm for 

LBLA point estimates in terms of unnormalized counts of 
the EM responsibilities as:

where the EM statistics for LBLA are:

We just showed that with unnormalized count, the LBLA 
using EM for MAP, and LDA share similar parameters. So 
we combine unnormalized count method to parameterization 
to connect the MAP estimation to other inferences such as 
stochastic variational inference for the LDA architecture. We 
will show that our proposed approach could be in alignment 
with the work in [11]. The batch algorithm for MAP using 
EM for LBLA (BEM-LBLA) follows (7), (9), and (32). It 
requires an extensive amount of memory because it stores 
on each word, in the corpus, an EM responsibility vector. 

(42)�jk ∝

(
Njk

�
+ �k − 1

)
(1 − �j(K+1))

(43)∝

(
Njk

�
+ �k − 1

)
=
∑
i

�ijk + �k − 1

(44)�kv ∝

(
N

vijk

� + �kv − 1
)
(1 − �(V+1)k)

(45)∝

(
N

vijk

� + �kv − 1
)
=
∑
ij

�ijk + �kv − 1

(46)

⎧⎪⎨⎪⎩

Njk

�
=
∑

i �ijk

Nkv

�
=
∑

j �ijk

Nk

Z
=
∑

ij �ijk
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It constantly needs access to all the available data at every 
iteration before providing an update which is not efficient. 
We first aim for a fast batch method (similar to CVB0) from 
which we can build a stochastic EM algorithm for MAP 
estimation.

3.6 � Fast batch algorithm for EM‑LBLA

It is a refined version of the original batch EM for MAP-
LBLA. For time and memory complexity, it is directly faster 
and provides a good performance over the original batch EM 
because it excludes the current posterior from its sufficient 
statistics. It excludes current value of the responsibility for 
the word x. The counts in (47) are then used for batch pro-
cessing. In the collapsed space, it is equivalent to CVB0. We 
summarize its expected counts:

where the responsibility update equation is defined as:

with ij meaning the ith word in document j; ijk is the ith 
word in document j in topic k; i also represents the num-
ber of latent variables in the document j. From the work in 
[11] and [18], it shows that SCVB0-LDA is equivalent to 
MAP-LDA through unnormalized parameterization because 
the MAP-LDA update equation is identical to the SCVB0 
except that their hyperparameters must be offset by one. This 
equivalent relationship between the MAP-LDA and SCVB0-
LDA characterizes the similarity between the EM statistics 
and responsibilities with CVB0-LDA statistics and vari-
ational responsibilities (distributions). The SCVB0-LDA is 
the unnormalized MAP-LDA using standard EM. Because it 
implements a stochastic method at word-level using the vari-
ational distribution as a local parameter, the SCVB0-LDA 
is the stochastic unnormalized MAP-LDA using minibatch 
scheme of size one. In EM, the MAP estimates unnormal-
ized expected sufficient statistics to scale properly its prior 
distributions for a normalized likelihood function. In this 
paper and using online stochastic CVB0 for LBLA that we 
previously proposed in [52], we can observe that there is 

(47)

⎧⎪⎨⎪⎩

Njk

�−ij
=
∑

−i �ijk

N
vijk

�−ij
=
∑

−j �ijk

Nk

Z−ij
=
∑

−(i,j) �ijk

(48)

�ijk ∝

⎡
⎢⎢⎢⎣

�
Njk

�−vij
+ �k − 1

�
�∑K

k=1
�k − 1

�
+

�∑K

k=1
Njk

�−vij

�
⎤
⎥⎥⎥⎦

×

⎡⎢⎢⎢⎣

�
N

vijk

�−vij
+ �kv − 1

�

�∑
v �kv − 1

�
+

�∑V

v=1
N

vijk

�−vij

�
⎤⎥⎥⎥⎦

×
�
1 − �j(K+1)

��
1 − �k(V+1)

�
(�k(V+1))

no equivalent relationship between the currently proposed 
MAP-LBLA and the SCVB0-LBLA [52] as their respec-
tive update equations are different. This is in contrast to the 
MAP-LDA and the SCVB0-LDA that share some equiva-
lent relationship as shown in [18, 19]. However, our EM-
based MAP-LBLA shares some equivalent relationship with 
SCVB0-LDA under unnormalized parameterization in (32) 
from [18]. As the current MAP-LBLA’s update equation 
is proportional to the one in MAP-LDA, it is connected to 
SCVB0-LDA. With unnormalized representation, the EM-
based MAP-LBLA associates its EM statistics and responsi-
bilities to those of CVB0-LDA: the EM algorithm for MAP-
LBLA therefore operates on unnormalized parameterization 
of LDA. We have just illustrated that both MAP-LBLA and 
MAP-LDA operate on unnormalized parameterization of 
LDA. Therefore, the SCVB0-LDA could characterize a 
MAP estimation for LBLA as well. Connecting the MAP-
LBLA to CVB0-LDA and SCVB0-LDA will help in pro-
viding an alternative to a model selection as we show in 
Sect. 3.8. The proposed MAP-LBLA ultimately optimizes an 
EM lower bound on the posterior probability of the param-
eters using EM responsibilities and EM statistics.

3.7 � Stochastic EM algorithm for MAP‑LBLA model

We call this method SEM-LBLA which stands for stochastic 
EM algorithm for MAP estimation for LBLA topic model. 
This method does not require all the available samples for 
an update as in the original batch. It follows a stochastic 
technique within a minibatch scheme that also refines the 
fast batch in Sect. 3.6. The standard batch method is slow. 
This approach provides two update equations for its global 
parameters: we have the update equation for the document 
global parameter and the one for the global topics. In our 
proposed method, SEM-LBLA operates as follow: In mini-
batch, SEM-LBLA accesses one word x in a corpus (a ran-
dom and uniform draw), then from that sample, it updates 
its parameters. In the E-step, it computes unnormalized 
expected sufficient statistics and evaluates the EM respon-
sibility �ij associated to the word x = xij . In the M-step, it 
evaluates the intermediate global parameters (topics in terms 
of expected counts) in the corpus as it optimizes the EM 
lower bound. To do that, it creates W  copies of the inter-
mediate global parameters associated to x in the minibatch 
and then average them using V  . The average estimate of the 
intermediate global parameters in a minibatch (of size V  ) 
scheme using W  copies is generally given as:

where A(i,j) is the word-topic expected K × V  count matrix 
which vth column contains the responsibility

(49)N̂𝜑 =
W
V

∑
vij∈V

A(i,j)
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So for V = 1 , we have a minibatch of size one. When V > 1 
we have a standard minibatch scheme which draws a subset 
of samples from the corpus at each iteration. When W = V  
and � = 0 , we have a batch EM for MAP. However, for a 
minibatch of size one, the estimate accesses W  copies of the 
distribution on word x; so the estimate becomes:

This simply counts the number of times the word v appears 
in the corpus (of size W  ) as the global intermediate estimate 
for selecting a random word v in the corpus. Then, this inter-
mediate global parameter estimate is then used to update the 
global topic parameter as shown in:

where �t = (�0 + t)−� is the step size. The variable �0 is 
the number of minibatches (predefined), t is the minibatch 
index, and � ∈ (0.5 1] is provided by the users. Similarly, in 
the document j, the random and uniform draw of a word in a 
corpus creates an intermediate global estimate of N̂

j

𝜃
= Wj𝜓ij 

(for V = 1 ) leading to an update equation of:

When V > 1 , we use:

We also estimate the expected count N̂Z = W𝜓ij (when 
V = 1 ) and then summarize its online average equation as:

From [18], the SEM-LBLA will converge to the stationary 
point of the MAP objective function since 0 < 𝜌t ≤ 1 ∀ t and ∑∞

t
�t = ∞ and lim

∞
�t = 0 . These expectations explain the 

EM statistics for the MAP-LBLA along with the responsibil-
ity vector �ijk . The parameter estimates at M-step are identi-
cal to the expected sufficient statistics from E-step.

3.8 � Model selection: small samples, number 
of topics, and vocabulary size under MAP‑LBLA

The MAP favors small samples as it can regularize better 
ML estimates with its prior information. Because it can per-
form well on small datasets, we expect it to offer a much 
improved performance when using, for instance, a mini-
batch processing (stochastic method) compared to full batch 

(50)�ij =
∑
k

�ijk

(51)N̂𝜑 = W
∑
vij∈V

A(i,j) = W𝜓ij[vij = v]

(52)N𝜑[t + 1] = (1 − 𝜌t)N𝜑[t] + 𝜌tN̂𝜑

(53)Nj

𝜃
[t + 1] = (1 − 𝜌t)N

j

𝜃
[t] + 𝜌tN̂

j

𝜃

(54)

�
N̂

j

𝜃
=

Wj

V

∑
vij∈V

𝜓ij

N̂Z =
W

V

∑
vij∈V

𝜓ij

(55)NZ[t + 1] = (1 − 𝜌t)NZ[t] + 𝜌tN̂Z

methods. For extremely large samples, the MAP estimate 
will be close to the posterior means (unbiased estimator 
[12, 26]). However, it will require expensive computational 
resources [12]. Large samples can cause an increase in the 
number of parameters, especially the number of topics and 
vocabulary size. Increasing the number of topics in a finite, 
parametric topic mixture model is not ideal because such set-
ting automatically increases the search space for the optimal 
number of topics and vocabulary size [12, 41]. To efficiently 
reduce the searching space for model selection, we propose 
a performance of our MAP algorithm using small samples 
size along with small number of topics and possibly small 
vocabulary size as well [19]. From previous sections, we 
showed that our model, the MAP-LBLA, under unnormal-
ized parameterization is equivalent to SCVB0 which uses 
CVB0 (the zero-order approximation of CVB) as a fast 
batch method [18]. The CVB0 itself could be restrictive for 
large-scale processing because of its memory requirement 
problems at every iteration [12, 18]. It led to a stochastic 
CVB0 or SCVB0. The work in [12] showed that CVB0 
favors a small set of topics because when the hypothesis 
grows, the CVB0 is unable to find a global optimum as it 
often gets stuck in local maxima [12, 22]. The SCVBO uses 
its stochasticity to escape local optima [12, 22]. SCVB0 
can operate in large-scale applications (Big Data), but it 
has no ability in parameter streaming especially when the 
vocabulary size and number of topics increase in topic-word 
matrix. To solve this problem the SCVB0 could operate on 
a small number of topics, and small minibatches, possibly 
using minibatch of size one. Since the MAP-LBLA is con-
nected to SCVB0-LDA through MAP-LDA, it can there-
fore carry such implementation to allow both large-scale 
data and parameter streaming. This explains our decision 
to operate on small number of topics and samples sizes for 
MAP-LBLA topic model. In terms of EM algorithm, under 
unnormalized counts, the MAP-LDA and MAP-LBLA have 
similar update equations. We can use these characteristics 
to assess a model selection for our LBLA model through 
LDA since MAP-LDA and SCVB0 have identical update 
equations with only their hyperparameters offset by one [11, 
18]. In other words, from SCVB0-LDA to MAP-LBLA, the 
MAP update equation only adds negative one on its hyper-
parameters. The SCVB0-LDA is therefore the unnormalized 
representation of online EM for both MAP-LDA and MAP-
LBLA. However, from analysis, SCVB0 uses CVB0 as a fast 
batch method in a stochastic optimization. Despite its use 
of large memory, the CVB0 could outperform the unbiased 
estimator CGS when the number of topics is low [12]. As 
a deterministic method, this allows it to have fast conver-
gence. Finally, for instance, in multi-label framework [12], 
when only one sample is required, the CVB0 outperforms 
both the CGS and its unbiased estimator. Since SCVB0 is a 
stochastic version of CVB0, it carries all the advantages of 
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CVB0 while improving the memory requirement of CVB0 
for large-scale data processing.

In topic modeling, time and memory complexities 
are functions of the number of topics and the size of the 
vocabulary [19, 25]. When the size of global parameters 
increases, especially the word-topic expected count matrix 
of size K × V  , a model selection that efficiently reduces the 
variables K and V ultimately improves time and memory 
complexities. Such model selection scheme would implic-
itly provide an efficient setting for a parameter streaming. 
We would like to consider improving solutions provided 
to SCVB0-LDA in model selection with our proposed 
EM-based MAP-LBLA topic model. This is because our 
approach is connected to SCVB0 through the MAP-LDA: 
from the literature, as SCVB0 (with a minibatch scheme 
that processes one sample at a time [18]) is equivalent to a 
stochastic unnormalized MAP for LDA, we can therefore 
set a minibatch of size one for MAP-LBLA as we suggested 
it earlier in Sect. 3.7 to accommodate data and parameter 
streaming. This constitutes a direct alternative to [19] that 
uses a dynamic scheduling approach based on residuals 
including a buffer mechanism that provides an alternative to 
model selection which also improves both time and memory 
complexities. The approach in [19] first reduces the number 
of topics and vocabulary size in a parametric finite topic 
mixture model using LDA. Their buffering technique makes 
it easy to transfer data between computer’s memory and 
external storages that carry the load (massive data includ-
ing word-topics expected count matrices). This finally leads 
to a parameter streaming that fixes the problem of big topic 
modeling in large-scale applications.

Our proposed alternative to model selection using mini-
batch scheme of size one or reasonable minibatch sizes is 
in agreement with the core method that is implemented in 
[19]. Though, ours is more simpler and also allows us to 
process documents with almost infinite vocabularies: a mini-
batch of size one ultimately fixes the problem of vocabulary. 
This is equivalent to processing or updating only the vth 
column of the K × V  word-topic matrix while the corpus 
expected count increases by one anytime we access a new 
vocabulary, for instance. We can summarize our contribution 
as follows: ultimately, with our scheme supporting a small 
number of topics and a minibatch method of size one, there 
is no need for a buffer of size K × V  to connect to exter-
nal storages. This facilitates flow of data and parameter. In 
fact, the buffering scheme would have required us to prob-
ably implement two buffers: one for the global topic matrix 
and one for the document parameter (documents expected 
count matrix), and use both simultaneously in inferences 
within a stochastic framework at word level which defines 
the topic and document parameters as global parameters. 
In contrast to the method in [19] which follows a stochas-
ticity at document-level, our approach does not discard the 

document parameter after one look. It updates both the cor-
pus (topics) and document parameters. We only used the 
connection between the MAP-LBLA and MAP-LDA and 
their equivalent relationship within the collapsed variational 
Bayes inferences to suggest for an improved alternative to 
model selection for MAP in order to handle both large-scale 
data and parameter streaming. Our method is not computa-
tionally expensive when we compare it to [19] that supports 
expensive dynamic scheduling and buffering. In our pro-
posed method, despite being stochastic, we also prioritize 
accurate estimates over extremely fast methods that could 
miss important processing steps and negatively affect overall 
results. For a regular minibatch (49), with reasonable small 
samples, we can use the proposed |K| ≤ 150 as almost similar 
to the setting in [12], and for a minibatch scheme of size one 
(51), we can set |K| = 10 for every word as in [19]. We com-
bine both processes in our framework where we use regular 
minibatch when the parameters and data are manageable 
or we switch to a minibatch of size one for extremely large 
vocabulary size in the data and parameters.

4 � Experimental results and settings

4.1 � Datasets

We consider three challenging text document datasets: 
ENRON,1 NIPS text documents,2 and KOS blog entries3 as 
shown in Table 2. ENRON dataset was collected and prepared 
by the CALO Project (A Cognitive Assistant that Learns and 
Organizes). It contains emails from about 150 users, mostly 
senior management of Enron, organized into folders and it has 
a total corpus of D = 39, 861 documents. With a vocabulary 
size V = 28, 102 , it provides a total of W = 6, 400, 000 words. 
NIPS data set represents a collection from scientific papers 
from the proceedings of NIPS database. It has a corpus around 
2484 papers. The corpus contains D = 1740 documents for 
a total V = 12, 419 . It also carries a total of W = 2, 166, 029 
words and M = 8, 36, 644 unique word-document pairs. 
KOS is from a report blog website (online). It has a total of 

Table 2   Text document datasets

Dtrain Dtest W V D

NIPS 1256 419 2,166,029 12,419 1675
KOS 2573 857 4,67,714 6909 3430
ENRON 29,896 9965 6,400,000 28,102 39,861

1  http://​www.​cs.​cmu.​edu/​~enron/
2  https://​cs.​nyu.​edu/​~roweis/​data.​html
3  https://​archi​ve.​ics.​uci.​edu/​datas​et/​164/​bag+​of+​words

http://www.cs.cmu.edu/%7eenron/
https://cs.nyu.edu/%7eroweis/data.html
https://archive.ics.uci.edu/dataset/164/bag+of+words
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D = 3430 documents, a vocabulary size of V = 6909 , and 
a total of W = 4, 67, 714 words and M = 3, 60, 664 unique 
word-document pairs.

4.2 � Implementation

This is a stochastic EM algorithm for MAP estimation using 
the LBLA topic model. As we perform a stochastic at word-
level method in our proposed approach, we have two global 
parameters to estimate instead of one global parameter as in 
case of a stochasticity at document level. Our global param-
eters include the topic-word parameters and the document 
parameters. We estimate these parameters in terms of unnor-
malized expected counts which define our EM statistics for 
the stochastic EM-based LBLA model for MAP estimation. 
The M-step optimizes the EM lower bound with respect to 
the parameters, while the E-step provides the unnormalized 
expected sufficient statistics as we use here exponential family 
distributions. The proposed approach requires initializations 
on the hyperparameters. We usually set them randomly. How-
ever, for the BL hyperparameters, we also provide initializa-
tions as follows: For BL prior on the document multinomial 
parameter, we choose �jk =

1

k
 where k ∈ {1, 2, ...,K} to charac-

terize asymmetric BL prior. We set �j = 2 based on (41), and 
we choose �jk such that �j −

∑K

k=1
�jk ≠ 0 . Then, we choose 

�j = 2 . For the BL on the corpus multinomial parameter, we 
are setting values for �kv with v ∈ {1, 2, ...,V} (similar to the 
document BL) and � = 2 (where � −

∑V

v=1
�kv ≠ 0 ) and � = 2 

from (40) for every k. We use a stochasticity at word-level 
where we randomly sample one word at a time from which 
we estimate its EM responsibility vector (local parameter) �ijk 
that allows us to obtain estimates of the model parameters in 
terms of expected counts.

We implement a minibatch method of size one to pro-
cess one sample at a time. We use regular minibatch (mul-
tiple samples) when the parameters and data are manage-
able or we can also switch to a minibatch of size one for 
extremely large vocabulary size in the data. This illustrates 
the flexibility of our framework to large-scale applications. 
At convergence, the global parameters are approximated as 
point estimates. The method still favors much smaller batch 
size so that the prior regularizes estimates. We set the mini-
batch sizes as: V = {10, 40, 60, 80, 100} . The set of topics is: 
K = {10, 20, 40, 60, 80, 100, 120, 150} . We provided a learn-
ing rate �t at iteration t such that:

The forgetting rate � ∈ (0.5, 1] actively controls how quickly 
previously estimated data are forgotten, during successive 
iterations. With EM algorithm, we can always reach a local 
optimum of the EM lower bound of the posterior distribution 
of the parameters. We maintain �0 = 1 and � = 0.7.

(56)�t = (t + �0)
−�

4.2.1 � Evaluation method using perplexity

Each of the three datasets selected for this experiment went 
through similar process. In each dataset (a collection of text 
documents), we randomly divide the data into training and 
testing sets. We compute the corpus parameters � during 
the training phase. Then, in the test document, we randomly 
divide it into a ratio of 90% and 10% as each subset contains 
word tokens. As we fix � , we estimate the document topic 
proportions � on the 90% of the test set and then calculate 
the predictive perplexity on the rest 10% of the subset using 
(57) in [19].

A low value of the predictive perplexity or a high predic-
tive log likelihood suggests a better model.

The variables xij and [
∑

k �ijk] represent the data and respon-
sibility at 10%, respectively. We compute the responsibil-
ity vector �ijk using (32) from our EM statistics while � is 
maintained fixed. Since time and memory complexities are 
functions of the parameters such as K and V, and the size of 
the dataset D  [19, 25], when K, V, and D  become extremely 
small, they can significantly improve the memory require-
ment (with stochastic method) and the time complexity. 
The possibility in our case to carry extremely small sam-
ples makes it a better approach over the LDA. It also makes 
online method efficient over batch techniques.

4.2.2 � Time and memory complexities

The proposed online EM-based-MAP-LBLA has similar 
time and memory complexity to LDA topic model in gen-
eral [19, 25]. Especially, the work in [19] has provided an 
extensive detail on LDA’s time and memory complexities. 
Though, the main difference between the LDA and LBLA’s 
time and memory complexities is the flexibility of the BL 
that allows the model to perform many tasks: its covariance 
structure offers possibility to model selection easier than the 
one in LDA when analyzing topic structure based on prob-
ability masses (topic proportions) associated to global topics 
in LBLA. The LDA has no ability to topic correlation analy-
sis as we mentioned earlier. Therefore, our model is much 
faster because it can handle more tasks than LDA including 
performing topic correlation analysis; all these tasks within 
the same time of LDA. This suggests that online EM-based 
MAP-LBLA is faster at performing each task and therefore 
has a much improved time complexity compared to its LDA 
counterpart per task. Furthermore, with flexible priors such 
as BL, it means we do not need too much samples including 
the number of topics to achieve better estimates as the MAP 
improves and regularizes our point estimates.

(57)perplexity = exp

�
−

∑
i,j xij log[

∑
k �ijk]∑

ij xij

�
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4.3 � Results

The use of prior distributions for MAP estimation makes 
PLSA and mixture of unigrams unfit for comparison because 
the work in [10, 15] even used the simple symmetric LDA to 
show the limitations of the PLSA and mixture of unigrams 
as they lack prior information. In this experiment, we mainly 
focus on topic models that could characterize a Bayesian 
framework. We compare the performance of our LBLA topic 
model directly to LDA for MAP estimation. We then use the 
predictive perplexity to evaluate the online EM algorithm for 
MAP-LBLA and MAP-LDA under a variety of situations: in 
each dataset, we monitor the influence of the number of top-
ics and batch size in the predictive perplexity. In each dataset 
we observe that online EM for MAP-LBLA is faster than 
online EM for MAP-LDA because of its ability to summa-
rize relevant topics faster than symmetric LDA. Importantly, 
we observe that the predictive perplexity favors a small num-
ber of topics as we assess the first topic values to which the 
perplexity remains constant while being at its lowest val-
ues. The online EM for MAP-LBLA constantly outperforms 
online EM for MAP-LDA in terms of predictive perplexity. 
Figures 1, 2, and 3 show the performance of the LBLA over 
the symmetric LDA in each of our proposed datasets. The 
flexibility of the BL prior in LBLA also plays a central role 
in the predictive distributions and perplexity: a topic model 
in general has a fixed multinomial distribution as likelihood 
function. Its robustness relies on the choice of priors such as 

BL. The symmetric prior with a uniform base measure does 
not offer a variability in the set of topics while the asymmet-
ric BL prior provides heterogeneity in the topics that speeds 
up the search for most relevant topics. In addition, the use 
of uniform priors such as symmetric Dir, while it simplifies 
computation, reduces the MAP framework to MLE. Within 
the MAP-LBLA topic models, we also observe that provid-
ing a reasonable batch size ultimately enhances the predic-
tive performance in our datasets as shown in Figs. 4, 5, and 6 
where different batch sizes varying from 10 to 90 have been 
considered. This is because a reasonable size of samples 
could benefit from the contribution of prior information to 
provide a better modeling and then an enhanced perplexity, 
yet obviously better perplexities are obtained the beginning 
when starting with relatively larger batch sizes as shown in 
the figures. In this case, the MAP could act as regularizer 
through the prior for small sample sizes. These characteris-
tics in the proposed approach improve point estimates and 
contribute to a much robust perplexity framework. It is also 
important to mention that in many occasions, the predictive 
perplexity of the MAP-LDA is almost close to that of the 
MAP-LBLA as shown in Figs. 2b, 6a, and 6c. This could 
be explained by the hyperparameter setting in LBLA. The 
LBLA is a generalization of LDA which means under some 
conditions (hyperparameter initialization) the LBLA could 
be reduced to LDA topic model. The MAP-LBLA favoring 
a small number of topics and a relatively reasonable batch 
size show its equivalent relationship with CVB0 that also 
favors small number of topics [12].

5 � Conclusion

In this paper, for parameter estimation in topic modeling, 
we provide an alternative to the collapsed variational Bayes 
and collapsed Gibbs inferences by proposing a simple MAP 
estimation technique based on standard EM algorithm. The 
method optimizes an EM lower bound on the posterior dis-
tribution of the parameters in the M-step. In the E-step, it 
updates exponential family sufficient statistics using online 
averages. Our main parameters are the unnormalized 
expected counts (EM statistics) that summarize the MAP-
LBLA’s update equation. The CVB and CGS, the collapsed 
space inferences, marginalize out the parameters while leav-
ing the latent variables. On the other hand, the MAP estima-
tion method integrates out the latent variables leaving only 
the parameters. It also reduces the three-level hierarchical 
structure in topic models to two levels in the hierarchy. We 
implement the MAP-LBLA using online EM algorithm 
and then compare its performance (predictive perplexity) 
against the MAP-LDA that is with equipped symmetric Dir. 
We show that the update equation of MAP-LBLA could 
be proportional to that of MAP-LDA. The MAP-LDA is 
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Fig. 1   Online MAP-LBLA and NIPS batch sizes
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Fig. 2   Online EM-based MAP-LBLA versus online EM-based MAP-LDA at different minibatch sizes (NIPS dataset)
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connected to CVB0 because they have identical update equa-
tions with only their hyperparameters adjusted or offset by 
one. The CVB0 favors a small number of topics. The sto-
chastic CVB0 (SCVB0) allows large-scale data modeling 
but could not handle parameter streaming due to the size of 
vocabulary and number of topics as they increase in large-
scale processing. The MAP-LBLA (which is connected to 
MAP-LDA) aims to improve the capability of SCVB0-LDA 
that has an equivalent relationship with MAP-LDA: under 
unnormalized parameterization, the SCVB0-LDA is equiva-
lent to MAP-LDA. Furthermore, using reasonable samples 
sizes in the minibatch scheme ultimately fixes the problem 
related to large parameter matrices especially the word-
topic expected count matrix during inferences. We manage 
the data and parameter streaming by creating a framework 
where we use regular minibatch when the parameters and 
data are manageable or we switch to a minibatch of size one 
for extremely large vocabulary sizes in the data. Because 
the number of topics and vocabulary size are reduced in this 
way, the memory and time complexities are much improved 
in the proposed approach. We also think that the efficiency 
in the predictive perplexities is due to the flexibility of the 
BL prior in LBLA compared to the Dir distribution in LDA. 
Its ability to model dependency between documents through 
topic correlation characterizes a much robust compression 
algorithm and predictive models. It is still important to rec-
ognize that, in general, one of the problems in parametric 
finite topic mixture models is the parameters initializations, 

especially the number of topics. In addition, these models 
seem to have a much reduced hypothesis space that do not 
allow them to cope with extremely large number of topics. 
For future work, we could investigate the performance of 
the topic model when using other flexible conjugate priors 
such as generalized Dirichlet based on hyperparameter esti-
mation. Similarly, we could also implement non-conjugate 
priors using, for instance, logistic normal distributions. 
Another alternative to finite mixture topic models would be 
to implement nonparametric models.

Appendix

We formulate the EM lower bound for MAP-LBLA where 
the priors L(�ijk, �,�) are BL distributions.

We perform a coordinate ascent method to obtain the param-
eter update equations: we characterize the lower bound asso-
ciated to each parameter, compute the corresponding deriva-
tive and set it equal to zero. We added the Lagrangian term 
to the lower bound to include the optimizations constraints 
for the parameters before derivation.

(1)

L(�ijk, �,�) ∝
∑
k,i,j,v

�ijk log�kv + �ijk log �jk

+ �ij(K+1) log(�j(K+1)) + �ijk log(�k(V+1))

+

{(∑
j,k

(�k − 1) log �jk

)

+

(
� −

∑
k

�k

)
log

(∑
j,k

�jk

)

+ (� − 1) log

(
1 −

∑
j,k

�jk

)
+ logΓ

(∑
k=1

�k

)

+ logΓ(� + �)

− logΓ(�) − logΓ(�) −
∑
k

logΓ(�k)

}

+

{(∑
k,v

(�kv − 1) log�kv

)

+

(
� −

∑
v

�kv

)
log

(∑
k,v

�kv

)

+ (� − 1) log

(
1 −

∑
k,v

�kv

)

+ logΓ

(∑
v

�kv

)
+ logΓ(� + �) − logΓ(�)

− logΓ(�) −
∑
v

logΓ(�kv)

}
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Fig. 3   Online MAP-LBLA and KOS batch sizes



Pattern Analysis and Applications (2024) 27:20	 Page 17 of 21  20

0 20 40 60 80 100 120 140 160 180 200
Number of topics

590

600

610

620

630

640

650

660
 P

re
di

ct
iv

e 
pe

rp
le

xi
ty

O-LDA
O-LBLA

0 20 40 60 80 100 120 140 160 180 200
Number of topics

610

620

630

640

650

660

670

 P
re

di
ct

iv
e 

pe
rp

le
xi

ty

O-LDA
O-LBLA

0 20 40 60 80 100 120 140 160 180 200
Number of topics

600

610

620

630

640

650

660

 P
re

di
ct

iv
e 

pe
rp

le
xi

ty

O-LBLA
O-LDA

0 20 40 60 80 100 120 140 160 180 200
Number of topics

580

590

600

610

620

630

640

650

 P
re

di
ct

iv
e 

pe
rp

le
xi

ty

O-LDA
O-LBLA

Fig. 4   Online EM-based MAP-LBLA versus online EM-based MAP-LDA at different minibatch sizes (KOS dataset)
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Let T  be defined as: T =
�−

∑
k �k∑

k,d �dk
+

1−�

1−
∑

k,j �jk
 , so we can see 

that T  is not defined when 
∑

k,j �jk = 0 and 1 −
∑

k,j �jk = 0 ; ∑
k,j �jk ≠ 0 and (1 −

∑
k,j �jk) = �j(K+1) ≠ 0 , T = 0 means

(2)

L(�) =
∑
k,i,j,v

�ijk

(
log �jk

)

+

{(∑
j,k

(�k − 1) log �jk

)}

+

(
� −

∑
k

�k

)
log

(∑
j,k

�dk

)

+ (� − 1) log

(
1 −

∑
j,k

�jk

)

+ �

(
�j(K+1) +

K∑
k=1

�jk

)

(3)

�

��jk
L(�) =

∑
n �ijk + �k − 1

�jk
+

� −
∑

k �k∑
k,j �jk

+
1 − �

1 −
∑

k,j �jk
+ �

So we have:

Now making the derivative equal to zero gives ∑
n �ijk+�k−1

�jk
+T + � = 0  o r  

∑
n �ijk+�k−1

�jk
= −T − �  ;  s o 

�dk =

∑
n �ijk+�k−1

−C−�
 where 

∑
k �jk =

∑
k

∑
n �ijk+�k−1

−T−�
= 1 − �j(K+1) ; 

−� =

∑
k(
∑

i �ijk+�k−1)+T(1−�j(K+1))

1−�j(K+1)
;

�jk =

∑
i �ijk+�k−1∑

k (
∑
i �ijk+�k−1)+T(1−�j(K+1))

1−�j(K+1)
−T

 or

�jk =

∑
n �ijk+�k−1∑

k (
∑
n �ijk+�k−1)

1−�j(K+1)

 =
∑

n �ijk+�k−1∑
k

∑
i �ijk+�k−1

(1 − �j(K+1))

For Njk

�
=
∑

i �ijk

We have also

Similarly for �kv using L(�) , we have:

We define Ω similar to T  as Ω =
�−

∑
v �kv∑

k,v �kv

+
1−�

1−
∑

k,v �kv

with Nvjk

�
=
∑

(ij)=v �ijk where the ith word is v with 
1 − �j(K+1) =

∑K

k=1
�jk and 1 − �k(V+1) =

∑V

v=1
�kv

(4)� =
∑
k

�k � = 1

(5)
�

��jk
L(�) =

∑
n �ijk + �k − 1

�jk
+T + �

(6)�jk =

∑
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∑
k (

∑
n �ijk+�k−1)+T(1−�j(K+1))−T(1−�j(K+1))
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�
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�

�∑
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�
+

�∑
k N

jk

�

� (1 − �j(K+1))

(8)
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log�kv
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Fig. 5   Online MAP-LBLA and ENRON batch sizes
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Fig. 6   Online EM-based MAP-LBLA versus online EM-based MAP-LDA at different minibatch sizes (ENRON dataset)
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