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Abstract
The potential of facial and facial expression recognitions has gained increased interest in social interactions and biometric 
identification. Earlier facial identification methods suffer from drawbacks due to the lower identification accuracy under 
difficult lighting conditions. This paper presents two novel new descriptors called Histogram of Directional Gradient (HDG) 
and Histogram of Directional Gradient Generalized (HDGG) to extracting discriminant facial expression features for better 
classification accuracy with good efficiency than existing classifiers. The proposed descriptors are based on the directional 
local gradients combined with SVM (Support Vector Machine) linear classification. To build an efficient face and facial 
expression recognition, features with reduced dimension are used to boost the performance of the classification. Experiments 
are conducted on two public-domain datasets: JAFFE for facial expression recognition and YALE for face recognition. The 
experiment results show the best overall accuracy of 92.12% compared to other existing works. It demonstrates a fast execu-
tion time for face recognition ranging from 0.4 to 0.7 s in all evaluated databases.

Keywords Histogram of directional gradient · Texture feature analysis · SVM classifier · Facial expression recognition · 
Histogram of directional gradient generalized

1 Introduction

In recent few decades, facial recognition (FR) and facial 
expression recognition (FER) are becoming attractive 
research fields. This is due to technological advances when 
acquiring, preprocessing, extracting, and efficiently classify-
ing facial features. The major purpose of these technologies 
is intended to provide an accurate identification rate and 
deep understanding of the dynamic behavior of speech and 
facial expressions.

In fact, recognition of facial expressions is a very impor-
tant process to ensure the authenticity of people when 

carrying the verbal message “face to face”. Facial expression 
recognition techniques can make a significant contribution to 
analyzing and modeling facial expressions and ensuring user 
safety [1]. It can be achieved using two approaches: geomet-
ric feature-based approaches as well as appearance-based 
approaches [2]. Facial expressions recognition with geomet-
ric feature-based approaches means localizing and extracting 
the face’s elements (eyes, nose, and mouth) directly on the 
face image. During appearance-based approaches, extraction 
of features is required to achieve the recognition of facial 
expressions [3] using several techniques such as color dif-
ferences, texture gradient direction, Gabor features.

Note that in the classical FR and FER, the facial expres-
sions recognition process will fit the appearance-based facial 
expression features in emotions. This process consists of 
extracting the most significant features from the face image 
without changing the size of the face image. However, this 
process was a leak of good features extraction from facial 
images and poor recognition rates. In this proposed work, we 
portray effective and efficient descriptors-based directional 
gradients enabled high accurate results and fast execution 
time for facial images. The major contributions of this pro-
posed paper are described clearly as follows.
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– Present a review of the existing techniques in addition to 
the emerging ones for face recognition and facial expres-
sions recognition.

– Develop the new descriptors HDG (Histogram of Direc-
tional Gradient) and HDGG (Histogram of Directional 
Gradient Generalized) for classification based on SVM 
(Support Vector Machine). These descriptors mainly rely 
on a holistic approach based on magnitude and orien-
tation maps to extract more discriminative features in 
the face image. They are represented as feature-to-tree 
defined by three hierarchical feature description levels.

– By applying these proposed descriptors, attaining the 
best accuracy and reduced discriminant features provid-
ing to the SVM classifier.

– Compare the proposed descriptors with the 11 standard 
descriptors among the most common algorithms training-
tests for various performance metrics. Two benchmarks 
are used to evaluate descriptors, which come with a 
variety of images in multiple databases through an SVM 
classifier.

The remainder of this paper is organized to present 
related works of feature descriptions in Sect. 2. The differ-
ent existing descriptors are presented in Sect. 3. Section 4 
explains the proposed descriptors for features extraction, 
proposed framework in Sect. 5. Section 6 exposes details 
of the implementation and experimental result as well as 
discussions. Section 7 concludes the paper.

2  Related works

This section gives some related works in the literature and 
discusses their strengths and drawbacks. Many researchers 
focus on various classification problems including face and 
facial expressions recognition. Ahonen et al. [4] proposed 
Local Binary Pattern (LBP), which is an effective texture 
descriptor for facial images. It involves machine-learning 
models associated with feature vectors from the faces 
images. However, LBP relies on a high-dimensional fea-
ture vector, making it infeasible to scale for a large dataset. 
According to Zhang et al. [5], two descriptors, Gabor Binary 
Pattern (LGBPHS) and Gabor Phase Pattern (GPP) can solve 
the problem of changing the environmental conditions. Chen 
et al. [6] proposed Weber Local Descriptor (WLD) which is 
inspired by Weber’s law providing better-resulting accuracy 
to face recognition issues. Other discriminative descriptors 
are also produced good accuracy results in facial recognition 
systems such as Local Gradient Pattern (LGP) [7], Gradient 
Direction Pattern (GDP) [8].

Rivera et al. [9] proposed Local Directional Number 
(LDN) pattern as a face descriptor to extract directional 
values. This work deals with the best directional numbers 

with the most positive and negative directions of those edge 
responses. This work suffers from the self-imposed restric-
tion of continuously having a leading one that immediately 
reduces the number of available combinations within the 
twofold vector by half. The number of zero and one has 
been used to process original LDP, depending on a threshold 
value. In [10], the authors proposed Local Phase Quantiza-
tion (LPQ). They involve Gabor wavelet with blur invariance 
property to extract discriminative features. Therefore, both 
works suffer from the major drawback of a stable classifica-
tion rate with a high number of features. Generally, Median 
Ternary Pattern (MTP) [11], Local Gradient Code (LGC) 
[12], and Histogram of Orientation Gradient (HOG) [13] 
have been widely used for facial feature extraction. More 
recently, the descriptor Local Gradient Neighbor (LGN) [14] 
have shown significant performance in the face recognition 
process by combining the qualities of both descriptors LBP 
[4] and LGC [12].

Works in [15–19] details five descriptors with machines 
learning are Scale Invariant Feature Transform (SIFT) with 
Independent Component Analysis (ICA) [15], Eigenfaces 
using Principle Component Analysis (PCA) [16], Gabor 
Wavelet (GW), and Linear Discriminant Analysis (LDA) 
[17], Pyramid of Histogram Oriented Gradient (PHOG) with 
Support Vector Machine (SVM) [18], Gabor wavelets with 
Principle Component Analysis (PCA) [19]. These descrip-
tors are widely used for FR and FER systems. In general, 
the Eigenfaces discover the similarities between faces with 
minimal controlled environments. However, PCA suffers 
from a low recognition rate. PCA is much more dimension-
ality reduction than other existing recognition methods.

Other works involve a wide range of machine learning 
techniques on domains FR and FER from classic classifi-
ers such as Artificial Neural Networks (ANNs) and Hidden 
Markov Models (HMMs) [20], to more advanced approaches 
such as Support Vectors Machines (SVMs) [17]. These 
methods aim to develop and evaluate the performance of 
a statistical classifier based on a new generation of neural 
networks using pattern code faces. However, SVMs are the 
most used approach for FR and FER systems. Recently deep 
learning with deep networks is being widely used for FER. It 
integrates both feature extraction and learning phases such 
as Cos Face and Deep Face [21]. In this context, SVM classi-
fier has been used to improve classification performance [1], 
elucidating issues related to overfitting and local minima that 
occur with more conventional neural network algorithms. 
These characteristics are important in pattern recognition 
applications such as human face recognition.

Kasthuri et al. [22] proposed a powerful deep texture 
feature called DGOLOF for describing facial features. It 
adapted Name Semantic Network (NSN)-based face annota-
tion to efficiently improve image classification. DGOLOF’s 
deep texture feature is discriminant and invariant but less 
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performant in the partially occluded facial images. In [23], 
Zhu et al. proposed a collaborative deep framework for face 
photo–sketch synthesis. It combined collaborative loss with 
generative adversarial nets. This method offers good face 
recognition accuracy, but the processing time is high.

In [24], Kasthuri et al. compared and evaluated Name 
Semantic Network (NSN) with various annotation tech-
niques. This work provides a good review of feature extrac-
tion methods as well as the recently deep feature extraction 
methods. Experimental results demonstrate that the deep 
feature methods achieved better recognition rates other than 
texture features using Yahoo images.

Table  1 summarizes the strengths and drawbacks of 
related works. The previous related works have many limita-
tions due to several reasons. The first reason, such proposed 
works suffer from a high computation time and significant 
memory space to build and represent facial features. The 
improvement is obtained by defining a set of new direc-
tional gradient-based descriptors, feature-to-tree represen-
tation, and reduced feature vectors. The second reason, 
the majority of solutions suffer from high computational 
costs. Deep learning methods for face recognition outper-
form feature extraction methods when giving huge faces 
images for training with a high rate of recognition. A study 
on advanced deep face deep learning techniques [21–24] 
indicated that these methods can take long time to train. We 
focus on feature extraction approach that provides a faster-
training model. This performance plays a vital role when 
dealing with real-time applications. To this end, we extract 
the amplitude and orientations to train the model that best 
represent texture features.

In this paper, we propose new, improved face recognition 
descriptors based on the gradient directions that improve 
the classification accuracy rate for FR and FER systems. 
The proposed descriptors are based on the exploitation of 
(1) directional codes representation of facial images, (2) 
magnitudes and orientation maps to establish on one-hand, 
the facial features defined on blocks’ image, on the other 
hand, of those related pixels horizontal and vertical coordi-
nates. The proposed approach consists of a reduced feature 
vector based on directional gradients that describes facial 
expressions to make a tradeoff between computational time 
and classification accuracy. We validate and compare it 
with several existing descriptors designed for face recogni-
tion and conducted several experiments on the widely used 
benchmarks. In the next section, we detailed the proposed 
descriptors.

3  Standard descriptors for features 
extraction

In this section, we present the most standard descriptors for 
extracting the features of the image. The feature extraction is 
the dimensionality reduction that represents the discrimina-
tive parts of an image in a reduced feature vector. There is a 
wide spectrum of feature vectors that can be used for many 
recognition tasks as shown below.

– Local Binary Pattern (LBP) [4] is a texture descriptor 
that matches the gray level of a pixel with the gray levels 

Table 1  Related works’ comparison

Related works Test BD Strengths Limitations Results (%)

LBP [4] CF1–LFW Frontal robustness Image asymmetry 13.03–90.9
WLD [6] FERET–LFW Difficulties Shifted Low recognition accuracy 68.59–23.4
LGP [7] CK+ Monotonic robustness High space complexity 92.4
GDP [8] FERET Noise robustness High computational cost 76.10
LDN [9] CK+–JAFFE Compact coding Higher total execution time 92.2–89.2
LPQ [10] FERET–LFW Robustness to lighting Lots of discriminating info 99.2–75.3
MTP [11] CFAPS Rotation invariant High space complexity 92.4
LGC [12] JAFFE Lighting robustness Only instead central pixel 88.33
HOG [13] KIMIA Lighting robustness High computational cost 34.37
SIFT–ICA [15] CMUPIE–FRGC2 Occlusion insensitive Base Linear Method 96.6–91.92
GW–LDA[17] AT–FACE Luminosity invariant High computational complexity 88.0–94.02
GW–PCA [19] FRGC Expression robustness 99.74
EF–PCA [15] ORL Rotation invariant 76.23
PHOG–SVM [18] LFW Pose Invariant 88.50
CosFace [21] LFW–YTF Good performance 99.73–97.6
DeepFace [21] LFW–YTF High accuracy 97.35–91.4
DGOLOF [32] Deep Gabor High accuracy 97.35–91.4
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of its neighbors. It assigns a binary code to describe the 
local texture of a region.

– Weber Local Descriptor (WLD) [6] is a well-known 
descriptor encode the gray-level difference between the 
central pixel and its neighbors within a local differential 
orientation.

– Local Gradient Patterns (LGP) [7] descriptor is computed 
based on local gradient flow from one side to another 
side through the center pixel in a 3 × 3 pixels region. The 
center pixel of that region is represented by two bits of 
binary patterns.

– Gradient Direction Pattern (GDP) [8] is a more invariant 
feature description to noise while using edge response 
value instead of the intensity of pixel.

– Local Directional Number Pattern (LDN) [9] is a micro-
pattern descriptor that used the top directional numbers, 
which is the most positive and negative directions of 
those edge responses.

– Local Phase Quantization (LPQ) [10] is a texture descrip-
tor based on the blur invariance property of short-term 
Fourier transform (STFT) within the neighborhood.

– Local Ternary Pattern (LTP) [11] extends LBP code by 
using three values of encoding to provide uniform con-
sistency regions

– Local Gradient Code (LGC) [12] descriptor describes the 
distribution of the gray levels in the neighborhood of the 
center pixel. However, it uses horizontal, vertical, and 
diagonal gradients instead of only the central pixel value

– Histogram of Oriented Gradient (HOG) [13] is a success-
ful feature descriptor based on the gradient orientation 
that is invariant to lighting. HOG is often used with an 
SVM classifier to identify the face.

– Local Directional Pattern (LDP) [25] extends LBP 
descriptor that uses the directional responses by using 
Kirsch kernels. LDP represents a robust descriptor for 
face recognition.

– Gradient Local Ternary Pattern (GLTP) [26] descriptor 
is a content-based pattern that uses gradient magnitude 
values instead of gray levels with a three-level encoding 
scheme to discriminate between smooth and high tex-
tured facial regions.

4  Proposed descriptors: HDG and HDGG

We propose HDG and HDGG, two novel descriptors for 
extracting facial image features. The novelty of our descrip-
tors is to provide: (1) reduced feature dimension to train the 
SVM classifier to distinguish between different classes of 
facial expressions and (2) structured tree representing dis-
criminant features regarding the specific region of the facial 
image. These two descriptors improve the performance 
of the classification process of the different faces and the 

different facial expressions while extracting discriminate 
information.

4.1  HDG: feature extraction with histogram 
of directional gradient

HDG is a new local feature descriptor for face and facial 
expression recognition, very simple and efficient. It just 
groups eight directional gradients into a vector of eight val-
ues. Each value is an information dimension of a specific 
direction. HDG is used to extract the distribution of direc-
tions of oriented gradients from the whole image. Then, 
encode the extracted features by prominent direction indi-
ces according to the comparison. This allows distinguishing 
among similar structural patterns that have different gradient 
transitions. We also include histogram reduction algorithms 
to enhance the execution time. HDG as HOG eliminates the 
problem of changing lights caused by the environment. It 
consists of the following steps.

Step 1 Apply Kirsch masks on each image to obtain the 
improved edge response value. Each pixel is represented by 
the eight-edge response values mi i = 0, 1, … 7. Figure 1a 
shows an example of edge response value and Fig. 1b shows 
an original image and filtered images resulted from Kirsh 
masks.

Step 2 Divide the face image into n × m blocks.

Step 3 Compute the sum of all edge response values bit 
to each block X in eight directions independently (one by 
direction) as follows:

where i represents a direction, X is a block of the image, and 
mi is the response value of pixel for direction i.

Step 4 Represent each block by a histogram «B» of eight 
values. Each value is a cumulative sum of information in 
each direction.

Step 5 Concatenate all histograms to form a feature vector 
of size n × m × 8 . This vector will use it as a face descriptor.

Step 6 Represent the facial image and HDG results after 
applying Kirsh by a structured tree [26]. The histogram of 
the facial image as a global feature vector is represented as 
a root of the tree. Then, the histogram of eight-values of 

(1)bi =
∑

mi∈X

||mi
||i = 0, 1,… , 7

(2)B =
{
bi
}
i = 0, 1,… , 7
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each block of the facial image presents a specific vertex in 
the child’s root. Finally, the eight response values of each 
block are represented as eight leaves. Figure 2 presents an 
illustration of a global feature, n × m blocks’ features, and 
eight response values. The structured tree promotes the effi-
ciency and the effectiveness of the classification process of 
the facial images.

4.2  HDGG: feature extraction with histogram 
of directional gradient generalized

HDGG is a new efficient and improved features extraction 
approach extended HOG that was proposed by Dala et al. 
[13]. HDGG extends the HDG feature local descriptor to 
magnitudes and orientation maps that requiring proper 
descriptive vector. HDGG encodes the directional infor-
mation of the face’s texture in a reduced way for produc-
ing a more discriminative code than existing methods. It 

Fig. 1  a Example of edge response values. b Filtered images resulted from 8-Kirsh masks

Fig. 2  Building Tree2vector after applying HDG operator
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determines a new attribute that can be specified to describe 
long-distance relationships.

HDGG enhances the classification accuracy and execu-
tion time of FR and FER systems. They provide faster, 
potentially more stable computation and express more 
clearly object boundaries in a long-distance relationship. 
HDGG consists of summing all gradient values of image 
pixels referring to 8-pixels using Kirsch filter, which will be 
mapped on magnitudes and orientation maps. HDGG con-
sists of the following steps.

Step 1 Apply Kirsch filter on each block as HDG, and 
then compute for each pixel, 8-gradient feature. HDGG 
considers these eight values as eight oriented vectors (see 
Fig. 3).

Step 2 Compute the sum of gradient vectors on a new 
pixel’s vector, as shown in Fig. 3, by using the following 
equation:

Step 3 Perform the magnitude and orientation maps val-
ues on the horizontal and vertical coordinates of each pixel’s 
vector according to G and Θ values:

Step 4 Decompose the whole image into n × m non-over-
lapping blocks, then quantizes orientation values of each 
block in the histogram with 9-orientation bins, where the 
magnitude values are the votes.

(3)x =
∑7

i=0

(
micos(i ∗ �∕4)

)

(4)y =
∑7

i=0

(
misin(i ∗ �∕4)

)

(5)G =
√
x2 + y2

(6)Θ = tan−1(y∕x)

Step 5 Normalize all of the histogram blocks to obtain 
the feature vector. For each face image in the training set, 
we have calculated and stored the associated feature vector.

To extract facial features vector from a facial image, we 
divide it into n × m blocks. We use 8-equally spaced inter-
vals in the interval [0, π]. For each block, a local histogram 
is automatically generated and normalized. These normal-
ized histograms are concatenated to form the image’s global 
histogram, which may be offering a comparison between 
facial recognition methods. Figure 4 shows an example of 
HDGG magnitude and HDGG orientation results.

5  Proposed framework for face and facial 
expressions recognition

The proposed recognition framework (see Fig. 5) aims to 
find perfect facial features of the face image and provides 
directional gradients face recognition technique for identi-
fying faces in images that ensures high accuracy and good 
effectiveness. We used two well-known datasets of JAFFE 
[26] and YALE [27] to do the facial features learning in the 
new, improved HDG and HDGG descriptors, provide suit-
able pre-trained model features for directional gradient train-
ing image and then use SVM to classify input tested image. 
We improved the recognition rates by directional oriented 
gradients and combined it with an SVM classifier to process 
the model’s output. The implementation of the proposed sys-
tem involves two-phases that collaborated to accomplish the 
system goal. The phases of the proposed system are the face 
training phase and the face classification phase.

The system architecture of the proposed model with the 
two phases is shown in Fig. 5 and described as follows:

Fig. 3  a Pixel represented by eight vectors. b Pixel represented by a single vector
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Fig. 4  HDGG magnitude and 
orientation results

Fig. 5  Schematic representation of proposed framework
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6  Proposed framework for face and facial 
expressions recognition

The proposed recognition framework (see Fig. 5) aims to 
find perfect facial features of the face image and provides 
directional gradients face recognition technique for identi-
fying faces in images that ensures high accuracy and good 
effectiveness. We used two well-known datasets of JAFFE 
[26] and YALE [27] to do the facial features learning in the 
new, improved HDG and HDGG descriptors, provide suit-
able pre-trained model features for directional gradient train-
ing image and then use SVM to classify input tested image. 
We improved the recognition rates by directional oriented 
gradients and combined it with an SVM classifier to process 
the model’s output. The implementation of the proposed sys-
tem involves two-phases that collaborated to accomplish the 
system goal. The phases of the proposed system are the face 
training phase and the face classification phase.

6.1  Training process

The purpose of training is to extract the facial features of 
human faces from images to solve the learning problem that 
there is only a reduced size of labeled feature vectors. Then, 
the trained model can be applied directly to train the target 
data, so that it can be used for a large number of data train-
ing and reduce training time. Two new descriptors have been 
used to perform the training phase. One is HDG (Histogram 
of Directional Gradient) and another is HDGG (Histogram 
of Directional Gradient Generalized). Both are directional 
gradients. These are used to extract facial features, normal-
ize, and map them as a reduced feature vector. We expanded 
213 peak facial expressions in the JAFFE and 165 faces 
images in the YALE databases. The extracted features from 
these images are normalized and transferred to the SVM 
classifier for the training process.

The training process (see Fig. 6) consists of dividing the 
image into n × m blocks after applying HDG and HDGG 
for each of those blocks. First, we perform a processing step 
known as feature extraction to store the discriminate infor-
mation about each face in a reduced vector. Next, we have 
a histogram among 9-values (i.e., 8-values for HDG) of the 
gradient directions and their magnitude inside each block. 
Finally, all 9-vectors are normalized and concatenated into 
a final feature vector, which is stored with a face image in a 
database. Then, at the same time, we use SVM with a multi-
class linear kernel to fit a model of the facial appearance in 
the database. So that we can discriminate between different 
people of a database. The output of this phase is an SVM 
trainer, a model that will be used to recognize input images.

6.2  Classification process

The classification process recognizing the face and classify-
ing the facial expressions of the input image, by computing 
the HDG (or HDGG) vector, applying the SVM classifier 
[1] to find the matched class as illustrated in Algorithm 1. 
The first step consists to compute the response value of each 
pixel of the input image using HDG (i.e., HDGG). Then, 
we divide the input image is into n × m blocks. A histogram 
is constructed for each block of the input image. Next, we 
concatenate the histograms of each block to get the feature 
vector for the input image. We normalize and reduce the 
facial vector to keep those related to the training phase.

The classification process consists of transforming the 
features into a structured tree. The structured tree consists of 
three layers: a global feature layer, a regional feature layer, 
and a response values layer for all blocks. The classification 
process creates a new root branch for the global feature his-
togram of the input image. Next, it assigns regional features 
to its parent global feature histogram. Then, it aggregates the 

Fig. 6  Functional model of training phase
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response values of each block, which are created in the tree’s 
leaves and assigned to its regional feature. This process is 
repeated until all the blocks have been treated. Finally, it 
compares the previously structure tree and those of the train 

Fig. 7  Sample Images from the JAFFE database and their facial expressions

Fig. 8  Sample Images from the YALE database and their facial expressions

faces, to determine the distance between them, which will be 
thereafter scored and returned within a label or an indicator 
to signify which person from the database.



1104 Pattern Analysis and Applications (2021) 24:1095–1110

1 3

7  Experimental results and analysis

In this section, we present the experiments on two well-
known datasets. The main purpose of these experiments 
is to evaluate the performance of the proposed recognition 
system based on the extended HOG descriptors. We will 
validate the effectiveness and efficiency of our recognition 
system and compare it with several descriptors in terms of 
several metrics such as accuracy, precision, recall, F1-score, 
execution time.

7.1  Datasets

To build and evaluate our proposed recognition system, two 
well-known benchmarks of face images have been used. One 
is JAFEE (Japanese Female Facial Expression) [28] and 
another is the YALE face database [29]. The JAFFE data-
base contains 213 peak facial expressions from ten subjects, 
seven emotion categories are considered. They are happi-
ness, sadness, surprise, anger, disgust, and natural. The gray 
level images are of size 256 × 256 . We used the fdlibmex 
library, free code available for MATLAB for face detec-
tion. We normalized all the evaluated face images before 
the experimentation in size of 128 × 128 pixels. Figure 7 
presents samples of the JAFEE dataset. The YALE Face 
dataset [28] contains 165 grayscale images in GIF format 
of 15 individuals. There are 11 images per subject, 1 per 
different facial expression or configuration: center light, no 
glasses, happy, left light, and normal, right light, sad, sleepy, 
surprised, and wink. All images are of size 64 × 64 divided 
into blocks with 8 × 8 . In our work, we have only considered 
the frontal images. All images are 128 × 128 size and divided 
into 8 × 8 equally blocks. Figure 8 presents samples of the 
YALE dataset.

7.2  Experimental setup

All experiments are carried out with an Intel i5, 3 GHz pro-
cessor, 12 GB of RAM Intel Core i3-5005U and 4 GB of 
RAM Windows 10 64 bits, C++ Builder and Matlab. We 
used Library for Multiclass Support Vector Machine (LIB-
SVM) [30] which is used for extracting various features. 
These features are trained and classified through pairwise 
approach (one vs one) applied with Linear Kernel function. 
The LIB-SVM library is a modern toolkit that contains sev-
eral machine-learning algorithms that help in writing sophis-
ticated C++ based face recognition applications.

7.3  Evaluation metrics

We evaluated and compared the performance of the pro-
posed HDG and HDGG descriptors with some standards 
descriptors in terms of effectiveness and efficiency.

7.3.1  Effectiveness metrics

We evaluated the relevance of the proposed descriptors 
throughout the following metrics.

• Accuracy (A) is the measure of how a classifier can pre-
dict the correct predictions. It is also the ratio of the cor-
rect predictions to the total predictions

where True Positives (TP) is the number of relevant 
faces, True Negatives (TN) is the number of non-relevant 
faces, False Positives (FP) is the number of relevant faces 
that are not classified by the given approach, False Nega-
tives (FN) is the number of non-relevant faces that are not 
classified by the given approach.

• Precision (A) is the measure to identify the number of 
relevant faces among the classified ones. It is also the 
ratio of the correct predictions to the total predictions

• Recall (R) calculates the correctly classified faces images 
over all the faces images in the dataset

• F1-score evaluates a weighted average of P and R. It is an 
important factor based on weighted recall. The F-score is 
computed as follows:

• Peak signal to noise ratio (PSNR) [31, 32] is a logarith-
mic function of Mean Square Error (MSE) interpreted as 
a corrected version of the Signal-to-Noise Ratio. A high 
PSNR means that the two images are identical. MSE and 
PSNR can be calculated using Eqs. (13) and (14), respec-
tively

(7)A =
TP + TN

TP + TN + FP + FN

(8)P =
TP

TP + FP

(9)R =
TP

TP + FN

(10)F_score = 2 ×
P × R

P + R

(11)MSE(x, y) =
1

NM

N∑

i=1

M∑

j=1

(xi,j − yi,j)
2
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where xij , yij are the pixel (i, j) in the original image X 
and the distorted image Y  , respectively. M × N is the size 
of the image.

• Average difference (AD) [33] expresses the similarity 
between the original image and the distorted one. Good 
classification means having the lowest difference value. 
Usually, it can be considered good if AD close to or equal 
to 0. This metric is computed as follows:

• Maximum difference (MD) [33] provides the maximum 
difference between the original image and the distorted 
one. It used to measure the maximum accuracy of the 
proposed descriptors. MD is defined as follows:

• Structural content (SC) [33] is expressed as follows:

• Normalized absolute error (NAE) [33] is used to evalu-
ate the linear relation between the host image and the 
distorted image. It could be used also to evaluate the 
closeness of prediction to outcomes. A lower NAE value 
shows that image is of good classification. It is defined as 
follows:

(12)PSNR(X, Y) = 10log10
2552

MSE
dB

(13)AD(x, y) =
1

NM

N∑

i=1

M∑

j=1

|||
xi,j − yi,j

|||

(14)MD(x, y) = max
||
|
xi,j − yi,j

||
|

(15)SC(x, y) =

∑N

i=1

∑M

j=1
xi,j

2

∑N

i=1

∑M

j=1
yi,j

2

(16)NAE(x, y) =

∑N

i=1

∑M

j=1

���
xi,j − yi,j

���
∑N

i=1

∑M

j=1

��
�
xi,j

��
�

7.3.2  Efficiency metrics

We evaluated the efficiency of the proposed descriptors 
throughout the execution time (T). It is the time needed to 
accomplish the classification process of a specific face of 
faces dataset.

7.4  Results and analysis

7.4.1  Efficiency evaluation

To evaluate the impact of block-size on the accuracy, HDG 
and HDGG operators are applied on faces images at dif-
ferent sizes: 1 × 1;2 × 2;4 × 4;8 × 8 , and 16 × 16 in Table 2. 
The results show that 8 × 8 block combination is the best for 
the 128 × 128 original image size for both HDG and HDGG 
descriptors. Moreover, our proposed descriptors also ignore 
the object boundaries with small block dimensions.

To evaluate the accuracy of the proposed HDG and 
HDGG operators in classifying faces, their results are com-
pared with ten standard descriptors namely HOG [13], LBP 
[4], LDN [9], LPQ [10], WLD [6], LGP [7], GDP [8], LGC 
[12], LTP [11], and GLTP [26] in Table 3a using JAFFE 
dataset. The results show that our proposed descriptors yield 
much better accuracy as compared to other methods.

Table 3b presents the accuracy rates of different operators 
on the YALE database. Based on the mentioned results in 
Table 3b, we can note that the proposed HDG and HDGG 
successfully recognize the facial expression features from 
the extracted ones with 92.12, due to the effective block 
segmentation and detection method. These results prove the 

Table 2  Accuracy of HDG and HDGG using different block sizes on 
the JAFFE database

Bold indicates the highest results or scores

Block dimension Accuracy HDG (%) Accuracy 
HDGG (%)

1 × 1 38.57 39.52
2 × 2 53.33 66.67
4 × 4 73.80 82.38
8 × 8 90.00 91.43
16 × 16 89.04 88.57

Table 3  Recognition accuracy of different methods on (a) JAFFE 
database and (a) YALE database

Bold indicates the highest results or scores

(a) (b)

Method JAFFE Method YALEE

LTP 40.95 LTP 48.48
GLTP 38.09 GLTP 36.36
LBP 42.00 LBP 87.88
LDP 52.38 LDP 56.36
LDN 68.57 LDN 79.39
LGC 78.57 LGC 70.00
LPQ 69.52 LPQ 73.93
WLD 81.90 WLD 92.12
GDP 87.14 GDP 48.48
LGP 83.80 LGP 36.36
HOG 88.57 HOG 87.88
HDG 90.00 HDG 56.36
HDGG 91.43 HDGG 79.39
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efficiency of the proposed face descriptors in achieving a 
higher accuracy rate compared to other methods on YALE.

Next, the proposed descriptors are evaluated through 
the confusion matrix (Tables 4 and 5). The results show 
that the proposed operators’ HDG or HDGG yields the best 
accuracy on all images involved in the experiments. These 
results validate and confirm the effectiveness of HDG and 
HDGG descriptors to identify facial expressions on the 
JAFFE dataset.

Moreover, our model also dominates over those descrip-
tors in terms of other evaluation metrics namely precision, 
recall, and F1-score. As shown in Table 6, we can notice 

the highest precision, recall, and F1-score for the proposed 
descriptors HDG and HDGG over other traditional descrip-
tors on the JAFFEE database. The improvement in such per-
formances of the HDG and HDGG classifiers with the inclu-
sion of magnitude and orientations map can be observed 
with 91.65% precision, 92.03% recall, and 91.84% F-score 
for HDGG, 90.83% precision, 92.03% recall 90.25% and 
91.84%, respectively for HDG. These results confirm that 
the proposed SVM classifier with HDG effectively helps to 
recognize the face successfully.

In addition, the results of the experiments on the YALE 
database also show the highest performance for HDG and 

Table 4  Confusion matrix 
of -class facial expressions 
recognition using SVM with 
HDG in the JAFFE database

Bold indicates the highest results or scores

(%) AN (%) CO (%) DI (%) FE (%) HA (%) SA (%) SU (%)

AN 100 0.00 0.00 0.00 0.00 0.00 0.00
CO 0.00 89.65 0.00 3.22 0.00 6.45 0.00
DI 0.00 0.00 84.38 0.00 3.33 9.68 3.70
FE 0.00 0.00% 0.00 80.65 0.00 16.12 3.70
HA 0.00 0.00 3.13 6.45 90.00 0.00 0.00
SA 0.00 0.00 6.25 3.20 0.00 87.09 0.00
SU 0.00 0.00 0.00 0.00 0.00 0.00 100

Table 5  Confusion matrix 
of -class facial expressions 
recognition using SVM with 
HDG in the YALE database

Bold indicates the highest results or scores

(%) AN (%) CO (%) DI (%) FE (%) HA (%) SA (%) SU (%)

AN 96.66 3.45 0.00 0.00 0.00 0.00 0.00
CO 0.00 93.10 3.25 0.00 0.00 3.23 0.00
DI 0.00 3.45 81.25 0.00 3.33 9.68 3.70
FE 0.00 0.00 0.00 87.09 0.00 9.68 3.70
HA 0.00 0.00 6.25 3.22 86.67 3.23 0.00
SA 0.00 0.00 0.00 3.22 0.00 96.77 0.00
SU 0.00 0.00 0.00 0.00 0.00 0.00 100

Table 6  Comparison of 
precision, recall, and F1-score 
on the JAFFE database for 
several methods

Bold indicates the highest results or scores

Method JAFFE database YALE database

P (%) R (%) F1-score (%) P (%) R (%) F1-score (%)

HDG 90.83 90.2532 90.5427 90.83 90.25 90.54
HDGG 92.03 91.65 91.84 92.03 91.65 91.84
HOG 88.93 88.80 88.86 88.93 88.80 88.86
LGP 86.49 84.08 85.26 86.49 84.08 85.26
GDP 86.49 84.08 85.26 86.49 84.08 85.26
WLD 84.29 82.26 83.26 84.29 82.26 83.26
LPQ 81.34 70.15 75.33 81.34 70.15 75.33
LGC 80.71 68.93 74.35 80.71 68.93 74.35
LDN 79.95 42.00 55.07 79.95 42.00 55.07
LDP 72.18 52.86 61.03 72.18 52.86 61.03
LBP 76.15 60.65 67.52 76.15 60.65 67.52
LTP 41.45 62.59 49.87 41.45 62.59 49.87
LGTP 80.11 39.47 52.88 80.11 39.47 52.89
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Fig. 9  False classified facial expressions using HDG code in the JAFEE database

Fig. 10  False recognized faces 
using HDG code in the YALE 
database

Table 7  Comparison of the 
similarity measures on the 
JAFFE database for several 
methods

Bold indicates the highest results or scores

% MSE PSNR MNCC AD SC MD NAE

HDG 3.0612 43.2719 0.8976 0.7347 1.2212 6 0.2000
HDGG 2.1633 44.7797 0.9121 0.9796 1.1890 6 0.1714
HOG 3.4286 42.7797 0.8835 0.9796 1.2602 6 0.2286
LGP 6.3673 40.0912 0.8355 1.3878 1.3881 9 0.3238
GDP 3.9184 42.1998 0.8691 1.5510 1.3012 8 0.2571
WLD 9.3061 38.4431 0.8154 1.5510 1.4225 15 0.3619
LPQ 29.9184 33.3714 0.6890 2.6122 1.6388 23 0.6095
LGC 44.5306 31.6442 0.5937 3.4286 1.8764 24 0.8000
LDN 26.4490 33.9067 0.6822 2.6939 1.7554 18 0.6286
LDP 60.6531 30.3023 0.5192 4.0816 1.9652 28 0.9524
LBP 111.7959 27.6465 0.3988 5.1020 1.5038 32 1.1905
LTP 108.2857 27.7851 0.4048 5.0612 1.5390 32 1.1810
LGTP 121.0612 27.3008 0.3765 5.3061 1.4446 32 1.2381
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HDGG in terms of precision, recall and F1-score. HDG 
achieves 90.83% precision and 90.54% F1-score when direc-
tional gradients are included. Similarly, HDGG achieves 
92.03% recall and 91.84% F1-score. However, HDG descrip-
tor shows some failure cases in the JAFEE dataset as illus-
trated in Fig. 9 due to smoother faces. Similarly, HDG 
descriptor also shows some failure cases in YALE dataset 
as illustrated in Fig. 10. This requires the need to match 
stronger features in the face.

Experimental results of the similarity metrics on the data-
base JAFEE with standard for several methods are presented 
in Table 7. The obtained results demonstrate high values 
when applying HDG and HDGG in terms of MSE, PSNR, 
NCC, AD, SC, MD, and NAE. Besides, we noted that the 
consideration of directional gradient in facial recognition 
system is the most influence on similarity measures. It is 
very interesting that SVM classifier with HDG is used to 
determine the identities of both faces and facial expressions, 

Table 8  Comparison of the 
similarity measures on the 
YALE database for several 
methods

Bold indicates the highest results or scores

% MSE PSNR MNCC AD SC MD NAE

HDG 0.0800 59.0999 0.9576 0.0622 1.0810 2 0.0848
HDGG 0.1244 57.1810 0.9273 0.1067 1.1495 2 0.1455
HOG 0.1511 56.3378 0.9333 0.1067 1.1294 3 0.1333
LGP 0.3822 52.3076 0.9091 0.1333 1.1553 6 0.1818
GDP 0.2844 53.5908 0.9091 0.1333 1.1717 4 0.1818
WLD 0.2044 55.0251 0.9212 0.1156 1.1524 4 0.1576
LPQ 1.5289 46.2870 0.7394 0.3822 1.4963 6 0.5212
LGC 2.1422 44.8222 0.6970 0.4444 1.5163 7 0.6061
LDN 1.0756 47.8145 0.7939 0.3022 1.3866 5 0.4121
LDP 3.3422 42.8905 0.5636 0.6400 1.8464 9 0.8727
LBP 5.6622 40.6009 0.4788 0.7644 1.5163 11 1.0424
LTP 5.1111 41.0457 0.4848 0.7556 1.6575 10 1.0303
LGTP 6.7022 39.8686 0.3636 0.9333 1.7917 11 1.2727

Table 9  The feature vector sizes and length using different methods

Bold indicates the highest results or scores

Method Vector size Features vector length

LTP 512 8 × 8 × 512 = 32,768
GLTP 512 8 × 8 × 512 = 32,768
LBP 256 8 × 8 × 256 = 16,384
LDP 56 8 × 8 × 56 = 3584
LDN 56 8 × 8 × 56 = 3584
LGC 256 8 × 8 × 256 = 16,384
LPQ 256 8 × 8 × 256 = 16,384
WLD 32 8 × 8 × 32 = 2048
GDP 8 8 × 8 × 8 = 512
LGP 7 8 × 8 × 8 = 448
HOG 9 8 × 8 × 9 = 576
HDG 8 8 × 8 × 8 = 512
HDGG 9 8 × 8 × 9 = 576

Fig. 11  Execution time com-
parison using different descrip-
tors on the JAFFE and YALE 
database
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and the corresponding images are matched to achieve a high 
degree of classification against invariant illumination con-
ditions. Results given in Table 7 indicate that as compared 
with other twelve descriptors in terms of similarity meas-
ures on the JAFFE database, HDGG has a lower MSE value 
while PSNR value is higher.

The results of the effect of including the directional gra-
dient, magnitude and orientations map on HDG descriptor 
built on the database YALE are recorded in Table 8. It can 
be observed that when a new directional gradient using 
edges response values are considered, HDG descriptor has 
the highest rate of 59.09 in PSNR dB and the lowest rate of 
0.08%in MSE of over the same model when implemented 
other eleven descriptors. In the case of the HDG descriptor 
implemented with a new magnitude and orientations map, 
HDGG model under the same case has an enchantment of 
57.18 dB in PSNR and 0.124 in MSE.

7.4.2  Effectiveness evaluation

Now, to evaluate the proposed HDG-SVM and HDGG-
SVM models, the impact of vector size is evaluated which 
shows the changes in learning time. Table 9 represents the 
feature vector size and the feature dimension for 64 blocks 
for the proposed HDG operator compared to other existing 
descriptors. In cases of LBP or LGC descriptor, the fea-
ture vector size is 8 × 8 × 256 = 16,384 for LBP, LGC and 
LPQ, 8 × 8 × 56 = 3584 for LDP, 8 × 8 × 8 = 512 for HDG and 
8 × 8 × 9 = 432 for HDGG. The execution time depends on 
the vector size, the fast time its lower vector size.

Based on the above descriptors, the extracted faces fea-
tures are realized into the SVM method, which success-
fully classifies the faces features with minimum time. The 
comparison of the execution time in seconds (see Fig. 11) 
demonstrates that HDG and HDGG effectively classify the 
extracted facial features with minimum time when compared 
to other traditional descriptors. We observe that the execu-
tion time of HDG and HDGG is 0.526 s and 0.4067 ms, 
respectively. HDG and HDGG have a less vector size com-
pared to other descriptors, which may decrease the classifi-
cation-processing time and the learning time. We evaluate 
also the execution time of our approach using the YALE 
dataset. Figure 11 presents the results of variation of the exe-
cution time according to applied feature extraction descrip-
tor. In this figure, we can see that the response time signifi-
cantly decreases according to varied tested facial images. As 
the results of execution time in cases of YALE face images, 
Fig. 11 ensures that the proposed features extraction opera-
tors’ model provides fast execution in the case of YALE 
face images. While comparing two face recognition opera-
tors HDG and HDGG will serve the fastest execution time 
when compared to the descriptors LBP and HOG.

7.5  Lessons learned and discussion

The experiment of the SVM classifier combined with HDG 
(or HDGG) using two benchmarks JAFFE and YALE attain 
promising results compared to other existing methods in 
terms of accuracy precision, F1-score and similarity meas-
ures, and execution time. As a result, the proposed descrip-
tors are much better than existing methods and demonstrate 
the effectiveness to recognize faces and facial expressions 
in two-well known datasets YALE and JAFEE, and provide 
the user with correct prediction in fast execution time. HDG 
and HDGG are more efficient and increases the precision 
ratio, the recall ratio, and the considerable execution time, 
but also make it practicable in spite of using a very large-size 
faces images database. However, the execution time must 
be improved in future works with large-size datasets using 
advanced Face Deep Learning [34]. Additionally, the pro-
posed descriptors are simple and effective. These descriptors 
are generic and universal, and can applied in other research 
fields including object detection, object tracking, object rec-
ognition regardless of the nature of the object.

We notice that the space complexity of the proposed 
descriptors is O (n), this one is n × m × 8 for the HDG 
descriptor and n × m × 9 for the HDGG descriptor, where 
n,m are the height and the width of the image, respectively, 
8 and 9 are the vector lengths for HDG and HDGG, respec-
tively, although this is considered better than some other 
related methods such as LBP and HOG.

8  Conclusion

In this paper, we have proposed novel feature extraction 
descriptors HDG and HDGG based on the gradient direc-
tions. These descriptors are based on discriminable edge 
response value features to the facial images and facial 
expressions. The proposed descriptors are concretely vali-
dated and tested using two well-known benchmarks. Experi-
mental results have shown that the proposed approach pro-
vides better efficiency while ensuring fast execution time. 
The feature vector size not exceeding 512, the recognition 
rate reaching 92.12%, and the error rate ranged from 0.08 to 
0.1. A comparison with the sequential approach shows that 
the proposed SVM classifier with HDGG is more efficient 
and enhances the similarity measures. However, the execu-
tion time must be improved in future works with large-size 
dataset using advanced face Deep Learning. Future work 
can focus on the validation of the proposed descriptors by 
implementing a global framework using real-time multime-
dia applications.
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