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Abstract
Offline handwritten signature verification is a challenging pattern recognition task. One of the most significant limitations 
of the handwritten signature verification problem is inadequate data for training phases. Due to this limitation, deep learn-
ing methods that have obtained the state-of-the-art results in many areas achieve quite unsuccessful results when applied 
to signature verification. In this study, a new use of Cycle-GAN is proposed as a data augmentation method to address the 
inadequate data problem on signature verification. We also propose a novel signature verification system based on Caps-Net. 
The proposed data augmentation method is tested on four different convolutional neural network (CNN) methods, VGG16, 
VGG19, ResNet50, and DenseNet121, which are widely used in the literature. The method has provided a significant 
contribution to all mentioned CNN methods’ success. The proposed data augmentation method has the best effect on the 
DenseNet121. We also tested our data augmentation method with the proposed signature verification system on two widely 
used databases: GPDS and MCYT. Compared to other studies, our verification system achieved the state-of-the-art results 
on MCYT database, while it reached the second-best verification result on GPDS.
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1  Introduction

Biometric methods are the most widely used authentication 
methods. Although there are many biometric authentication 
methods, the handwritten signature is still the most widely 
used one even in the modern world. Therefore, it is impor-
tant to ensure the reliability of the signatures by distinguish-
ing genuine and forged signatures. This makes the signature 
verification problem one of the extensive research fields.

The most important problem of offline signature verifi-
cation systems is high intra-personal variability. Even the 
same writer cannot sign the same signature in the second 
time using the same method [28]. This obstacle distinguishes 
handwritten signatures from other biometric methods and 

makes it a difficult problem to solve. To tackle this challeng-
ing problem, signature competitions named as SigComp2011 
[33], 4NSigComp2012 [34] and SigWiComp2013 [39] were 
organized. On the other hand, researches in this field have 
resulted in numerous verification methods based on support 
vector machines (SVM) [29], dynamic time wrap (DTW)
[7], principle component analysis (PCA) [45], fuzzy systems 
methods, probabilistic neural network (PNN) [48], and deep 
multitask metric learning (DMML) [9, 22, 24, 57].

For offline signature recognition, Ribeiro et. al [50] pro-
posed a two-step hybrid classifier system in 2011. The first 
step identifies the owners of the signatures, while the second 
step determines its authenticity. Zois et al. [70] proposed 
a novel grid-based template matching scheme for off-line 
signature analysis and verification. Another graph-based sig-
nature verification system is described by Maergner et al. 
They proposed a combined model consisting of a combina-
tion of keypoint graphs with approximate graph edit distance 
and inkball models [36, 37]. Aguilar et al. [16] used two 
different machine expert systems for the signature classi-
fication. The first expert takes into account the global fea-
tures, while the second expert takes into account the local 
features. Last, they proposed a fixed fusion strategy based 
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on the averaged similarity scores of the global and local 
experts. Fernandez et al. [3] proposed two automatic meas-
urement approaches to assign how the signature measures 
affect signature verification system error rates. The measures 
consist of the area of a signature and the intra-variability of 
a given set of signatures. Sharif et al. [56] proposed “best 
feature selection approach” for signature verification. They 
used the genetic algorithm to select the appropriate features 
set. Then, they used the SVM for signature classification by 
using the selected features. Masoudnia et al. [42] proposed 
a dynamic multi-loss function named Multi-Loss Snapshot 
Ensemble (MLSE) for CNNs. MLSE consisted of three dif-
ferent loss function subsets: CE, CSD, and hinge losses. 
Lastly, they used SVM to tackle the signature verification 
problem for both WI and WD approaches. Ooi et al. [45] 
proposed a hybrid signature verification method by using 
discrete Radon transform (DRT), PCA, and PNN. Using 
PCA, they aimed to compress the features of static 2-D 
signature images recreated in dynamic subfields with DRT. 
Lastly, they used PNN to classification.

In the last decades, deep learning (DL) methods such 
as convolutional neural network (CNN) have achieved 
state-of-the-art success in many areas. Some of the related 
studies are object recognition [12], computer vision [49], 
speech recognition [8], natural language processing (NLP) 
[69], character recognition [61], augmented reality (AR) 
[25, 41], etc. Sagayam et al. proposed two different hand 
gesture recognition systems. The first one [54] was a deep 
learning-based real-time hand gesture recognition system 
to control virtual robotic arm. They trained and tested the 
DBN, CNN, and HOG+SVM. The second one [52] was the 
probabilistic model based on the SSA in the HMM. The 
authors reported the both DBN and CNN have greater accu-
racy than HOG+SVM. In another study, Sagayam et al. [53] 
proposed a fingerprint recognition model by using Euclidean 
distance and NN classifier for better accuracy. The success 
of deep learning approaches has attracted the attention of 
researchers working on the signature verification problem. 
So, DL methods have frequently used in signature verifica-
tion studies in recent years. Soleimani et al. [57] developed 
a deep multitask metric learning (DMML) method, which 
consists of the mixed approaches—writer independent (WI) 
and writer dependent (WD) to obtain the knowledge data. 
Khalajzadeh [30] used CNNs to detect random forgeries on 
a dataset of Persian signatures. Eskander et al. [13] pro-
posed a hybrid WI-WD solution, using a development data-
set for feature selection. They aimed to use the WI approach 
with the WD approach to overcome the problem of insuf-
ficient signature data. Another WI-WD hybrid approach is 
described by Hafeman et al. They used CNN as the classi-
fier. To improve classification performance, they also used 
forged signature samples for training in the WI approach 
[23]. Maergner et al. [38] proposed a new approach by 

combining their previously proposed graph-based approach 
with DL. In their new approach, they used the triple loss 
function with CNN. They claimed that the proposed method 
achieved significant improvements in performance on four 
publicly available benchmark datasets. Shariatmadari et al. 
[55] proposed an approach based on a hierarchical one-class 
convolutional neural network (HOCCNN) for learning only 
genuine signatures with different feature levels. In order to 
train the classification system, they patched each sample of 
signature into pieces and implemented data augmentation. 
Thus, they aimed to overcome limited signature data.

It is clearly seen in these cases another serious problem 
with handwritten signatures verification is insufficient data. 
In real life, it is difficult to find genuine and forged (espe-
cially skilled forged) offline signature examples. DL methods 
need substantial amounts of data as training data to obtain 
the successful results. So, the limited number of signature 
samples is inadequate to train the classification system. As 
a result of the insufficient dataset, many methods that obtain 
good results in other areas have failed in the signature verifi-
cation systems. This results an inefficient training phase and 
overfitting. For this reason, the systems are not able to obtain 
enough success. Many researchers deal with both signature 
verification and limited data problems [6, 19, 66].

In order to achieve a good result by using DL methods 
in areas with inadequate data sets data enhancement, addi-
tional feature extraction methods, and data augmentation 
methods are used [31, 62, 67]. In the literature, mirroring, 
shifting, flipping, and random cropping are widely used 
standard data augmentation methods [2, 26, 32]. Lv et al. 
[35] used five different data augmentation methods for face 
recognition. Costa et al. [11] proposed a data augmentation 
approach applied to the clinical image dataset to properly 
train a CNN. Although many data augmentation methods 
have been studied like those, there are only a few DL-based 
data augmentation methods. Tustison et al. [58] published an 
article entitled “Convolutional Neural Networks with Tem-
plate-Based Data Augmentation for Functional Lung Image 
Quantification.” They used ANTsRNet for data augmenta-
tion. In another study, Frid-Adar et al. [17] presented meth-
ods for generating synthetic medical images using recently 
presented deep learning generative adversarial networks 
(GANs). These studies’ results reveal data augmentation 
significantly increases DL model success. Using DL-based 
data augmentation methods is a promising course to solve 
problems in the fields with a limited amount of data, as in 
the field of signature verification. To the best of our knowl-
edge, these few DL-based data augmentation methods in 
the literature have not been used in signature verification 
applications.

We proposed a CNN-based validation system to tackle 
the classification problem for offline writer-dependent sig-
natures. In this study, we also aimed to provide a solution to 
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the lack of data by describing a new DL-based data augmen-
tation method. The proposed data augmentation method is 
based on Cycle-GAN, which is a DL method defined for the 
image-to-image translation process [68]. Cycle-GAN has not 
been previously used for data augmentation. Therefore, this 
study features a novel data augmentation and classification 
method couple for the signature verification problem. The 
main goal of the study is to create a hybrid system con-
sisting of data augmentation and classification systems for 
distinguishing forged and genuine samples better. The pro-
posed system consists of three main steps: (1) preprocessing, 
(2) data augmentation, and (3) verification. All steps are 
described in detail below.

The rest of the paper is organized as follows: Sect. 2 intro-
duces the signature verification problem. In Sects. 3 and 4 , 
we give details of the proposed data augmentation method 
and signature verification method, respectively. In Sect. 5, 
we describe the settings of the proposed methods and dis-
cuss the experimental results. Lastly, Sect. 6 concludes the 
paper.

2 � Signature verification

As the most commonly used biometric authentication tech-
nique, signatures have been signed on paper with pens for 
hundreds of years. Nowadays, with the development of tech-
nology, it can be signed on electronic devices, such as tab-
lets and computers. Signatures that legally impose financial 
and moral liabilities are still a widely used authentication 
technique in many areas. Therefore, signature verification/
recognition is one of the most important fields for research-
ers. Signature verification is the process of distinguish-
ing genuine and forged signatures. Signature verification 

systems compare queried signatures and reference examples 
to determine whether they are genuine or forged.

Although image processing technology has developed 
prominently, signature verification is still a very difficult 
problem to solve. The most challenging feature of signa-
tures is that they are not completely reproducible. Even the 
most talented people can never do the same signature in the 
same way. This is called natural diversity. Signatures show 
high intra-class variability (the individual’s signature can 
vary widely every day), large temporal change (the signature 
may change in time), and high-class similarity (by nature, 
forgery, tries to be indistinguishable from genuine signatures 
as much as possible) [4]. For all these reasons, signature 
verification is a NP-Hard problem. Examples of genuine (a, 
b, c) and forged (d, e, f) signatures of the same person are 
shown in Fig. 1.

Signature verification systems have two major categories 
as online and offline according to the data acquirement tech-
nique. Online signatures are obtained by signing on touch 
screen devices such as tablets and mobile phones. Offline 
signatures are obtained by signing on paper as in tradi-
tional methods. The offline signature referred to as a static 
approach, while the online one referred to as dynamic. In the 
online signature method, many features such as pen speed, 
acceleration, coordinates, and pressure are obtained by using 
a special pen and tablet, along with the scanned signature 
image [14]. However, offline signature methods have only 
the scanned signature image. Therefore, the offline signa-
ture verification problem is a more challenging problem. 
Since the signatures are easily affected by factors—such as 
the psychological condition, health, age, and physical con-
ditions, differences occur in the signature samples of the 
same person. This makes offline signature verification a 
much harder problem to solve for researchers [28, 33]. With 
the proposed hybrid system, composed of data augmentation 

Fig. 1   Top row (a, b, c) is genuine signatures and bottom row (d, e, f) is forged signatures
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and signature verification in this study, we are trying to over-
come the problems with offline signature verification.

Images are used as input data, in offline signature veri-
fication systems. So, the learned features are very few and 
limited. Therefore, the design of the system to be used is 
crucial. Signature verification systems are designed accord-
ing to two main approaches as writer independent (WI) and 
writer dependent (WD). In WI approaches, the classification 
system is trained and tested with signature samples of all 
users at the same time. In the second system, which is WD, 
classification is performed for each user separately [13, 57]. 
Since the WI approach is trained with the signatures of all 
users together, it suffers to learn the specific features of the 
writers. Therefore, local characteristics of the signatures are 
missed in the WI approach. In the WD approach, since the 
signature samples of all authors are trained separately, the 
personal characteristics can be learned more easily. Hence, 
the classification performance of the WD approach is higher 
than the WI approach. In an article published in 2018, we 
showed that the CNN model has achieved more successful 
results on the WD approach than on the WI approach [64].

3 � Proposed data augmentation method

Basic data augmentation methods are divided into two: geo-
metric augmentation and color augmentation. The former is 
composed of mirroring, rotation, flipping, etc., and the latter 
is composed of color spectra [60]. More generic image aug-
mentation method introduced by Xu et al. [63]. In addition, 
there are also some data augmentation methods integrated 
into DL frameworks, such as Keras. These methods consist 
of translation, scaling, adding noise (Gauss, etc.), and ran-
dom cropping [10].

The method we have proposed for data augmentation has 
not been used before in the field of signature verification. 
The basis of the method we propose is the image-to-image 
translation. The image-to-image translation methods are 
intended to obtain a new image by using another pair of 
images’ features (X, Y). They learn features of the pair by 
relating an image as a given output (Y) and another image 
as a given input (X). This procedure is formulated as fol-
lows G ∶ X → Y  . Goal of the method is to learn the map-
ping between an input image and an output image using a 
training set of aligned image pairs and apply this mapping 
to another image for translation. Translation can be in dif-
ferent formats, such as grayscale to color, image to semantic 
labels, and edge-map to photograph [27]. In this study, we 
aimed to learn the special characteristics of two signatures 
by matching a pair of signatures from a signature sample. 
By using these characteristics, it is aimed to create a new 
signature sample.

One of the best DL methods that can perform this kind of 
transformation is generative adversarial networks (GANs). 
GAN was first reported by Goodfellow et al. [20] in 2014. 
The GANs’ learning process is to train a discriminator D and 
a generator G simultaneously. The goal of G is to learn the 
distribution Px by data x. G starts from Gaussian distribution 
Pz(z) , to sample the input variable z, then maps the input 
variables z to data space G(z;�g) through a differentiable 
network. At the same time, D is a classifier D(x;�d) which is 
designed to recognize whether an image is from training data 
or from G [40]. The objective of a GAN can be described as:

where G minimizes the objective function while adversarial 
D tries to maximize.

In our study, Cycle-GAN [68] method is used for sig-
nature augmentation. The method is a GAN approach to 
reconstruct the adversarial loss to learn the maps of target 
and input images that are extremely similar to each other. 
The model uses combination of supervised regression and 
an adversarial lost. The model is composed of two map-
ping functions G ∶ X → Y  and F ∶ Y → X , and associated 
adversarial discriminators Dy and Dx . In this case according 
to model, if we translate an input image to target, we must 
get the same image after we translate the reverse images 
(translated images to input images). Therefore, Cycle-GAN 
model has the cycle consistency constrain. A reconstruction 
phase is required for this aim in the Cycle-GAN method 
after the mapping phase. These steps are repeated after the 
input image, and the target images are replaced with each 
other. These two phases are called translation and recon-
struction phases. Architecture of Cycle-GAN method is 
given in Fig. 2. Dy encourages G to translate X into outputs 
indistinguishable from domain Y, and vice versa for DX and 
F. In order to make image translations more accurate, after 
a translation from one image to another, when a reverse con-
version is made, the consistency between the two cycles is 
provided by the two cycle consistency losses. It is seen in 
Fig. 2. as: (b) loss of forward loop consistency: x, and (c) 
loss of loop-consistency: y. Cycle consistency losses are cal-
culated according to Eq. (2).

The full objective is described in Eq. (3).

(1)
LGAN(G,DY ,X, Y) = �y∼Pdata(y)

[
logDy(Y)

]

+ �x∼Pdata(x)

[
log(1 − Dy(G(x)))

]

(2)
Lcyc(G,F) = �x∼Pdata(x)

�
‖F(G(x) − x)‖1

�

+ �y∼Pdata(y)

�
‖G(F(y) − y)‖1

�

(3)
L(G,F,DX ,DY ) = LGAN(G,DY ,X, Y)

+ LGAN(G,DX , Y ,X) + �Lcyc(G,F)
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where � controls the relative importance of the two 
objectives.

The proposed data augmentation method is shown in 
Fig. 3. In the proposed data augmentation method, the 
signature samples belonging to a person obtained from the 
signature database are used as input data and target data. 
Among the genuine signatures belonging to the same per-
son, one of the two randomly selected signatures is used 
as input data and the other one is used as the target data. 
In this way, the person’s genuine signatures are matched 
to each other and the Cycle-GAN method is trained. Simi-
larity maps are generated between the genuine signatures 
by the trained Cycle-GAN network, so that the high-level 
features between all signatures are sampled. In the Cycle-
GAN method, after the translation phase, the method 
is reworked by reverse operation for the reconstruction 
phase. After the reconstruction phase, a new augmented 
genuine signature sample is obtained from two different 

genuine signatures of the same person. In this reconstruc-
tion phase, the obtained signature is filtered by a prede-
termined threshold value. Therefore, high-level features 
on the feature map are ensured to be used. The proposed 
augmentation method is presented in steps in Algorithm 1. 
Original genuine signatures and augmented genuine sig-
natures which reconstructed by the proposed method are 
shown in Fig. 4.

Fig. 2   Architecture of Cycle-GAN [68]

Fig. 3   Proposed Cycle-GAN model which is applied to the signature 
verification problem. Two different genuine signatures of the same 
person are used in the method. By learning the high-level features of 

each genuine signatures, a new genuine signature is created. Exam-
ples of the genuine signatures produced for different epoch are seen in 
reconstruct phase
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Algorithm 1 Proposed augmentation algorithm.
Step 1: Read all genuine signatures of an individual
Step 2: Apply pre-processing methods
Step 3: Convert images into binary
Step 4: Normalize the images
Step 5: FOR(EPOCHmax)
Step 6: FOR(BACHmax)
Step 7: Select separate input and output signature samples randomly
Step 8: Train the proposed augmentation network
Step 9: END (Inner Loop)
Step 10: IF features > threshold
Step 11: Reconstruct new signatures according to the similarity map
Step 12: END IF
Step 13: END (Outer Loop)

Fig. 4   Original and reconstructed genuine signatures from GPDSsyntheticSignature (first row) and MCYT75 (second row) databases. Column a 
is original signatures, and b and c are reconstructed signatures by the proposed augmentation method

In the proposed data augmentation phase, the selection 
of two different signature in every cycle is guaranteed by 
a selection algorithm. Since the input and target signature 
images are different for every epoch, it is infinitesimally 
small to obtain a duplicated signature. Thus, we aimed to 
make each reconstructed signature different from the pre-
vious ones. However, there is a possibility that a duplicate 
sample might be created since the two previously matched 
signature samples can be re-matched and as a result of 
matching, it is possible to reproduce the same similarity 
map. We used the augmentation method on only genuine 
signatures. Since we did not use forged signatures on train-
ing phases, the forged signatures were not augmented.

4 � Proposed signature verification system

In the last decades, convolutional neural network (CNN) 
models reached the state-of-the-art results in many fields 
[8, 12, 49, 59, 69]. Despite their success, CNNs also have 
some limitations and drawbacks. On every layer, CNNs 
learn different features, respectively, such as edges, shapes, 
and finally actual objects. However, they do not learn and 
take the spatial relationships (perspective, size, orientation) 
into account between these features. For example, consider 
a CNN trained with the human face. If we give a modi-
fied human face picture by changing the place of eyes, nose, 
and mouth as input data to this network, it will recognize 



171Pattern Analysis and Applications (2021) 24:165–179	

1 3

it as a human face. This is one of the biggest drawbacks of 
CNNs. So, they can be easily fooled by images that have 
wrong spatial features. This is called adversarial attacks. 
For neural networks, these attacks were first introduced by 
Goodfellow et al. [21]. Many studies have been made to 
tackle adversarial attacks for neural networks. One of these 
studies is Capsule Net (CapsNet). Frosst et al. [18] showed 
that CapsNets are more powerful against adversarial attacks 
than other architectures.

CapsNet proposed with the paper that is called 
“Dynamic Routing Between Capsules” by Sabour et al. 
[51]. CapsNet model considers not only the basic features 
(lines, curves, and letter), but also the spatial relationships 
between these features. This is the main advantage of the 
model. Another important advantage of the model is that 
it can learn faster and use fewer samples per class. These 
advantages are vital for signature verification systems that 
have few data. In the CapsNet model, neurons are grouped 

into vectors, which are called capsules. Capsules are the 
activity vectors of these neurons that represent various 
pose parameters. The length of these vectors shows the 
probability that a specific entity exists. Thus, it is aimed to 
model spatial relations more efficiently [1, 43, 44].

In signature verification systems, it is important to 
evaluate the signatures with all their features together as a 
whole. It is very important that all the evaluated features 
(lines, curves, and letters) are in the right place. Therefore, 
conventional CNN methods have a great risk for signa-
ture verification systems. The signature databases have 
few data. Therefore, the CNN model that can be trained 
with few data such as CapsNet is being so important for 
signature verification models. Since CapsNet model has 
many advantages on the signature verification field, we use 
CapsNet as a classifier in this study. The proposed system 
is illustrated in Fig. 5. The architecture of the proposed 
CapsNet model is described in Table 1.

Fig. 5   Structure of the proposed signature verification system

Table 1   Architecture of the 
CapsNet

Layer Size Number of parameters Other parameters

Input 224 × 224 × 1 0
Convolution 222 × 222 × 32 320 Stride = 1, pad = 0
Batch Normalization 222 × 222 × 32 128
Average Pooling 111 × 111 × 32 0 Stride = 2, pad = 0
Convolution 107 × 107 × 16 12,816 Stride = 1, pad = 0
Primarycaps 50 × 50 × 336 435,792 Stride = 2, pad = 0
ReLu 50 × 50 × 336 0
Batch Normalization 50 × 50 × 336 1344
Dropout 50 × 50 × 336 0 P = 0.01
Primarycaps reshape 52,500 × 16 0
Primarycaps Lambda 52,500 × 16 0
Digitcaps 2 × 16 26,880,000 Routing = 3
Decoder 224 × 224 × 1 854,576
Total params : 28,184,976
Trainable params : 28,184,240
Non-trainable params : 736
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5 � Experimental result and settings

In this section, databases are described, information about 
preprocessing, training and testing phases are given. Then, 
the experimental results obtained by the proposed methods 
are listed and discussed. Lastly, obtained results are com-
pared with the state-of-the-art results for GPDS [15] and 
MCYT [46] databases.

5.1 � Databases

We conducted experiments on two well-known datasets for 
offline signature verification.

The first one is GPDS database, which is one of the most 
widely used databases for the signature verification field. 
The GPDS database was obtained from “Instituto Univer-
sitario para el Desarrollo Tecnológico y la Innovación en 
Comunicaciones (IDeTIC).”  It contains four different sig-
nature datasets: GPDS960signature, 4NSigComp2010 Sce-
nario 2, GPDS960GRAYsignature, and GPDSsyntheticSig-
nature. In the study, GPDSsyntheticSignature [15] dataset 
was used, because the first three datasets mentioned were no 
longer available due to the General Data Protection Directive 
(EU) 2016/679 (“GDP”). GPDSsyntheticSignature dataset 
consists of signatures of 4000 different individuals. Every 
individual has 24 genuine signatures together with 30 sam-
ples of forged signatures. All the signatures were generated 
with different modeled pens. The signatures are in “jpg” 
format and equivalent resolution of 600 dpi.

The second database that we used in experiments is 
MCYT75 [46]. The MCYT75 signature database consists of 
signatures of 75 different individuals. Every individual has 
15 genuine and 15 forged signatures, and there is a total of 
2250 signature samples in the database. All signature sam-
ples are digitized with a scanner at the resolution of 600 dpi.

5.2 � Preprocessing

We prepare the databases by using some preprocessing 
methods since the neural networks expect inputs of a fixed 
size. First, we determine the boundaries of the images (width 
× height) containing the signature sample. Then, we resized 
the pictures to 224 × 224 pixels without disturbing the aspect 
ratio, according to the specified boundaries. We gave the idle 
pixels 255 value, which is the background color. We cleared 
the background using OTSU’s algorithm [47]. Then, we set 
background pixels to white color (intensity 255) and left the 
foreground pixels in grayscale. We subtracted the each pixels 
from 255 to set the background colors to 0 for easy calcula-
tion. Finally, we normalized all samples by dividing each 
pixel of the images by 255 that is the value of the maximum 

pixel. All these preprocessing steps were implemented for 
both data augmentation method and verification method.

5.3 � Train and test phases

As it was mentioned, the proposed data augmentation 
method is based on Cycle-GAN, and the verification method 
is based on CapsNet. Training and Testing phases were 
applied separately in two scenarios for data augmentation 
and verification systems, respectively. Stochastic gradient 
descent (SGD) optimizer with a learning rate of 0.0001, 
accuracy metric, and binary cross entropy was used for both 
scenarios. In the first scenario where four CNN models were 
trained, the models were created by using standard functions 
in the keras framework. In order to adapt the models to two 
class structures, dense layers with, respectively, 1024, 512, 
and 2 filters were added at end of the models. The input 
layer of these four CNN models was set size of 224 × 224 
× 3, and transfer learning was implemented for the models 
by using the weights of imageNet. Routing property was set 
to 3 for the proposed CapsNet-based classifier in the second 
scenario.

In the first scenario, we obtained the results for the pro-
posed Cycle-GAN-based data augmentation method. We 
used both genuine and forged samples on training and test-
ing phases to examine the robustness of the proposed data 
augmentation method. The reason we used both genuine and 
forged samples on training and testing phases is that the 
obtained results are not compared with the results in the 
literature. We want to show the effects of the proposed data 
augmentation method, so we compare the obtained results 
with each other. To do this, we trained and tested the method 
with four different widely used CNN models. The CNN 
models are VGG16, VGG19, ResNet50, and DenseNet121. 
We performed all tests in three different routes to understand 
the success of the proposed augmentation method. First, the 
CNN models were trained and tested with only the existing 
data in the signature dataset without using any data augmen-
tation process (Without Data Augmentation—WODAU). 
Second, all CNN models were trained and tested by per-
forming only common data augmentation methods (rotation, 
flipping, mirroring) (Common Data Augmentation—CDAU) 
on the samples in the signature dataset. Finally, all the mod-
els were trained and tested with the signature samples that 
are increased by performing the proposed data augmentation 
method (Our Data Augmentation—ODAU). We compared 
the test results to see the success of our proposed augmenta-
tion method according to the validation accuracy, validation 
loss, and score. In this scenario, we performed all experi-
ments on GPDSsyntheticSignature database. The database 
contains a total of 54 samples composed of forged and genu-
ine signature for each person. For this reason, 54 signatures 
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were used for each individual in the first experiment. In the 
second experiment, 54 signatures of each individual were 
increased five times by using common data augmentation 
methods (mirroring, flipping, and rotation), and a total of 
(54 * 5 =) 270 signatures were obtained for each individual. 
In the last experiment, between 650 and 710 obtained sig-
nature samples were used depending on the signature and 
determined threshold. In order to understand the success of 
the proposed method, the data augmentation process was 
applied to all genuine and forged signature samples. Fol-
lowing, genuine and forged signature samples were used 
together in the training and testing phase in this scenario. 
In all the experiments, 60 percent of signatures were used 
for the training phase, 20 percent for the verification phase, 
and 20 percent for the test phase. The signature data were 
selected randomly for each phase. For more reliable and 
accurate results, independent experiments were conducted 
on multiple writers and the final results were calculated by 
the average of them.

In the second scenario, we performed the experiments for 
the proposed signature verification method that is shown in 
Fig. 5. Since it is not possible to find forged signatures on 
the real-life scenario, training phases were performed with 
only genuine signatures. The proposed verification method 
was trained separately with numbers of five and ten random 
selected genuine signatures from MCYT75 and GPDSsyn-
theticSignature databases. But both genuine and forged sig-
natures were used on test phases. To test the verification 
system with only five genuine augmented signatures, we 
augmented the dataset by executing the following steps: (1) 
select five genuine signatures randomly from the database, 
(2) use the selected signatures to train the proposed data 
augmentation method, to augment the selected five genu-
ine signatures, (3) select the remaining genuine signatures 
in the database to train the proposed data augmentation 

method separately, and (4) augment the remaining signa-
tures. Remaining signatures, after selecting five signatures 
from a dataset, are ten samples for MCYT75 and 19 samples 
for GPDSsyntheticSignature. The same steps were executed 
for experiments with ten genuine signatures. After all data 
augmentation processes are completed, the proposed sig-
nature verification system trained with five and ten genu-
ine augmented signature samples, respectively. And so, the 
verification results were obtained separately for all samples. 
As we mentioned before, in this scenario, the performance 
of the verification system was trained with only genuine 
samples, but tested with both genuine and forged signature 
samples separately for databases. We compared the obtained 
results of the proposed signature verification system with 
other papers in the literature. We determined that research-
ers widely used two classical types of error as metrics for 
evaluation in the literature. The first one is Type I error or 
false rejection rate (FRR) which means a genuine signature 
is rejected by the system, and the second one is Type II error 
or false acceptance rate (FAR) which means a forgery is 
accepted as a genuine signature by the system. In this case, 
we use these metrics to enable comparison with other studies 
in the literature. We also report equal error rates (EER) that 
is the error obtained when FAR equals FRR.

All experiments are performed with Tensorflow backend 
on Keras framework by using NVIDIA TITAN XP graph-
ics card. The system has an i7 CPU, 32 GB DDR3 RAM, 
500 GB SSD, 12 GB DDR5 GPU memory and UBUNTU 
operating system.

5.4 � Results

In this section, we give the experimental results for both 
proposed methods separately. First, we list and discuss the 
results of the proposed data augmentation method. Then, we 

Table 2   Comparison of the 
CNN methods

The most successful result obtained at each stage is shown in bold

Process Model Validation 
accuracy

Validation loss Score

Without data augmentation (WODAU) VGG16 0.864 0.435 0.866
VGG19 0.874 0.374 0.865
DenseNet121 0.867 0.350 0.800
ResNet50 0.680 1.386 0.737

With common data augmentation (CDAU) VGG16 0.935 0.111 0.936
VGG19 0.916 0.158 0.917
DenseNet121 0.919 0.167 0.917
ResNet50 0.904 0.213 0.905

With proposed data augmentation (ODAU) VGG16 0.969 0.044 0.967
VGG19 0.969 0.044 0.968
DenseNet121 0.970 0.031 0.968
ResNet50 0.965 0.049 0.963
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list and discuss the results for the proposed offline signature 
verification system, and compare the results with other stud-
ies. All experiments were performed on the writer-dependent 
(WD) scenario and by using skilled forgeries data. In the 
study, tenfold cross-validation (CV) [5] was used to get 

more accurate results in both scenarios. The final results 
were obtained by taking the average of the results of CV.

As we stated in train and test phases section, for exam-
ining the robustness of the proposed data augmentation 
method, the results are obtained separately according to 
the first scenario by using CNN models: VGG16, VGG19, 

Fig. 6   Accuracy and loss graphs 
for the CNN algorithms. Each 
figure consists of accuracy/loss 
graphs which contain training, 
our data augmentation (ODAU), 
common data augmentation 
(CDAU), and without data 
augmentation (WODAU). 
Figures a and b show the 
accuracy and loss graphs of the 
VGG16 method, respectively. It 
is shown the accuracy and loss 
graphs, respectively, in figures c 
and d for VGG19, figures e and 
f for DenseNet121, figures g 
and h for ResNet50



175Pattern Analysis and Applications (2021) 24:165–179	

1 3

ResNet50, and DenseNet12. The performance of the pro-
posed data augmentation method is given in Table 2 for 
comparison of three experiment routes: without data aug-
mentation, with common data augmentation, and with our 
data augmentation. Moreover, the performances of each 
CNN methods are visualized with graphs for every training 
phase to make the performance comparison easier and to 
contrast the success of our method (ODAU—represented 
by orange). The accuracy and loss graphs for the four CNN 
methods are shown in Fig. 6.

It is clearly seen that the proposed data augmenta-
tion method increases the accuracy of all models (Fig. 6; 
Table 2). There are high accuracy differences between the 
training and verification in the first route, which does not 
have any data augmentation (WODAU). We think all CNN 
models are overfitting in this training phase with insuffi-
cient signature data. That is why the success of validation 
is quite low while the success of training is considerably 
high. In the second route which has a common data aug-
mentation method (CDAU), the accuracy rates of training 
and verification are closer to each other. This clearly dem-
onstrates the contribution of the number of training data to 
the success of the methods. With sufficient training data, the 
success of CNN models in signature verification is increas-
ing significantly. The training and validation accuracy rates 
obtained in the third route that uses the proposed data aug-
mentation method (ODAU) are very close to each other. It 
shows the success of the proposed method. In addition, the 
obtained loss error rates for all CNN models in every train-
ing phase support the success of the proposed data augmen-
tation method. According to the experimental results, it is 
seen that the proposed data augmentation method achieves 
high success rates in all CNN models, while the method 
achieved the highest validation accuracy with 0.970 in 
DenseNet121 model. In another study where we compared 
the performances of CNN models used in this study, it was 
seen that DenseNet121 model obtained the most successful 
results [65]. The results obtained in the two studies show 
consistency.

In the first scenario, the obtained results show that the 
proposed data augmentation method positively affects the 
success of all CNN models. In the second scenario, we 
tested the proposed signature verification method integrated 
with data augmentation that is shown in Fig. 5 to examine 
the robustness of the proposed signature verification system. 
All experiments performed according to the second scenario 
stated in the previous section. In addition to these explana-
tions, we want to reiterate that all experimental results are 
obtained by using skilled forgeries data. Therefore, we com-
pared our results with the results of skilled forgeries in the 
literature. We used F1 score, AER, FAR, FRR, and EER in 
performance assessment of the proposed method. AER value 
is calculated by averaging the FRR and FAR values. FAR 
takes skilled forgeries into account, and FRR utilizes genu-
ine signatures. We present the obtained results and compare 
them with other studies for databases of GPDSsyntheticSig-
nature and MCYT75 in Tables 3 and 4, respectively.

The compared results are several published state-of-the-
art results. Unfortunately, making a comparison with some 
studies is difficult, since they use several different evalua-
tion protocols. We notice that some studies report results 
with FAR, FRR, and AER, while others report results with 
FAR, FRR, and EER. Some studies do not even have results 
of FAR and FRR. Thus, it is often difficult to make a full 
comparison.

The proposed signature verification method showed bet-
ter performance on MCYT75 than GPDSsyntheticSignature. 
Although our method does not reach the state-of-the-art 
results for training with 10 genuine (G) on GPDSsynthetic-
Signature database, it achieved the second-best result. Our 
method obtained 12.34% (± 0.2) EER on GPDSsynthetic-
Signature database. It is better than DMML [57] which is a 
hybrid method composed of WI and WD. In the literature, 
there are only a few studies done in the GPDSsynthetic-
Signature database. We can find only one study for com-
parison with five genuine on this database. The study that 
we find uses GA+SVM method [56] and does not publish 
EER. So, it is quite difficult to compare our results. Their 

Table 3   Comparisons of 
the proposed verification 
system with state of the art on 
GPDSsyntheticSignature

The required results of the method, and some results of the other methods described in the paper are shown 
in bold
*This method uses both WI and WD approaches, others use only WD approach

Training Sig. Methods FRR (%) FAR (%) EER (%) AER (%) F1 Score (%)

10G DDML [57] 6.10 24.76 15.64 15.43 –
10G DMML [57]* 6.51 18.23 12.80 12.37 –
10G GA+SVM [56] 12.5 3.33 – 7.92 –
10G SVMs+USMG-SVM [42] – – 6.13 (0.25) – –
10G Proposed method 10.41 8.66 12.34 (±0.2) 9.53 88.97
5G GA+SVM [56] 8.33 10 – 9.16 –
5G Proposed method 28.56 7.66 22.93 (±0.2) 18.11 78.23
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obtained results for 10G on GPDSsyntheticSignature data-
base are FRR = 12.5%. The proposed method achieved FRR 
= 10.41%, FAR = 8.66%, EER = 12.34% (± 0.2), AER = 
9.53%, and F1 score = 88.97% for 10G on GPDSsynthetic-
Signature. For 5G on GPDSsyntheticSignature, the proposed 
method achieved FRR = 28.56%, FAR = 7.66%, and EER = 
22.93% (± 0.2). Our method obtains the lowest FAR result, 
while GA+SVM method gets the lowest FRR result.

According to Table 4, in MCYT75 database, the proposed 
method achieved the state-of-the-art results with 10G, while 
it is in competition with others for 5G. Our method reached 
the best EER with 2.58 (± 0.43) for 10G on MCYT75. In 
addition, the proposed method performed better perfor-
mance than the hybrid (WI and WD) system [57] for 10G 
on MCYT75.

6 � Conclusion

In this study, we aim to tackle the lack of data problem of 
offline signature verification systems. So, we present a novel 
data augmentation method based on Cycle-GAN. Also, we 
propose a new signature verification system.

We tested the robustness of the proposed data augmen-
tation methods by testing it with widely used CNN meth-
ods and the proposed verification system. Experiments 
were carried out with a writer-dependent (WD) approach 
on two widely used signature databases: GPDS and MCYT 
with skilled forgeries data. We divided experiment phases 
into two as data augmentation and signature verification, 
respectively. First, we showed the effects of the proposed 
data augmentation method by testing on four widely used 
CNN models. Second, we tested our proposed signature 
verification systems together with our data augmentation 
method. Finally, we compared the obtained results with the 
state-of-the-art methods, and the results were compared 
according to FAR(Skilled Forgery) , FRR, EER(Skilled Forgery).

The experimental results show that the proposed data 
augmentation method increases the success of all CNN 
models on the offline signature database. Our experi-
ments also show that the proposed signature verification 
system obtains the state-of-the-art results with 10G sam-
ples on MCYT database. In addition, our verification sys-
tem achieves the second-best verification results with 5G 
and 10G samples on both GPDS and MCYT databases. 
Moreover, it is clearly seen in Table 3 and Table 4 that the 

Table 4   Comparisons of the 
proposed verification system 
with state of the art on MYCT-
75

The required results of the method, and some results of the other methods described in the paper are shown 
in bold
*This method uses both WI and WD approaches, others use only WD approach

Training Sig. Methods FRR (%) FAR (%) EER (%) AER (%) F1 Score (%)

10G Local and global [16] – – 9.28 – –
10G [3] 22.93 22.04 20.0 22.48 –
10G DDML [57] 21.93 4.18 11.58 13.05 –
10G DMML(WD + WI) [57] * 6.13 12.71 9.86 9.42 –
10G DRT + PCA + PNN [45] – – 9.87 – –
10G SigNet (SVM) [23] – – 2.87(± 0.42) – –
10G GA + SVM [56] 6.25 5.67 – 5.96 –
10G HOCCNN [55] 4.92 5.99 – 5.46 –
10G SVMs + USMG-SVM [42] – – 2.93 (0.40) – –
10G CNN [38] 8.00 16.80 6.84 12.40 –
10G MCS [38] 4.00 17.24 3.91 10.62 –
10G Inkball [37] 5.60 12.89 3.02 9.24 –
10G Proposed method 1.33 2.66 2.58 (± 0.43) 1.99 98.06
5G Local and global [16] – – 11.00 – –
5G [3] 32.4 26.84 22.4 29.62 –
5G DDML [57] 25.15 4.89 14.01 13.02 –
5G DMML(WD + WI) [57] * 14.80 12.44 13.44 13.62 –
5G DRT + PCA +PNN [45] – – 13.86 – –
5G SigNet (SVM) [23] – – 3.58 (± 0.54) – –
5G GA+SVM [56] 6.67 6.67 – 6.67 –
5G HOCCNN [55] 5.83 6.36 – 6.10 –
5G Proposed method 7.32 5.33 8.95 (± 0.47) 6.32 93.64
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proposed signature verification system outperforms many 
other studies in the literature.
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