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Abstract
One of the crucial problems of designing a classifier ensemble is the proper choice of the base classifier line-up. Basically, 
such an ensemble is formed on the basis of individual classifiers, which are trained in such a way to ensure their high diversity 
or they are chosen on the basis of pruning which reduces the number of predictive models in order to improve efficiency and 
predictive performance of the ensemble. This work is focusing on clustering-based ensemble pruning, which looks for the 
group of similar classifiers which are replaced by their representatives. We propose a novel pruning criterion based on well-
known diversity measures and describe three algorithms using classifier clustering. The first method selects the model with 
the best predictive performance from each cluster to form the final ensemble, the second one employs the multistage organi-
zation, where instead of removing the classifiers from the ensemble each classifier cluster makes the decision independently, 
while the third proposition combines multistage organization and sampling with replacement. The proposed approaches 
were evaluated using 30 datasets with different characteristics. Experimentation results validated through statistical tests 
confirmed the usefulness of the proposed approaches.

Keywords  Ensemble pruning · Classifier ensemble · Clustering · Multistage organization

1  Introduction

Ensemble methods have been a well-known and quickly 
developing area of research. They owe their success to the 
fact that their application allows for dealing with a variety 
of learning problems, such as learning from distributed data 
sources [23], improving overall classification accuracy [28], 
learning from data streams [18], hyperspectral image analy-
sis [17] and imbalanced data classification [19]. While in 
the classic approach only one learner is trained for a given 
problem, ensemble methods construct many classifiers based 
on the available training data and combine them to obtain 
a final decision. The base learners making up the classifier 
ensemble are trained in such a way that allows for achieving 
suitable diversity among the classifiers [29]. An ensemble 

may consist of either heterogeneous or homogeneous models 
[3]. Heterogeneous classifiers derive, e.g., from employing 
various learning algorithms to the same training data, while 
homogeneous classifiers employ different executions of the 
same learning algorithm (e.g., by differentiating parameters 
or using different learning set partitions).

Usually, achieving high classification performance by an 
ensemble is compensated for overall computational com-
plexity growth, because rather than determining the best 
single classifier, we look for the best-performing set of 
classifiers and the best combination rule for obtaining the 
final decision. It is worth mentioning that [13] enumerated 
two main approaches to design a classifier ensemble, i.e., 
coverage optimization, where the combination rule is given 
and the main effort is to form an appropriate line-up of indi-
vidual predictors, and decision optimization which aims for 
finding an optimal combination rule, while the ensemble 
line-up is fixed.

This work addresses the topic of classifier ensemble prun-
ing, especially clustering-based ensemble pruning methods, 
in which our goal is to decrease the total number of ensem-
ble members. Due to this, we can improve predictive perfor-
mance and considerably reduce the computational overhead.
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In a nutshell, the main contributions of this work are as 
follows:

•	 The proposition of a novel mutual diversity measure 
based on the non-pairwise and averaged pairwise diver-
sity, which allows to evaluate the impact of a particular 
predictor on a given classifier ensemble diversity. Thus, 
it could be used as the criterion for ensemble pruning.

•	 The formalization of an algorithm that uses the proposed 
measure for ensemble pruning and multistage organiza-
tion of majority voting.

•	 An extensive experimental analysis on a large number of 
benchmark datasets comparing the performance of pro-
posed methods and the state-of-the-art ensemble methods 
which are backed up by the statistical tests.

2 � Related works

Let us first present the ensemble pruning taxonomy proposed 
in [32]:

•	 Ranking-based pruning chooses a fixed number of the 
best-ranked individual classifiers according to a given 
metric (as kappa statistics) [24].

•	 Optimization-based pruning solves the problem of choos-
ing individual classifiers as an optimization task. Because 
the number of base models is typically high, therefore 
heuristic methods [27], evolutionary algorithms [33] or 
cross-validation-based techniques [5] are usually used.

•	 Clustering-based pruning looks for groups of base clas-
sifiers, where individuals in the same group behave simi-
larly while different groups have large diversity. Then, 
from each cluster, the representative is selected, which 
is placed in the final ensemble.

Because this work focuses on employing clustering-based 
classifier ensemble pruning methods to improve the pre-
dictive performance of combined classifiers, let us briefly 
present the main works related to the problem under consid-
eration. Basically, clustering-based pruning consists of two 
steps. The first one groups base models into several clusters 
based on a criterion, which should take into consideration 
their impact on the ensemble performance. For this purpose, 
various clustering methods were used, such as hierarchical 
agglomerative clustering [10], deterministic annealing [2], 
k-means clustering [9, 22] and spectral clustering [31]. Most 
of those methods employ a kind of diversity-based criteria. 
Giacinto et al. [10] estimated the probability that classifi-
ers do not make coincident errors in a separate validation 
set, while Lazarevic and Obradovic [22] used the Euclidean 
distance in the training set. Kuncheva proposed employing 

a matrix of pairwise diversity for hierarchical and spectral 
methods [20].

In the second step, a prototype base learner is selected 
from each cluster. In [2] a new model was trained for each 
cluster, based on clusters centroids. In Giacinto et al. [10] 
choose the classifier, which is the most distant to the rest of 
clusters. In [22] models were iteratively removed from the 
least to the most accurate. The model with the best classifi-
cation accuracy was chosen in [9].

The last issue is the choice of the number of clusters. 
This could be determined based on the performance of the 
method on a validation set [9]. In the case of fuzzy clustering 
methods, we can use indexes based on membership values 
and dataset or statistical indexes to automatically select the 
number of clusters [16].

The alternative proposal is a multiple-stage organiza-
tion, which was briefly mentioned in [14] and described 
in detail by Ruta and Gabrys [26], where authors refer to 
such systems as a multistage organization with majority 
voting (MOMV) since the decision at each level is given 
by majority voting. Initially, all outputs are allocated to dif-
ferent groups by permutation and majority voting is applied 
for each group producing single binary outputs, forming the 
next layer. In the next layers, exactly the same way of group-
ing and combining is applied with the only difference being 
that the number of outputs in each layer is reduced to the 
number of groups formed previously. This repetitive process 
is continued until the final single decision is obtained. In 
this research, we employ this approach but to form groups 
of voting classifier we use clustering methods.

2.1 � Ensemble diversity

As mentioned before, diversity is one of the key factors 
for generating a valuable classifier ensemble, but the main 
problem is how to measure it. In this work, we decided to 
use the diversity-based criterion of base classifier clustering. 
Basically, known diversity measures may be divided into 
two groups: pairwise and non-pairwise diversity measures. 
Pairwise diversity measures determine the diversity between 
pair of base models; ensemble consisting of L classifiers 
will have L(L − 1)∕2 values of pairwise diversity. To get the 
value for the entire ensemble, we calculate the average. Non-
pairwise measures take into consideration all base classifiers 
and give one diversity value for the entire ensemble. Let �i 
denote the ith base classifier and � = {�1,�2,…l} be the 
ensemble of base models. In this work, three non-pairwise 
(i.e., entropy measure E, Kohavi–Wolpert variance and 
measurement of interrater agreement K) and two averaged 
pairwise (i.e., averaged Q statistics and averaged disagree-
ment measure) ensemble diversity measures have been used. 
Let us present the selected diversity measures.

The entropy measure E [4] is defined as
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where N is the number of instances, L stands for the number 
of base models in the ensemble, and l(zj) denotes the number 
of classifiers that correctly recognize zj . E varies between 0 
and 1, where 0 indicates no difference and 1 indicates the 
highest possible diversity.

Kohavi–Wolpert variance [15] is defined as

The higher the value of KW, the more diverse the classifiers 
in the ensemble. Also, KW differs from the averaged disa-
greement measure Disav by a coefficient, i.e.,

Measurement of interrater agreement K [6, 8]

where p̄ is average individual classification accuracy

where yj,i is an element of an N-dimensional binary vector 
yi = [y1,i,… , yN,i]

T representing the output of a classifier �i , 
such that yj,i = 1 , if �i recognizes zj correctly, and 0 other-
wise. K varies between 1 and 0, where 1 indicates complete 
agreement and 0 indicates the highest possible diversity.

The averaged Q statistics [30] over all pairs of classifiers 
is given as

where

and Nab is the number of elements zj for which yj,i = a and 
yj,i = b . Relationship between a pair of classifiers is denoted 
according to Table 1. Q varies between −1 and 1. Classifiers 
that recognize the same objects correctly will have positive 
values of Q, and those which commit errors on different 
objects will render Q negative.

The averaged disagreement measure [11] over all pairs 
of classifiers

(1)E(�) =
1

N

N
∑

j=1

(

1

L − [L∕2]

)

min{l(zj), L − l(zj)},

(2)KW(�) =
1

NL2

N
∑

j=1

l(zj)(L − l(zj)),

(3)KW(�) =
L − 1

2L
Disav(�).

(4)K(𝛱) = 1 −

1

L

∑N

j=1
l(zj)(L − l(zj))

N(L − 1)p̄(1 − p̄)
,

(5)p̄ =
1

NL

N
∑

j=1

L
∑

i=1

yj,i,

(6)Qav(�) =
2

L(L − 1)

L−1
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i=1

L
∑

k=i+1

Q(�i,�k),

(7)Q(�i,�k) =
N11N00 − N01N10

N11N00 + N01N10
,

where

The averaged disagreement measure is the ratio between the 
number of observations on which one classifier is correct 
and the other is incorrect to the total number of observations. 
Dis varies between 0 and 1, where 0 indicates no difference 
and 1 indicates the highest possible diversity.

3 � Proposed methods

In this section, we propose three methods for increasing the 
ensemble’s accuracy using clustering and diversity-based 
criterion.

3.1 � Clustering criterion

Firstly, let us propose the measure which may be used for the 
clustering-based pruning. As the non-pairwise and averaged 
pairwise diversity measures consider all the base models 
together and calculate one value for the entire ensemble, 
they could not be used for pruning, because they do not pre-
sent an impact of a particular base classifier on the ensem-
ble diversity. Therefore, we propose a novel measure M as 
the clustering criterion, which is the difference between the 
value of diversity measure for the whole ensemble � and 
the value of diversity for the ensemble without a given clas-
sifier �i.

Thanks to this proposition, the impact of each base learner 
on the ensemble diversity is presented in a one-dimensional 
space, shown in Fig. 1. Each marker represents one of the 
one hundred base classifiers, placed in the space according to 
its value of M measure based on the averaged disagreement.

(8)Disav(�i,�k) =
2

L(L − 1)

L−1
∑

i=1

L
∑

k=i+1

Dis(�i,�k),

(9)Dis(�i,�k) =
N01 + N10

N11 + N10 + N01 + N00
.

(10)M(�i) = Div(�) − Div(� − �i).

Table 1   A table of the relationship between a pair of classifiers
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3.2 � Diversity‑based one‑dimensional clustering 
space and cluster pruning

In this proposition, the chosen clustering algorithm is 
applied to the obtained clustering space. The pruned ensem-
ble consists of the base models with the best classification 
accuracy in each cluster (one for each cluster).

In case of this work, the K-means clustering algorithm, 
according to the Scikit-learn [25] implementation, has been 
employed to find a given number of clusters (from 2 up to 
10) in the clustering space constructed by the proposed M 
measure. From each group, a representative classifier with 
the highest predictive performance has been chosen. We aim 
to construct an ensemble containing strong, yet diverse base 
models, as these two characteristics are distinguishing fea-
tures of a well-performing classifier ensemble.

3.3 � Two‑step majority voting organization

The second proposed method is a modification of the 
MOMV structure described in [26]. Instead of allocating 
outputs to different groups by permutation, we treat base 
models in each cluster as a separate ensemble combined by 
majority voting. Then we collect predictions from each clus-
ter and apply the majority voting rule for the second time, to 
make a final decision (Fig. 2).

Additionally, we propose the third method, based on the 
assumption that classifiers belonging to the same cluster 
make similar decisions, so we do not have to use them all in 
the classification process. In this method, we construct the 
first layer of voting by creating the number of groups equal 
to the number of clusters found, each group containing one 
classifier sampled with replacement from each of the clusters 
(Fig. 3).

4 � Experimental study

In this section, we present the experimental study performed 
to evaluate the effectiveness of the proposed clustering-
based ensemble pruning and multistage organization meth-
ods. As the reference, two state-of-the-art methods: major-
ity voting and the aggregation of probabilities, were used. 

Fig. 1   Visualization of the proposed clustering space for Glass data-
set [7], where the clustering criterion (i.e., M measure) is calculated 
based on the entropy measure E 

Fig. 2   Example of a two-step majority voting organization with 9 
classifiers divided into 3 clusters. Layer 2 is the result of majority 
voting of each cluster, and the final decision is made by the second 
majority voting

Fig. 3   Example of two-step majority voting organization with 9 clas-
sifiers divided into 3 clusters, using sampling with replacement. The 
number of groups and classifiers in each group in the first layer is 
equal to the number of clusters found. Layer 2 and the final decision 
are also made according to the majority voting



1053Pattern Analysis and Applications (2020) 23:1049–1058	

1 3

Experiments were designed to answer the following research 
questions:

•	 Which set of parameters (approach, diversity measure, 
base learner type, number of clusters) yields the best 
results for the given dataset?

•	 How the number of clusters affects the performance of 
methods?

•	 Does the proposed ensemble pruning and multistage 
organization methods lead to improvements in accuracy 
over state-of-the-art methods?

4.1 � Datasets

We have used 30 datasets from KEEL [1] and UCI [7] repos-
itories to evaluate the performance of the proposed methods. 
We have selected a diverse set of benchmarks with varying 
characteristics, including the different number of instances 
and features, which are shown in Table 2. Additionally, we 
take into consideration both binary and multiclass classifica-
tion problems.

4.2 � Setup

As base learners, we used four popular types of classifiers: 
multilayer perceptron (MLP), classification and regression 
trees (CART), Gaussian naïve Bayes (NB) and k-nearest 
neighbors classifier (KNN). In each case, learners from 
Scikit-learn machine learning library [25] with the default 
parameters were used. The classifier pool always consists 
of 100 base models. Diversity between learners is based 
on the random subspace method [12], where classifiers 
are trained on pseudorandomly selected subsets of com-
ponents of the feature vector. The percentage of features 

for training a single model has been selected depending 
on the number of features in the dataset. For majority of 
datasets it is 50%, the only exceptions being: Libras data-
set—20%, MuskV1 dataset—10%, Sonar dataset—25%, 
Spambase dataset—25% and Spectfheart dataset—35%. 
We change the percentage of features used for training so 
that, regardless of their total number in a given dataset, 
only a maximum of a dozen or so features were used to 
train each of the base models to ensure the high diversity.

Based on 3 parameters (approach, diversity measure 
and base learner type), we distinguish 60 different methods 
for improving classification score of the ensemble (20 for 
pruning, 20 for multistage organization and 20 for MO 
using sampling with replacement). Experiments were car-
ried out for the number of clusters in the range from 2 to 
10. For the sake of simplicity, for each method, we take 
into account only the number of clusters that obtained the 
best classification accuracy. The name of each method is 
based on abbreviations of parameter values (Approach-
ClassifierDiversityMeasure format) including two state-of-
the-art methods (majority voting and aggregation of prob-
abilities) for each base learner, which gives us 68 methods 
overall. The following abbreviations have been used:

•	 Approach MV—majority voting, Aggr—aggregation 
of probabilities, Mo—multistage voting organization, 
MoR—multistage voting using sampling with replace-
ment and Pr—clustering-based pruning,

•	 Classifier Mlp—Multilayer perceptron, Cart—classifica-
tion and regression trees, Nb—Gaussian naïve Bayes and 
Knn—k-nearest neighbors classifier,

•	 DiversityMeasure E—the entropy measure, KW—
Kohavi–Wolpert variance, K—measurement of interrater 

Table 2   Datasets characteristics Dataset Instances Features Classes Dataset Instances Features Classes

Appendicitis 106 7 2 NewThyroid 215 5 3
Australian 690 14 2 Pima 768 8 2
Bands 365 19 2 Saheart 462 9 2
Bupa 345 6 2 Segment 2310 19 7
Cleveland 303 13 5 Sonar 208 60 2
Contraceptive 1473 9 3 Spambase 4596 57 2
Dermatology 366 7 8 Spectfheart 267 44 2
Ecoli 336 7 8 Vehicle 846 18 4
Glass 214 9 7 Vowel 990 13 11
Heart 270 13 2 wdbc 596 30 2
HouseVotes 232 16 2 Wine 178 13 3
ILPD 583 10 2 WineRed 1599 11 11
Ionosphere 351 33 2 Winconsin 683 9 2
Libras 360 90 15 Yeast 1484 8 10
MuskV1 476 166 2 ZOO 101 16 7
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agreement, Q—the averaged Q statistics and Dis—the 
averaged disagreement measure.

Experiments were implemented in Python programming 
language and may be repeated according to source code 
published on GitHub.1

4.3 � Statistical evaluation

First, the proposed methods were divided into 3 groups of 
20, based on the used approach. For each group, Nemenyi 
post hoc test, based on the average ranks according to clas-
sification score, was performed (Figs. 4, 5 and 6). In each 

case, methods employing classification and regression trees 
as base models achieved the highest average ranks, while 
methods using Gaussian naïve Bayes classifiers performed 
the worst.

Figures 7 8, 9 and 10 show CD diagrams for the pro-
posed methods depending on the type of base models used. 
In Fig. 7, we can see that, among CART methods, pruning 

Fig. 4   Diagram of critical difference (CD) for Nemenyi post hoc test 
at � = 0.05 for Pr methods. CD = 5.41

Fig. 5   Diagram of critical difference (CD) for Nemenyi post hoc test 
at � = 0.05 for Mo methods. CD = 5.41

Fig. 6   Diagram of critical difference (CD) for Nemenyi post hoc test 
at � = 0.05 for MoR methods. CD = 5.41

Fig. 7   Diagram of critical difference (CD) for Nemenyi post hoc test 
at � = 0.05 for CART methods. CD = 4.51

Fig. 8   Diagram of critical difference (CD) for Nemenyi post hoc test 
at � = 0.05 for KNN methods. CD = 4.51

Fig. 9   Diagram of critical difference (CD) for Nemenyi post hoc test 
at � = 0.05 for MLP methods. CD = 4.51

Fig. 10   Diagram of critical difference (CD) for Nemenyi post hoc test 
at � = 0.05 for NB methods. CD = 4.51

1  https​://githu​b.com/w4k2/PAA-clust​ering​-based​-pruni​ng.

https://github.com/w4k2/PAA-clustering-based-pruning
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approaches achieved the highest average ranks and are statis-
tically significantly better than the state-of-the-art and most 
multistage organization methods. It is worth mentioning the 
fact that the best-ranked method for every tested approach 
used the averaged Q statistics as the diversity measure for 
constructing the clustering space. The same is true for KNN 
methods (Fig. 8).

In the case of MLP (Fig. 9) and NB (Fig. 10), we can 
see that methods employing pruning are statistically sig-
nificantly better than the rest of the proposed and state-of-
the-art approaches. Also, the averaged Q statistics again has 
been the best diversity method for constructing the cluster-
ing space, when used for multistage organization methods.

Table 3 presents the impact of the number of clusters on 
the best-performing methods, according to the classifica-
tion score, for each tested dataset. As it was not possible 
to find ten clusters for each method and dataset, we pre-
sent the maximum number of clusters found in each of the 

k-folds during evaluation. In the case where several meth-
ods achieved the same classification accuracy, the first one 
was chosen according to the order: Aggr-, MV-, Pr(E/Kw/K/
Dis/Q), Mo(E/Kw/K/Dis/Q), MoR(E/Kw/K/Dis/Q). For every 
dataset, the proposed pruning methods achieved the best 
classification accuracy. Figures 11, 12 and 13 present how 
the performance of methods varies depending on the number 
of clusters.

4.4 � Lessons learned

Increasing the number of clusters positively impacts the 
classifier performance for the majority of tested classifiers, 
yet, sometimes we observe a decrease in the classification 
accuracy after exceeding a certain number of clusters, which 
may be caused by overfitting leading to a non-optimal num-
ber of clusters for a given problem.

Table 3   The classification 
accuracy of the best-performing 
method for each dataset, 
depending on the number of 
clusters

The highest achieved values of the classification accuracy have been marked

Dataset BestMethod 2C 3C 4C 5C 6C 7C 8C 9C 10C

Appendicitis PrCartQ 90.56 91.52 90.56 89.65 89.61 88.66 90.56 89.61 89.61
Australian PrCartQ 82.47 88.41 86.24 89.57 88.7 90.73 89.58 90.88 90.15
Bands PrCartK 69.86 76.71 76.99 82.19 80.27 81.37 82.47 84.11 82.74
Bupa PrMlpE 70.43 73.91 74.78 72.75 74.78 74.78 73.91 76.23 74.2
Cleveland PrCartKw 62.28 62.95 62.58 62.95 63.62 64.3 66.34 63.31 62.32
Contraceptive PrMlpQ 55.67 56.89 56.21 56.28 56.08 56.21 56.83 57.71 56.62
Dermatology PrMlpKw 96.4 98.33 97.52 99.72 98.87 99.72 100.0 99.17 99.44
Ecoli PrMlpE 82.5 84.31 84.82 86.35 86.06 86.37 86.96 87.81 87.84
Glass PrCartK 74.72 84.07 80.98 81.3 81.73 84.13 85.43 86.85 85.95
Heart PrCartKw 77.78 87.04 82.96 87.41 84.81 90.0 87.78 86.67 87.04
HouseVotes PrMlpQ 97.86 96.58 97.44 96.56 96.58 94.83 96.14 93.98 94.85
ILPD PrCartK 76.49 74.61 75.12 74.1 73.41 74.78 74.1 74.27 74.27
Ionosphere PrCartDis 93.16 95.73 97.44 98.01 98.01 97.15 98.29 97.73 98.58
Libras PrCartK 72.87 76.2 80.8 83.33 85.4 84.07 86.33 85.87 87.13
MuskV1 PrMlpKw 86.57 89.48 90.34 93.91 92.44 96.02 95.18 95.81 96.44
NewThyroid PrNbKw 94.42 97.21 94.42 96.28 95.81 96.74 94.88 96.74 –
Pima PrNbK 74.87 78.39 75.26 79.95 76.04 76.95 75.91 76.17 76.3
Saheart PrNbE 75.31 76.61 75.96 77.69 77.26 75.96 76.39 75.32 75.09
Segment PrCartQ 96.71 97.92 98.27 98.48 98.53 98.61 98.61 98.7 98.74
Sonar PrCartQ 85.59 88.48 88.45 92.33 90.83 95.7 92.77 94.71 93.75
Spambase PrCartQ 89.45 93.08 92.73 93.82 93.65 94.56 94.41 94.98 94.39
Spectfheart PrCartQ 81.62 86.49 87.99 87.99 88.37 89.13 89.5 88.36 87.99
Vehicle PrCartK 72.22 77.31 78.26 80.98 80.27 81.21 81.33 82.04 82.05
Vowel PrKnnE 87.58 91.92 94.14 94.65 95.35 95.66 95.35 95.86 96.57
wdbc PrCartE 95.43 98.07 96.84 97.37 97.72 97.9 97.72 98.07 –
Wine PrCartKw 96.11 96.08 99.46 98.87 98.32 99.43 100.0 99.43 100.0
WineRed PrCartK 66.36 67.1 69.41 68.98 69.48 69.61 70.79 70.23 71.11
Wisconsin PrCartQ 97.37 98.1 98.68 98.54 98.68 98.39 98.68 98.68 98.83
Yeast PrMlpE 48.57 55.98 51.68 56.66 53.56 57.47 56.12 57.4 55.52
ZOO PrCartKw 96.99 99.05 100.0 100.0 100.0 100.0 100.0 100.0 100.0
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The low classification score in the case of two clusters 
may be caused by using only two classifiers for majority 
voting. In that case, when there is no agreement between 
classifiers, the first label in the order is chosen. In the case 

of several datasets (e.g., Australian, Contraceptive, Sonar 
or Yeast), we can observe the reduction in the quality of 
classification when there is an even number of base models 
in the ensemble. These reductions may be the result of 
voting ties and also selecting the first available label as 
the final decision.

In the case of some datasets (i.e., Dermatology, Wine, 
and ZOO), we may see that increasing the number of clus-
ters for the proposed pruning method (and thus creating 
larger ensembles) resulted in achieving a 100% classifica-
tion accuracy. We may conclude that the proposed clus-
tering-based method really allows for choosing suitably 
diverse base models, which can create a well-complement-
ing and strong classifier ensemble.

We can also notice the trend for proposed algorithms to 
perform better on higher-dimensional datasets (e.g., Iono-
sphere, Libras, MuskV1 or Spambase) when the higher 
number of clusters is discovered. Similar observation 
does occur in the case of datasets with more possible class 
labels (e.g., Libras, Vowel or WineRed).

Although conducted statistical tests indicate that the 
most suitable diversity measure for the problems consid-
ered during experimentation may be the averaged Q statis-
tics, we cannot definitively consider it the best. As stated 
in [21], after studying various diversity measures, there 
is no definitive connection between the measures and the 
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Fig. 11   The classification accuracy of the best-performing methods 
for different numbers of clusters
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Fig. 12   The classification accuracy of the best-performing methods 
for different numbers of clusters
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Fig. 13   The classification accuracy of the best-performing methods 
for different numbers of clusters
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improvement of the accuracy and Qav was recommended 
only based on ease of interpretation and calculation.

5 � Conclusions

The main aim of this work was to propose a novel, effec-
tive classifier pruning method based on clustering. We 
proposed the one-dimensional clustering space based 
on ensemble diversity measures, which is later used in 
order to prune the existing classifier pool or to perform 
a multistage majority voting. The computer experiments 
confirmed the usefulness of the proposed pruning method 
and based on a statistical analysis we may conclude that 
it is statistically significantly better than state-of-the-art 
ensemble methods. It is also worth noting that the pruning 
approach performed the best among the three methods pro-
posed in this paper. The proposed multistage organization 
voting scheme (both using the whole classifier pool and 
sampling with replacement) did not achieve statistically 
better results than state-of-the-art methods.

The results presented in this paper are quite promis-
ing; therefore, they encourage us to continue our work on 
employing clustering-based methods for ensemble pruning. 
Future research directions may include exploring the dif-
ferent ways of calculating the proposed M measure (includ-
ing both deterministic and non-deterministic variants) and, 
in the case of multistage organization methods, employing 
different types of voting (e.g., weighted majority voting). 
It would be useful to also consider ways of dealing with 
ties during the voting process and, possibly, investigate the 
effects of data dimensionality on the performance of the pro-
posed algorithms.
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