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Abstract
Biometric-based authentication system is one of the main strategies to protect and control the access of users to important 
resources in any system and organization. Iris pattern is one of the best and most reliable biological features used in these sys-
tems. Extraction of high-discriminative local features can increase the recognition accuracy of iris-based biometric systems, 
especially when the number of users is high. Most of the existing methods utilize a combination of simple handcraft local 
feature models that deteriorate system performance when the number of users is increased. In this paper, after identification 
and segmentation of iris region, a new learning-based method is proposed to define and extract rotation- and illumination-
invariant main local patterns associated with the iris texture. Afterwards, the metric-learning-based transform is employed to 
improve the discrimination of these patterns in recognition process. The proposed method was applied on more than 10,000 
images from CASIA-V4, UBIRIS and ICE data sets. The identification accuracy of this method is 99.7, 98.13 and 99.26%, 
respectively, that is, higher than other methods in terms of both recognition accuracy and the number of used images.

Keywords Authentication · Segmentation · Feature extraction · High-discriminative local features

1 Introduction

In modern societies, automatic authentication has become 
very important, especially in security fields. Research and 
development in recent decades opened a new chapter in the 
verification and authentication. As a result, these automatic 
methods are based on individual characteristics of human 
beings that is called biometrics. New biometric systems are 
employed for identification of people with high accuracy and 
reliability as well as low cost.

The iris pattern is one of the best and most reliable bio-
logical features used in this field [1]. Extraction of high-
discriminative features associated with iris texture is one of 
the main challenges that affects the accuracy of iris-based 
biometric systems, especially when the number of users is 
high.

In the present paper, after localization of the iris, two 
appropriate and reliable regions on the left and right side 
of each iris image are selected. Then, using learning-based 
high-discriminative local patterns descriptor, the iris texture 
features of both regions are extracted in the form of two 
separated histograms. General description of the iris can be 
achieved by concatenating these histograms. By applying 
the metric-learning-based transform on the extracted feature 
vectors, their discrimination is enhanced, so that the match-
ing process can be done with higher accuracy.

This article contains several sections and organized as 
follows: different methods of iris recognition presented 
in recent years will be discussed in Sect. 2. The proposed 
method will be described in Sect. 3. The obtained results are 
given in Sect. 4, and the conclusions are presented in Sect. 5.

2  Related works

The widespread use of digital systems and connecting them 
to the Internet will increase the sensitivity of data storage 
and transfer processes; and this makes user authentication 
increasingly necessary to prevent unauthorized access to 
data. Biometric is the science of identifying individuals 
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based on their biological and behavioural traits that has the 
potential to provide efficient authentication systems [2]. 
Local patterns of iris texture have been used as one of the 
most appropriate biometric features in recent years. Iris-
based authentication systems include several stages such as 
pre-processing, segmentation, normalization, extraction of 
iris features and pattern matching.

Segmentation of iris: iris is a circular section between 
the pupil (as inner edge) and sclera (as outer edge). The 
inner and outer edges of iris are nearly circular. The actual 
location of the iris is defined by isolation of real iris region 
in an image, or finding inner and outer edges of the iris. Dif-
ferent techniques have been proposed for localization and 
segmentation of iris [3–20]. Farihan et al. [3] conducted 
the segmentation process using histogram and filtering. The 
employing of different filters along with Hough transform is 
another main technique for iris segmentation [4–8]. Detec-
tion of the outer edges of the iris and modelling the visible 
part of iris using an elliptical curve have been carried out for 
iris segmentation in several studies [9–11]. Roy et al. [12] 
localized the iris region using active contour method. Hol-
lingsworth et al. [13] used a combination of Canny operator 
and circular summation in order to localize the iris region. 
Li et al. [14] used a combination of K-means clustering and 
improved Hough transform for iris recognition. Hu et al. [15] 
employed the model selection method using SVM classifier 
and histogram of oriented gradient (HOG) features. Tan and 
Kumar [16] proposed the Zernike-moment-based approach 
for iris segmentation. Jan et al. [17] also suggested a com-
bined approach for iris localization. The inner contour was 
detected using integration of sliding window and multi-
valued adaptive threshold technique, and outer contour was 
localized using an edge-detecting operator in a sub-image 
centred at the pupil. Ibrahim et al. [18] presented a two-stage 
statistical method for locating iris. In the first stage, a cir-
cular moving window was utilized to localize the pupil and 
then the iris boundary was estimated by taking the gradient 
of the rows within pupil. Koh et al. [19] used a combination 
of active contours and Hough transform to determine the 
location of the iris. Jan et al. [20] extracted the inner and 
outer edges of the iris by using combination of Hough trans-
form, grey-level statistics, adaptive threshold and geometric 
transformation.

Normalization of iris image: when the region of the iris is 
successfully isolated, the iris region should be transferred to 
coordinates with fixed dimensions so that different images 
can be easily compared. Different factors such as variation 
in lighting, camera distance, orientation of camera and ori-
entation of head may change the iris’s size. Most studies 
used the Daugman technique for size normalization purpose 
[21–23]. According to the model proposed by Daugman, at 
first the size of the iris images is changed so that they all 
have the same diameter, and then any point in the iris region 

is transformed to the polar coordinates. Shin et al. [24] and 
Li et al. [14] used the retinex algorithm for normalization 
purposes. They used Cartesian–polar transformation, poly-
nomial embedded transformation and Cartesian reconstruc-
tion in order to make images parametric.

Feature extraction: after determining the iris region 
and normalizing it, a feature vector should be extracted to 
describe the biometric features of the individual’s iris. These 
vectors must be small so that high volume of data and com-
putations are not imposed to the system; on the other hand, 
the extracted vector needs to be highly discriminative so 
that they can correctly perform the authentication process. 
Daugman introduced the first iris-based biometric system 
in 1994. This system was designed based on Gabor wave-
let [25]. Several new feature extraction methods in the iris 
biometrics science such as wavelet packet-based analysis 
[5], Zernike moments, histogram of gradient (HOG) [14], 
fractal dimension [26], combination of wavelet transform 
and genetic algorithms [27] and Gabor and wavelet filter 
banks [28–35] have been presented in recent years. The 
neighbourhood-based binary patterns (NBP) feature extrac-
tion is also one of the techniques used for extraction of 
features in this field [36]. Co-occurrence matrix is another 
way of describing the texture of irises [37]. Scale-invari-
ant feature transform (SIFT) is one of the most prominent 
feature descriptors that employs in different area and also 
in iris biometric [38, 39]. Chen et al. [40] proposed a new 
algorithm for iris recognition based on multiple greyscale 
adaptation. Rahulkar et al. [41] proposed combined direc-
tional wavelet filter bank (CDWFB) to extract iris features. 
An SVM-based method was also proposed for extraction of 
iris features by Ali et al. [42]. Sun and Tan [43] introduced 
an ordinal measure-based method using multi-lobs differen-
tial filters (MLDF). Ma et al. [44] introduced a method for 
extraction of features using a bank of spatial filters, and they 
combined bootstrap and Fisher linear discriminant learning 
methods to improve detection rates. In [45], features were 
extracted by Haar wavelet and two-dimensional Gabor filter. 
In [46], a robust SURF feature descriptor was presented. In 
[47], a combination of Gabor features with SIFT key points 
was used for iris recognition. Tan et al. [48] used geomet-
ric keys to describe the iris changes such as scale, rotation 
and transmission as well as environmental noises from the 
original images. In addition, some methods tried to employ 
feature-learning-based techniques such as bag-of-words 
[49], locality-constrained linear coding [50] and sparse 
representation coding [51]. These methods try to define the 
texture patterns of iris region using a dictionary of learned 
texture primitives. This dictionary is learned by analysis of 
structural or statistical information of the arrangement of 
pixel intensities of the iris image.

Pattern matching is the final stage of iris recognition sys-
tems, in which the similarity of the obtained feature vectors 
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is measured using various distance measures and classifiers 
such as SVM, ANN and KNN.

3  The proposed method

In this paper, a high-precision method is proposed for iden-
tifying individuals using their iris features. In this method, 
first, the iris region is detected in the input image by apply-
ing pre-processing and segmentation techniques. After that, 
the iris region is normalized into a fixed-size image with 
256 × 256 pixels. Then, these two high-reliable regions are 
determined in the iris region in order to extract the biom-
etric features. Afterwards, the clustering-based method is 
employed on these two regions to define and extract local 
patterns that fit the iris texture. In order to increase the rec-
ognition accuracy of the proposed method, discrimination of 
the extracted local features is increased using metric-learn-
ing-based technique, and then, a set of high-discriminative 
local features (HDLF) are extracted. High-discriminative 
local features (HDLF) in the input image are compared 
with the HDLFs of the reference images through the near-
est neighbour classification and the most appropriate one 
is determined as the recognition system output. The block 
diagram of the proposed method is shown in Fig. 1. The 
details of the proposed method are given in the next.

3.1  Pre‑processing and image segmentation

Since iris is located between the sclera and pupil, and 
since the unique data are only associated with the iris tex-
ture, first the inner and outer borders of the iris should 
be specified. In this study, segmentation is carried out 
using combination of Canny edge detection algorithm and 
Hough transform. To increase the segmentation accuracy, 
the images should be smoothed. The smoothing operation 
is done by fourth-order partial differential equations pro-
posed by Yu-Li et al. [52]. After smoothing, the edges of 
the iris are extracted using Canny operator, then the pupils 
circle is detected as inner edge, and the circle between the 
iris and sclera is regarded as the outer edge of the iris. The 
inner circle radius is considered slightly larger, and the 

outer circle radius is considered slightly smaller than their 
obtained values, so that the selected regions completely 
fit into the real iris region. This is because of this fact 
that in the most images the pupil is not in the form of a 
circle and almost has an oval geometric shape. Therefore, 
this process prevents the entering of the pupil pixels into 
the final region of the iris and the reliability of extracted 
features will increase.

To address the challenges arising from the distance of 
individuals from the camera and different sizes of the iris 
region, the square surrounding the extracted iris is resized 
into an image with 256 × 256 pixels and the next steps will 
be performed on this image.

Another source of error in the iris-based biometric identi-
fication systems is the covering of the iris region by eyelids 
and eyelashes. Therefore, to increase the performance of the 
iris-based biometric systems, more reliable region of the iris 
should be selected for feature extraction. Since the identi-
fication process of the iris biometric can be accomplished 
with just 37.5% of the iris features [24], only two regions on 
the left and right side of the iris that have lower coverage 
with eyelids can be used for biometric feature extraction. 
These regions were also employed in most of the state-of-
the-art methods [24, 30, 50, 51]. This limitation not only 
speeds up the processing, but also increases the reliability 
of extracted features. To this end, two radius lines are drawn 
from the centre of the pupil in + 35° and − 55° relative to 
the horizontal axis and their intersection in the iris region 
is regarded as a right-side territory for extraction of local 
features. In addition, to determine the left-side territory, two 
radius lines are drawn from the centre of the pupil in + 145° 
and + 235° relative to the horizontal axis and their inter-
section in the iris region is regarded for extraction of local 
features. In most images, when we move from the centre of 
the iris towards the upper eyelid, till angle of 35° we will not 
reach to the upper eyelids, and hence, this angle is selected 
for determination of reliable iris regions. In addition, the 
angle of − 55° is used for the lower half of the iris because 
the lower eyelid has less movement compared to the upper 
eyelid. These reasons are also true for left region, but the 
proper angles are + 145° and + 235°. Figure 2 shows the 
output of this process.

Fig. 1  Block diagram of the proposed method
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3.2  Learning‑based rotation‑ 
and illumination‑invariant local patterns 
extraction

Since iris biometric features lie in the fine patterns of the iris 
texture, local patterns extraction technique should be used 
for each pixel of the iris region. Local pattern extraction is a 
mapping from the pixels space to the pattern space that leads 
to better display of the iris texture. The description of the 
local patterns of iris can be done by statistical or structural 
techniques like SURF [46], SIFT [38], HOG [14], Gabor 
[47] and LBP [36]. These features are handcraft features 
and are not related to the iris patterns. Therefore, we try to 
define and extract the main patterns of iris biometric. To this 
end, a clustering-based local feature extraction technique is 
employed to describe rotation- and illumination-invariant 
main local patterns of the iris texture.

Hence, the neighbouring pixels, as shown in Fig. 3, are 
used for defining local pattern of each pixel in the form of 
a 24-ary vector. In fact, for each pixel (central pixel PC in 

Fig. 3) 24 neighbours with distance of one and two pix-
els construct this vector (G = {g1, g2, …, g24}). This type 
of pattern description is sensitive to image/camera rota-
tion and illumination variation, because when the image 
rotates, the location of grey values (gi) in the extracted 
patterns is changing and the obtained patterns are differ-
ent. In addition, when the lighting condition is changing, 
the value of all neighbouring points (gi) is changed and 
different patterns are produced for each pixel.

To solve the former limitation, we rotate each block 
around the central pixel (PC), such that the P1 has the least 
value between g1 and g8 point. In other word, we find the 
minimum value between eight neighbours in the first layer 
(neighbours with distance of one pixel (g1 to g8)), and 
then circular rotation is employed on g1 to g8 so that the 
minimum value is placed on location P1. If the number 
of rotations for the first layer is K, then we also rotate the 
second-layer points (g9 to g24) 2K times. If more than one 
pixel has minimum value, the nearest one is selected. By 

Fig. 2  Output of pre-processing and segmentation processes. a Detec-
tion of the pupil and iris circle. b Normalization of iris size. c Deter-
mination of two regions (white regions) with minimal overlap with 

the eyelids on the right and left side of iris in order to extract biologi-
cal local patterns

Fig. 3  Basic local feature extraction
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employing this process, we can reduce the effect of head 
movement and consequently the rotation of iris region.

To solve the last limitation and reduce the effect of dif-
ferent lighting condition on the extracted rotation-invariant 
local patterns (P = {P1, P2, …, P24}), the value of central 
pixel is subtracted from all neighbouring pixels. Because 
when the lighting is changing, the same variation in the 
value of all pixels is occurred. Hence, the difference between 
them remains unchanged. By this subtraction, all uniform 
illumination changes occurred in all pixels of the input 
image can be eliminated. Figure 3 shows the arrangement 
of neighbouring pixels and performed steps to extract final 
illumination- and rotation-invariant feature vector (L = {L1, 
L2, …, L24}) for each pixel.

To show the rotation invariance ability of the proposed 
method, two examples are shown in Fig. 4. In Fig. 4a, the 
location of the minimum value in original block is g2 and 
then we need one rotation (k = 1) on g1 to g8 to come this 
pixel to location P1. Also, we should rotate g9 to g24 two 
times. If the original block is rotated with + 45°, then Fig. 4b 
block is obtained. In rotated block (Fig. 4b), the location of 
the minimum value is g3 and then we need two rotations 
(k = 2) on g1 to g8 to come this pixel to location P1. Also, we 
should rotate g9 to g24 four times to correct the applied rota-
tion. In Fig. 4, we can see that the final vector (L) of original 
and rotated block is same.

Another noteworthy point about this type of pattern 
description is that the total number of definable patterns is 
huge (equal to  25624), and it would be impossible to extract 
the histogram of these patterns as a descriptor of the iris tex-
ture region. To solve this problem, we use K-means unsuper-
vised learning technique to cluster all existing patterns in the 
limited number of classes. If the number of these classes is 
too high, the intra-class distance increases; and if the number 
of classes is too small, the inter-class distance decreases and 
their discrimination declines. For this reason, experimen-
tally the number of these classes was set to 256. In order to 
extract local features that fit iris texture, a large number of 
iris images (600 iris images in this case) are employed to 
extract local patterns. These patterns are clustered into 256 
different groups, and the centre of these clusters is saved as 
the main patterns of the iris texture to describe the biometric 
features of all images.

Then, for each pixel, the extracted local feature vector is 
compared with all main patterns (the obtained cluster cen-
tres) and the nearest cluster’s centre is selected as the pattern 
of corresponding pixel.

After determining the main patterns of all pixels in the 
left- and right-side region, separated histograms of these pat-
terns are constructed for each region. By concatenating these 
two histograms, a 512-bin feature vector (F) is extracted as 
descriptor of entire iris texture features. This feature vector 
will be extracted for each input image and for all reference 
images (images of authorized users).

Fig. 4  Rotation invariance ability of the proposed local feature extraction. Top: Rotation correction of original block. Bottom: Rotation correc-
tion of rotated version of original block with angle + 45°
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3.3  Increasing discrimination of local features 
by metric learning

Although the extracted feature vector (Fi) can efficiently 
describe the iris texture of image i, to elevate the recogni-
tion accuracy of biometric systems, the discrimination of 
these features should be increased. Learning-based meth-
ods, such as metric learning, can be employed to extract an 
efficient transform (T) for applying on the extracted features 
and obtaining high-discriminative local features (HDLF).

The purpose of the metric learning is obtaining a transfor-
mation matrix (W) to reduce the distance between samples 
within each class and maximize the distance between sam-
ples of different classes. In fact, the metric learning turns 
into an optimization problem to find the W matrix value that 
maximizes the following expression.

where J1(W) is the mean square difference between the sam-
ples of different classes (inter-class distance) and J2(W) is 
the mean square difference between samples of each class 
(intra-class distance). These distances can be calculated as 
below:
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where M is the total number of classes, K is the number of 
samples in class i (Ci), and N is the total number of samples 
of all classes (N = K × M). H1 and H2 are the inter-class and 
intra-class mean square error of extracted local features in 
all reference images, respectively.

Thus, by applying the WTW = I condition, the metric learn-
ing problem will be transformed into the following form:

WTW = I limits the W scale in a way that above optimiza-
tion problem provides an appropriate answer (well posed). 
Thus, W can be obtained by solving the following eigenvalue 
problem [53]:
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Although in some existing metric-learning-based meth-
ods, like locality preserving projection (LPP) approaches 
[54, 55], only the similarity (or distance) between K nearest 
samples was used, in the proposed method we employ all 
samples of each class to increase the discrimination power 
of the obtained transformation matrix (W).

The final transformation matrix (W) is also applied on the 
features of reference images for each person and on each new 
input image to extract high-discriminative local features.

3.4  Authentication by nearest neighbour algorithm

After extracting high-discriminative local features for refer-
ence images and the input images, the KNN classification is 
employed to determine the identity of the input image. To 
this end, the distance between the input image and all the 
reference images is calculated and the best match is selected 
as the identity of the input image.

4  Experimental results

To evaluate the proposed authentication method, we 
applied it on three popular data sets: CASIA-V4 Thousand 
[56], UBIRIS [57] and ICE [58] databases.

At first to evaluate the proposed authentication method 
based on high-discrimination local features of the iris, 
6000 images of 300 individuals from data set CASIA-V4 
Thousand [56] were used. Then, 600 images from 30 per-
sons in this collection randomly selected for extracting 
and defining the main iris patterns. The proposed method 
was tested on the remaining images of 270 persons. To 
this end, fivefolds evaluation was used (where 20% of the 
images were taken from each individual as test images and 
the remaining 80% were used as reference images) and the 
metric learning process was repeated separately for each 
fold. The images of this data set contain artefacts in terms 
of illumination changes, blurred images and severe occlu-
sion of upper eyelids and eyelashes.
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Then, for more evaluation, we tested the proposed 
method on UBIRIS.v1 and ICE data sets. The UBIRIS.v1 
database [57] is composed of 1877 images collected from 
241 persons. Also, ICE [58] contains 2953 images from 
244 classes. It consists of left and right iris images for 
experimentation (1528 left iris images from 120 classes 
and 1425 right iris images from 124 classes).The main 
characteristics of these databases are that they incorporate 
several noise factors to measure the performance of iris 
recognition systems.

Different parameters of the proposed method such as 
distance measure used in the KNN, the effect of using 
two separate histograms for right and left regions of iris 

and the effect of metric learning method were also inves-
tigated on CASIA-V4 Thousand [56] data set. The results 
of these tests are shown in Figs. 5, 6 and 7. Figure 5 shows 
the results of applying different distance measures in the 
KNN classifier. In these tests, the concatenation of two 
histograms along with metric learning algorithm as well 
as the nearest neighbour method was used for classification 
purposes. According to the obtained results, it is clear that 
the Spearman’s distance measure has the highest recogni-
tion accuracy. Although Cityblock, Jaccard, Chi-square 
and standard Euclidean measures have also shown rela-
tively acceptable accuracy levels, these distance measures 
at least have 6% lower accuracy than Spearman’s measure.

Figure 6 shows the results of using combination or 
concatenation of two histograms for the superior dis-
tance measures such as Spearman, Cityblock, Jaccard, 
Chi-square and standard Euclidean in the KNN classifier. 
In these tests, metric learning algorithm and the nearest 
neighbourhood method are used for classification pur-
poses. According to the obtained results, it is clear that 
recognition accuracy obtained from the concatenation of 
two histograms is much higher than the recognition accu-
racy obtained from combination of histograms in all dis-
tance measures. The level of enhancement in the recogni-
tion accuracy was being more than 23, 6, 14, 8 and 6% for 
Cityblock, Chi-square, Jaccard, Spearman and Euclidean 
distance measures, respectively.

Fig. 5  Effect of employing dif-
ferent distance measures in the 
KNN classifier

Fig. 6  Effect of using two 
histograms for the left and right 
regions of the iris

Fig. 7  Effect of using metric learning algorithm
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Figure 7 shows the results of using metric learning algo-
rithm. In these tests, the effect of metric learning algorithm 
in two cases (concatenation of two histograms and combina-
tion of two histograms) was evaluated, when the Spearman’s 
distance measure and nearest neighbour method have been 
used for classification purpose. According to the obtained 
results, it is clear that metric learning algorithm enhances 
the recognition accuracy more than 10%.

The proposed method can be used for both verification 
and identification applications. During verification, we 
authenticate the input feature vector by calculating the simi-
larity score (or distance) between input sample and the fea-
ture vectors of reference subject whose identity is claimed. 
If the obtained similarity is greater than predefined threshold 
value (this threshold is set to minimum similarity between 
all reference samples of each subject), the claimed identity 
is verified, and it is rejected otherwise. The performance 

evaluation for verification mode was investigated by con-
structing receiver operating characteristic (ROC) curve [59]. 
To this end, ROC curves of the proposed method in two 
cases (concatenation of histograms and combination of his-
tograms) for CASIA iris database are shown in Fig. 8a. In 
these curves, true positive rate (TPR) versus false positive 
rate (FPR) was drawn. The obtained results reflect that the 

Fig. 8  a ROC and b CMC curves for CASIA iris database using proposed method

Table 1  Performance comparison of the proposed method with the 
methods available on the CASIA data set

Method No. of images EER (%) Accuracy (%)

Bhateja et al. [4] 500 – 99.43
Proença et al. [10] 2490 1.31 93.19
Jan et al. [20] 1000 – 99.50
Hilal et al. [60] 2491 0.0049 99.51
Mehrotra et al. [46] 1000 – 97.32
Liu et al. [47] 2490 0.54 99.51
Tan et al. [48] 2620 0.0356 92.90
Nithya et al. [49] 1080 3.17 96.83
Wang et al. [50] 1000 – 90.71
Umer et al. [51] 1000 0.0043 98.15
Proposed method 5400 0.14 99.73

Table 2  Performance comparison of the proposed method with the 
methods available on the UBIRIS database

Method EER (%) Accuracy (%)

Proença et al. [10] 4.27 88.88
Roy et al. [12] 0.48 97.43
Jan et al. [20] – 93.5
Shin et al. [24] 16.94 90.2
Roy et al. [27] 0.51 97.51
Rahulkar et al. [34] 0.49 94.1
Mehrotra et al. [46] – 96.58
Tan et al. [48] 0.1667 46.4
Wang et al. [50] – 98.01
Umer et al. [51] 0.0011 99.00
Proposed method 0.98 98.13

Table 3  Performance comparison of the proposed method with the 
methods available on the ICE database

Method EER (%) Accuracy (%)

Proença et al. [10] 2.63 91.1
Roy et al. [12] 0.39 98.38
Roy et al. [27] 0.32 98.21
Proposed method 0.35 99.26



1436 Pattern Analysis and Applications (2019) 22:1427–1438

1 3

performance of the proposed method is quite good in both 
cases, especially when two histograms were concatenated.

During identification or recognition, the input feature 
vector is compared with all N reference samples and their 
similarity scores are obtained. Then, these N scores are 
arranged in ascending order and a rank is assigned to each 
sorted score. The subject with rank 1 is declared as the iden-
tity of the input sample. For performance evaluation of the 
identification mode, CMC (cumulative match curve) [59] 
was employed for different possible ranks. To this end, cor-
rect recognition rate for different ranks is plotted and shown 
in Fig. 8b. In this figure, fused results are shown for two 
cases (concatenation of histograms and combination of his-
tograms). The obtained results show that the performance 
of the proposed method in identification mode can reach to 
100% when we used rank 5 or higher for concatenation of 
histograms. This situation was obtained for combination of 
histograms when we used rank 8.

Finally, the proposed method was compared with exist-
ing state-of-the-art methods on the CASIA data set. The 
results of this comparison are shown in Table 1. According 
to Table 1, it is clear that the proposed method is more effi-
cient than other existing methods. Although the accuracy of 
some methods is same as the proposed method, the number 
of images used by the proposed method is at least twice 
more than other methods. Also, equal error rate (EER) of the 
proposed method is low and comparable with other state-of-
the-art methods. This reflects the importance of employing 
local features and metric learning algorithms to increase the 
discrimination of features and enhance the recognition accu-
racy of the proposed biometric systems.

In addition, the proposed method was compared with 
existing methods on the UBIRIS and ICE data sets. The 
results of these comparisons are shown in Tables 2 and 3. 
According to the obtained results, it is clear that the pro-
posed method is more efficient than other existing methods. 
The proposed method has better performance than all of 
them on the CASIA and ICE data sets, and on UBIRIS data 
set it has comparable result with Umer et al. [51] and better 
than others.

Finally, the average execution time of the proposed 
method along with some state-of-the-art methods is given 
in Table 4. The proposed method was implemented with 

MATLAB 2013R codes on a PC with a Pentium-IV 3.2 GHz 
Core i5 CPU and 4.0 GB RAM. It needs about 978 ms CPU 
time to process one image with size 640 × 480 pixels. The 
CPU time of the proposed method is similar to other existing 
methods. In real applications, the computation time can be 
significantly reduced by implementing the algorithm in C/
C++ programming. In this way, our method can be seen as 
an interesting option to handle large image sets.

5  Conclusion

In this paper, an efficient authentication system based on iris 
biometric features was introduced, especially for cases when 
the number of users is large. In this system, first two regions 
with high reliability within the iris region were detected and 
a combination of a new rotation- and illumination-invariant 
local patterns descriptor and metric learning algorithms was 
used for extracting high-discriminative local features. Then, 
this technique was utilized to extract separated histogram 
of patterns available in both iris regions. The extracted his-
tograms were concatenated to provide an efficient descrip-
tion of the iris biometric patterns for each image. Finally, 
the KNN classifier was conducted for pattern matching and 
recognition of individuals. The proposed method was tested 
and evaluated on CASIA, UBIRIS and ICE data sets, and 
its accuracies were equal to 99.7, 98.13 and 99.26%, respec-
tively. These results obtained from the proposed technique 
are better than the results obtained from other techniques 
both in terms of the number of images used and in terms of 
recognition accuracy.

In the future works, we can study the effect of limiting 
the number of samples in each class to K nearest samples, 
like that is employed in the locality preserving projection 
(LPP) approach; and also we can evaluate it on the very 
large data sets.

Acknowledgements Authors want to thank Prof. Tieniu Tan’s research 
group at the Center for Biometrics Security Research (CBSR), National 
Laboratory of Pattern Recognition (NLPR), Institute of Automation 
and Chinese Academy of Sciences for accessing to CASIA data set.

Table 4  Average execution time 
for different iris recognition 
methods

Method Time (ms) PC Software

Umer et al. [10] 980 Intel(R) Core i3 CPU 3.2 GHz, 4 GB RAM MATLAB
Roy et al. [12] 995 Pentium-IV PC 3.0 GHz, 2.5 GB RAM MATLAB
Jan et al. [17] 1500 Pentium-IV PC 2.33 GHz, 2 GB RAM MATLAB
Roy et al. [27] 958 Pentium-IV PC 3.0 GHz, 2.5 GB RAM MATLAB
Mehrotra et al. [46] 368 AMD Athlon Dual Core CPU 2.81 GHz, 2 GB RAM MATLAB
Proposed method 978 Pentium-IV Core i5 PC 3.2 GHz, 4.0 GB RAM MATLAB
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