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Abstract The detection of moving objects is a crucial step

for many video surveillance applications whether using a

visible camera (VIS) or an infrared (IR) one. In order to

profit from both types, several fusion methods were pro-

posed in the literature: low-level fusion, medium-level

fusion and high-level fusion. The first one is the most used

for moving objects’ detection in IR and VIS spectra. In this

paper, we present an overview of the different moving

object detection methods in IR and VIS spectra and a state

of the art of the low-level fusion techniques. Moreover, we

propose a new method for moving object detection using

low-level fusion of IR and VIS spectra. In order to evaluate

quantitatively and qualitatively our proposed method, three

series of experiments were carried out using two well-

known datasets namely ‘‘OSU Color-Thermal Database’’

and ‘‘INO-Database’’; the results of these evaluations show

promising results and demonstrate the effectiveness of the

proposed method.

Keywords Thermal infrared spectrum � Visible spectrum �
Moving object detection � Image fusion

1 Introduction

During the last few decades, computer vision has acquired

a growing interest due to the need for security, and offered

several software applications for video surveillance in

public and private sites, safety and traffic control and

robotics, etc. Despite their diversity, these applications are

all based on an essential step that is the detection of

moving objects in the video stream [1]. In fact, the moving

areas in a video stream often correspond to events on which

a vision system must focus.

In the vision systems, we can use either a single type of

camera (visible or infrared) or both. The reason behind the

use of visible spectrum is the rich content offered by visible

images, containing texture, strong edges, color and other

information with low noise. However, using only visible

sensor, the detection of moving objects can be limited by

levels of darkness and luminosity, shadows, light reflec-

tions, camouflage and weather conditions such as fog,

smoke, rain, snow, etc. In order to overcome these limi-

tations and to correctly carry out surveillance in outdoor

scenarios, many works propose to use IR sensor. In fact, an

infrared camera captures the temperature emitted by

objects. So it is nearly invariant to changes in ambient

illumination [2] and provides valuable information at night

and/or in poor visibility conditions. This characteristic

enables it to be of great benefit to monitoring and

surveillance systems, as it can operate on a 24-h basis, and

it is reliable at detecting hot objects, such as people and

vehicles, which are normally the primary objects of interest

in surveillance [3]. However, such an infrared-based sys-

tem may find it difficult to handle some information in

certain situations. For example, during a hot sunny day, it

will highlight almost the entire image, so it will provide a

lot of hot areas or objects (in this case even the pavement
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will be seen as it emits heat). For this reason, the use of a

VIS sensor with an IR sensor makes the vision systems

more robust and enables them to function under varying

lighting and climatic conditions, both day and night, in

summer as well as in winter. Therefore, we could conclude

that neither of these two sensors would perform very well

alone in all situations. A fusion of IR and VIS spectra is

interesting to solve more intricate situations. Since our aim

is to perform correct moving object detection all over the

day (morning, afternoon and night) for particular hot

objects such as people and vehicles, we chose to use both

the VIS and IR spectra.

The remainder of this paper is organized as follows:

Section 2 provides the literature survey on moving object

detection in IR and VIS spectra. Section 3 provides an

overview of the literature related to IR–VIS fusion tech-

niques. Section 4 describes the proposed method for

moving object detection using the fusion of IR and VIS

spectra. Quantitative and qualitative evaluations of our

work are outlined in Sect. 5. Finally, our conclusion and

future works directions are introduced in Sect. 6.

2 Literature survey of moving object detection
in IR and VIS spectra

The detection of moving objects is a binary detection as it

is performed to decide which parts of the frames (pixels or

regions) belonging to moving objects to detect. The

diversity of research is related to the complexity of the

observed scene that presents a variety of challenges such as

sudden and progressive illumination changes, shadows

projected by the moving objects, ghost, camouflage and

occlusion, etc. A great number of methods of moving

object detection in IR and VIS spectra have already been

proposed. The contributions reported in the literature can

be classified in three main approaches according to the

nature of the treatment they achieve: local approach, global

approach and hybrid approach.

2.1 Local approach

In this approach, there are two categories of methods:

motion-based methods and features-based methods.

2.1.1 Motion-based methods

The methods based on motion include several methods

founded on inter-frame processing that are based either on

inter-frames differences, background modeling or on the

optical flow [4–6].

Inter-frame difference-based methods The inter-frame

difference methods are used with videos captured either in

the VIS spectrum [7–9] or in the IR spectrum [10, 11]. The

basic method introduced by [12] is to calculate the absolute

value of the difference between the intensities of the pixels

(in gray) of each two successive frames; then, this differ-

ence will be compared to a decision threshold to obtain a

binary mask of pixels in motion. The development efforts

in this category of methods tend to improve not only the

method of calculating the binarization threshold but also

the manner of fixing the spacing between the successive

frames [13]. The advantages of these methods are their

high processing speed due to their low computational

complexity for the extraction of moving pixels and their

robustness in adapting with dynamic environments. How-

ever, they are sensitive to noise and sudden illumination

changes. Furthermore, these methods fail to detect all

pixels of the same moving object, in particular those inside

the object.

Background modeling-based methods This category of

methods is the most popular for moving object detection

either in VIS [14–18] or in IR [19–21] spectra. The detection

of a moving object is performed in two phases. The first

phase builds a background model, where, the majority of the

work uses the frames acquired offline and not containing any

foreground objects. The second phase detects the moving

pixels through the subtraction between the current image and

the background model. However, the effectiveness of these

methods depends on the background frame modeling and

updating which is not easy to reach with complex scenes.

Since the illumination conditions generally change faster

than temperature, the background adaptation is generally

less crucial in IR than in VIS spectra. Thus, the detection of a

moving object with backgroundmodeling is easier in IR than

inVIS because the IR spectrum is less sensitive to changes of

lighting that of temperature [22].

Optical flow-based methods The optical flow is used for

moving objects detection in a VIS spectrum [23, 24] and in

an IR spectrum [11, 25]. This motion estimation method is

achieved by translation vectors. Almost all of the calcula-

tion methods of optical flow are based on the assumption

that a pixel of a sequence frame maintains constant

brightness intensity during its movement. These methods

work very well in changing environments and can detect

moving objects with camera motion. However, they suffer

from a high temporal complexity which makes it difficult

to achieve a real-time detection without a specialized

hardware. Therefore, most of the research is focused on the

performance of the algorithm, ignoring the feasibility in

practice [25].

2.1.2 Feature-based methods

These methods are widely used for the detection of objects

of a known class, especially the pedestrian class, either in
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IR or in VIS spectra. With the IR imagery, the detection of

target objects is based on different features such as pixels

intensity where the bright pixels of hot objects like

pedestrians, animals or vehicles are selected by thresh-

olding [26–28]. Furthermore, some of them use the sym-

metry of the contour [28, 29], size or aspect ratio (ratio of

height and width) of the selected bounding boxes [29–31]

as well as the histograms of oriented gradients [32–34].

These methods, however, do not work very well with the

various challenges present in the IR spectrum such as

background noise (hot spot) or change of temperature.

Besides, the thresholds used to detect bright pixels are

specific to the scene. In a VIS spectrum, many authors

combine a set of features to detect a specific object in a

monocular image. Wang et al. [35] proposed a human

detection approach capable of handling partial occlusion

using the Histograms of Oriented Gradients (HOG) com-

bined with the Local Binary Pattern (LBP) as a feature set.

These descriptors are learned from the training data using

the linear SVM. However, this method cannot handle the

articulated deformation of people. Likewise, Schwartz

et al. [36] have presented a human detection method using

edge-based features with texture and color information

which are learned with the SVM classifier.

In an application of moving objects detection, there are

various target objects such as animals, pedestrians and the

different types of vehicles. Therefore, the feature-based

methods are generally correlated with other motion-based

methods [3, 31] or model-based (head, legs or car model)

[29, 37] to improve the results of moving object detection

and can handle with several object classes.

2.2 Global approach

The global approach methods are used in the IR [37–39] and

VIS [40–42] spectra for detecting the target objects such as

pedestrians or cars based on models built for the purpose.

The used models are head, body, arms and legs of pedes-

trians or car models. The models of the human body (head,

legs or arms) are mainly used in IR images for detecting

pedestrians [29, 34, 37, 38]. Indeed, the detection of heads,

by looking for bright regions having a circular shape in the

IR images, a pedestrian present in a crowd or in occlusion

can be detected separately [43]. Using only the VIS spec-

trum, Lin et al.[42] proposed a learning-based, sliding

window-style approach for the problem of detecting humans

by simultaneously segmenting human shapes and poses, and

extracting articulation-insensitive features. The shapes and

poses are segmented by an efficient, probabilistic hierar-

chical part-template matching algorithm, and the features are

collected in the context of poses by tracing around the

estimated shape boundaries. Likewise, Leibe et al. [41]

proposed a method that combines the segmentation and the

recognition into one process using an implicit shape model.

In fact, the implicit shape model is formulated in a proba-

bilistic framework allowing us to obtain a category-specific

segmentation of objects such as cars. This segmentation can

then in turn be used to improve the recognition results.

Although the results of the global approach methods are

promising, many of them are focused on only one category

of object (vehicle or pedestrian) due to many challenges

such as the highly articulated body postures, viewpoint

changes, varying illumination conditions and background

clutter. Moreover, the correlation of these models requires

a significant computing time.

2.3 Hybrid approach

The above-mentioned approaches have advantages and

disadvantages. To develop robust algorithms for a moving

object detection, the idea of the hybrid methods [44–49] is

to use a combination of two or three methods of these

approaches to benefit from the advantages of each one.

Based on the IR imagery, the authors of [47] have proposed

a hybrid multiresolution methodology for moving object

detection by combining the background subtraction, inter-

frame difference and the optical flow methods at different

resolutions. Moreover, Yin et al. [48] have also proposed

an infrared moving object detection method based on

background modeling and inter-frame difference methods.

In fact, they make an AND operation on the binary fore-

ground results of the two methods to obtain the final

moving regions. In [45, 46], the authors proposed fore-

ground detection methods in a VIS spectrum by combining

the background subtraction with the inter-frame differ-

encing. In fact, they incorporate the inter-frame differ-

ences’ methods in the background modeling step. As for Lu

et al. [49], they used the three motion-based methods (in-

ter-frame difference, background modeling and optical

flow) sequentially in a VIS spectrum. In fact, they begin

with the difference between successive frames to detect the

foreground areas to calculate the optical flow. Then, they

exploit the optical flow results to update the two modeled

backgrounds: a long-run background and a short-run one.

Most of the works using both IR and VIS spectra for the

detection of moving objects are hybrid methods used for a

better exploitation of the features of the two cameras.

Indeed, the proposed methods in [3] and [31] are based on

motion and features for a better detection of moving

pedestrians in IR and VIS images. In fact, they combined

these two methods sequentially. Firstly, they used back-

ground modeling for the detection of moving regions.

Secondly, they selected the regions corresponding to

pedestrians relying on some features such as bright pixels,

size or aspect ratio (ratio of height and width) and his-

tograms of the selected bounding boxes.

Pattern Anal Applic (2017) 20:907–926 909

123



2.4 Discussion

In this section, we reviewed the different methods proposed

for the detection of moving objects in IR and VIS spectra.

We classified these methods into three main approaches

based on the nature of the treatment they achieved: the

local, global and hybrid approaches. The objective is to

have an effective method for the moving object detection

in terms of temporal and spatial complexity, fast in terms

of adaptability and independent of the moving objects

speeds and sizes. Furthermore, as our aim was to improve

the results of a moving object detection all over the day and

during varying lighting and climatic conditions, we decided

to use the VIS and IR spectra simultaneously. The study of

the state of the art of moving object detection methods

shows that the background modeling method is well suited

to our goals. The originality of our proposed method is in

fusing the IR and VIS spectra for moving object detection

by applying background modeling-based method, incor-

porating the principle of the inter-frame differences’

methods in the background modeling stage. In the fol-

lowing section, the state of art of IR–VIS fusion methods

was presented.

3 State of art on fusion methods of VIS and IR
spectra

Sensor fusion is a research area addressed by several

authors. Most of them have limited their definition to the

context of their application domain. During the recent

years, the sensor fusion has become an increasingly

important research field in computer vision systems. In

fact, a fusion of the information provided by VIS and IR

cameras for the task of moving object detection would

solve difficult complementary situations, which any system

based only on one type of camera could not solve on its

own [50, 51]. In many multisensor systems, fusion algo-

rithms should significantly reduce the amount of raw data

that need to be presented or processed without loss of

information content and provide an effective way of

information integration [2], as well.

3.1 Fusion levels

Over the years, numerous techniques have been developed

to address the growing need for sensor fusion. These

techniques can be classified on the basis of the processing

level where the fusion takes place [2, 22, 50]. There are

three main levels where image fusion may take place and

they include:

Low-level fusion In the low-level fusion, also called

signal, data or pixel-level fusion, raw images obtained from

the sensors are combined to produce a new fused image

before applying any information extraction algorithm. In

our context, the IR and VIS streams are fused in a fused

sequence, and then, the moving object detection is applied

to detect foreground regions. The fused image must rep-

resent the present information in the input images in a

single signal. Therefore, to perform a pixel-level fusion

successfully, all input images must be exactly spatially

registered, so that all pixel positions of all the input images

must correspond to the same location in the real world. In

the context of a moving object detection application, some

works fuse the segmentation results (foreground regions)

and they consider this fusion as a mid-level fusion [52–54].

Indeed, a segmentation of input images in moving objects

and background regions is performed; then, the regions of

moving objects are merged either by pixel-fusion tech-

niques [52, 53] or by a simple logical AND or OR between

the masks or edges of the foreground regions [52].

Medium-level fusion In the medium-level fusion, also

called feature-level fusion, the extracted features from each

raw image are fused. This fusion would be obtained in the

module which achieves the feature extraction and feature

selection operations. Therefore, it could be achieved in two

ways: between the two modules of feature extraction and

feature selection or after both of them [50]. Since, one of

the essential goals of fusion is to preserve the image fea-

tures, the feature-level methods are able to yield subjec-

tively better fused images than pixel fusion techniques [2].

High-level fusion In the high-level fusion, the fusion is

applied either at score level or at decision level. In the

score fusion, multiple classifiers produce a set of scores

which represent the probabilities that one object belongs to

different possible classes. These scores can be combined by

a weighted parameter in order to obtain a new score which

is then used to make the final decision [50]. In the decision-

fusion, the classifiers are applied independently to each

sensor output, and then, these decisions are combined to

make a final decision. Due to the fact that decision-level

fusion methods rely on the object recognition by all sen-

sors, if there is an error in the recognition of objects from

one of the sensors, the error will be transferred to the

output fused result [2].

The choice of the fusion level depends on the nature of the

handled application. As aforesaid, the medium-level and the

high-level fusions can be treated only in the second step of

our video surveillance application which is the classification

of moving objects. In our context, we aim to improve the

quality of moving object detection. Thus, we will be inter-

ested in low-level fusion techniques. Moreover, at this fusion

level, some generic requirements are imposed on the fusion

result [55]: The fusion process should preserve all relevant

information of the input imagery on the composite image; it

should not introduce any artifacts or inconsistencies; and the
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fusion process should be shift and rotational invariant. In the

low-level fusion, the fusion is applied either at pixel level or

at region level. In pixel fusion, we can classify the most

common techniques [2, 56] into two major categories:

weighted averaging-based methods and multiscale transform-

based methods. In region fusion, the masks or edges of the

foreground regions are merged either by pixel-fusion tech-

niques or by a simple fusion rules.

3.2 Low-level pixel-based fusion

The low-level pixel-based fusion techniques consist in fuse

the input images on a fusing image before applying any

information extraction algorithm. The most widely used

techniques are classified into two major categories: Weighted

averaging-based methods, that are the simple averaging

technique (S-Avg) and principal components analysis (PCA),

and multiscale transform-based methods which are the

Laplacian pyramid (LP), ratio of low-pass pyramid (RoLP),

contrast pyramid (CP), filter-subtract-decimate pyramid

(FSD), gradient pyramid (GP), discrete wavelet transform

(DWT) and shift invariant discrete wavelet transform

(SIDWT) techniques. To better present the different pixel-

based fusion techniques, we introduce an example of IR–VIS

fusion result of each technique in Fig. 1. These techniques

will be detailed in the following subsection.

3.2.1 Techniques based on weighted averaging

The simplest image fusion method is to take the average of

the source images (Eq. 1):

Uf ðx; yÞ ¼
Xn

i¼1

ai Uiðx; yÞ ð1Þ

Where Uiðx; yÞ are the input images, ai are the scalar

weights with
Pn

i¼1 ai ¼ 1 and n is the number of input

images. The difference between the techniques based on

weighted averaging resides in the calculation method of the

weights of the input images.

A. Simple Averaging technique (S-Avg) The average

image of the input images is obtained with weights

ai ¼ 1=n. This method is the most intuitive and easiest to

implement. However, all input images participate equiva-

lently in the output image, without considering their

information content. For this reason, it is considered a poor

choice for the image fusion.

B. Principal Components Analysis (PCA) The optimal

weighting coefficients, with respect to information content

and redundant information removal, can be determined by

the principal component analysis (PCA). PCA is performed

on the covariance matrix C defined by Eq. 2.

Ci;j ¼ covðXi;XjÞ ¼ ðxi � liÞðxj � ljÞ
� �

ð2Þ

Where Xi is a vector that contains all the intensities of an

image, li is the average of these values and h i is the scalar
product. The covariance matrix is a squared one (n2) where

each index i, j runs through the set of the images (n).

Thereafter, the eigenvalues and eigenvectors of the

covariance matrix are computed. Then, the weightings for

each input frame are obtained by the normalized compo-

nents of the eigenvector (V
!
) corresponding to the largest

eigenvalue [57] (Eq. 3):

Fig. 1 The different techniques

of low-level pixel-based fusion

illustrated on an example of IR

and VIS frames
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ai ¼
ViPn
i¼1 Vi

ð3Þ

3.2.2 Techniques based on multiscale transformation

The multiscale transformation is very useful for extracting

the salient features of images. To this end, the multiscale

transformation methods are the most used in image fusion.

At first, they were proposed for the fusion of images with

different resolutions, in the context of satellite imagery.

Then, they were used for the fusion of images with the

same resolution for other fusion applications. The most

commonly used multiscale decomposition fusion tech-

niques are the pyramid transforms and wavelet transforms.

A. Pyramidal Transformation techniques A pyramid

structure is an efficient organization methodology for

implementing a multiscale representation and computation

[58]. A pyramid transform is used to represent the original

image into a set of sub-images with different spatial reso-

lutions which together represent the original image. The

term ‘‘pyramid’’ comes from the fact that the decreasing

process of the resolution engenders more often a progres-

sive decrease in the size of sub-images. Therefore, the

hierarchical structure obtained is similar to a pyramid

whose stages are formed by the different levels of repre-

sentation of the original image. Several techniques are used

for the decomposition of an image into a pyramid repre-

sentation. The most commonly used are the Laplacian

pyramid (LP), ratio of low-pass pyramid (RoLP), contrast

pyramid (CP), filter-subtract-decimate pyramid (FSD) and

gradient pyramid (GP) [59–61].

B. Wavelet Transformation techniques The techniques

based on wavelet transformation provide a hierarchical

decomposition of a signal or an image, where each level

corresponds to a higher resolution or a lower frequency

band [62, 63]. The wavelet transformation is similar to the

pyramid transformation, but it provides an image repre-

sentation which has fewer artifacts caused by the contrast

inversion, a higher signal/noise ratio and an improved

perception in the merged image [54]. The term discrete

wavelet transform (DWT) is a general term, involving

several different methods. These methods are the most used

for the task of image fusion[60]. The discrete wavelet

transform refers to discrete sets of dilation and translation

factors and discrete sampling of the signal.

– Discrete wavelet transform (DWT) is currently widely

used [64, 65] for image fusion due to its facility of

application and its quality of results. In practice, the

DWT of an image is performed by image convolution

operations with low-pass and high-pass filters for each

level, followed by a sub-sampling operation.

– Shift invariant discrete wavelet transform (SIDWT) The

fusion of image sequences based on DWT are not shift

invariant, which leads to unstable and flickering fusion

results. For this reason, the image sequences fusion

should not be dependent on the location of an object in

the image and the fusion results should be stable and

consistent with the input sequences [66]. For these

reasons, the SIDWT idea is to eliminate sampling, thus

implicitly the interpolation in the inverse transforma-

tion to make the DWT shift invariant.

3.3 Low-level region-based fusion

In a general context, the region-fusion methods are con-

sidered as a combination of the low-level and the medium-

level fusion. The basic idea is to segment an image in some

way to produce a set of regions in a first place. Then,

various properties of these regions can be calculated and

used to determine which features from which images are

included in the fused image [53, 54]. Xiao et al. [53] have

proposed a region-based fusion scheme for the fusion of

VIS and IR image sequences. First, both the VIS and IR

sequences are enhanced using a pre-processing operator.

Then, each frame of the source sequences is transformed

using a multiresolution method. Simultaneously, the

frames are segmented into object and background regions

using a target detection method. Different fusion rules are

adopted in target and background regions. Finally, the

fused coefficients belonging to each region are combined,

and the fused frames are reconstructed using the corre-

sponding inverse transform. Likewise, in [54] a multiscale

transformation based on wavelet transform is used to seg-

ment the features of the input images, either jointly or

separately, to produce a region map. Then, the character-

istics of each region are calculated and a region-based

approach is used to fuse the images, region-by-region, in

the wavelet domain. The regions-fusion process has the

advantage of being more robust by including actual fea-

tures extracted in the fused image and avoiding some of the

well-known problems in pixel fusion such as blurring

effects and high sensitivity to noise and mis-registration

[54]. However, most of these region-fusion methods are

designed for still image fusion, and each frame of each

source sequence is processed individually in image

sequences. These methods do not take full advantage of the

wealth of inter-frame-information within the source

sequences [53].

In the context of moving objects detection applications,

the concept of regions-fusion methods is to fuse the fore-

ground regions extracted by a segmentation algorithm

[22, 52]. Firstly, a segmentation of input images in moving

objects and background regions is performed. Then, the
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regions of moving objects are merged either by one of the

pixel-fusion techniques especially those based on multi-

scale transformation [52, 53] or by simple fusion rules such

as a logical AND or OR between the binary masks or edges

of the foreground regions [52].

3.4 Discussion

Several multisensor fusion techniques were proposed in the

literature. These techniques are classified into three main

levels based on the processing level where the fusion takes

place. They are: low-level fusion, medium-level fusion and

high-level fusion. As we aim to improve the quality of

moving object detection, we are interested in the low-level

fusion. At this level, the fusion can be obtained at the pixel

level before applying the moving object detection or at the

region level after the foreground segmentation. In the first

one, there are many techniques proposed in the literature,

such as weighted averaging techniques, multiscale trans-

formation techniques which were detailed in the previous

section. In the second one, the regions of moving objects

are merged either by pixel-fusion techniques or by a simple

fusion rules between the masks or edges of the foreground

regions. In order to prove the performance of these fusion

techniques and to identify the most appropriate technique

for our approach, a series of experiments were carried out

to evaluate the effect of the low-level fusion techniques on

moving object detection results in VIS and IR spectra.

These experiments are presented in the forthcoming

Sect. 5.

4 Proposed method

4.1 Process

Our main contribution is to perform an accurate moving

object detection all over the day (morning, afternoon and

night) for particular hot objects such as people and vehi-

cles. We propose to fuse the VIS and IR spectra to solve

intricate situations and to benefit from the complementarity

of the information of the two sensors. The process of our

proposed method consists of two main stages: The moving

object detection and the low-level fusion of IR and VIS

spectra (cf. Fig. 2). Firstly, the study of the different cat-

egories of moving object detection methods in the IR and

VIS spectra allowed us to adopt a background modeling

method which is well suited to our objectives. The basic

idea is to integrate the principle of inter-frame difference in

the background modeling stage [67]. Thereafter, the mov-

ing object detection results in each spectrum were merged

by our low-level fusion method detailed below. The

effectiveness of our proposed method for a moving object

detection and a low-level fusion of VIS and IR spectra was

proven by the results of three sets of experiments detailed

in Sect. 5.

4.2 Moving object detection

For the detection of a moving object, we adopted a method

based on background modeling with a dynamic matrix and

spatio-temporal analyses of scenes [67]. The representation

of the background model can be achieved in two ways:

recursive or non-recursive. In the recursive representation,

only one model of the background is recursively updated.

On the other hand, the non-recursive representation relies

on a model produced from a frame buffer. In our work, we

have opted for a recursive representation of the back-

ground. Such representation has low spatial and temporal

complexity. In addition, it adapts quickly to sudden and

gradual changes in the background. The detection of

moving objects based on background modeling is generally

based on four principle steps: (1) Initialization of Back-

ground Model, (2) Update of Background Model, (3)

Subtraction / Comparison and the (4) Post-processing step

which are shown in Fig. 3. The method adopted for each

step of this process is described in subsections.

Fig. 2 Process of fusion of IR

and VIS spectra for a moving

object detection
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(1) Initialization of background model In the initializa-

tion step, the background model can be built either online in

the presence of moving objects or offline during a learning

phase in the absence of moving objects. In our method, the

initialization step was achieved online to benefit from such

advantages as flexibility in terms of the observed scene, fast

implementation and independence of the user. Indeed, three

frames are used for the initialization of the background

model. Knowing that in a sequence of frames obtained using

a fixed camera, the moving pixels of the scene appear from

one frame to another in different positions (slight differences

between the values of pixels in these frames). The initial

model is obtained by relying mainly on the frame at a given

moment during which the non-moving pixels values will be

retained in the model, while the values of the background

pixels hidden by the moving pixels of this frame are

approximated based on the slight differences between the

pixel values of the other two frames.

(2) Update of background model The updating of the

background model can be either selective where a lim-

ited number of pixels of the background are updated or

non-selective where all the pixels of the model are

updated. The selective update is more interesting for a

better performance. However, the success of such tech-

nique depends on the candidate pixels selected for the

update. Thus, our background model was updated to the

changes in background pixels by a selective technique

which added the pixel values to the model only if it was

classified as a background pixel with significant changes.

The selective update stage is based on a dynamic matrix.

Indeed, the process to build the dynamic matrix operates

at the frame and pixel levels. For each input frame, a

pixel state card obtained by inter-frame differences

based on a Dynamic Spatio-Temporal Entropy Image

(DSTEI) was used to make a decision in the dynamic

matrix update.

(3) Subtraction/comparison As shown in Fig. 3, the

update of background model is followed by a pixel clas-

sification step moving pixel or background pixel to obtain a

binary map for each pixel indicating its status. In fact, this

classification was performed by subtracting each new

frame from the background model built relying on an

adaptive threshold, grouping the connected moving pixels

in blobs and refining their shapes.

(4) Post-processing The post-processing step is per-

formed to finalize the detection by eliminating noise and

holes from the moving areas and removing uninteresting

moving regions.

4.3 Low-level fusion

As our objective was to get the best results of moving

object detection benefiting from both IR and VIS spectra,

we proposed a low-level fusion method whose process is

shown in Fig. 4. Firstly, we started by a pre-processing step

to improve the results of a moving object detection in the

IR spectrum. Secondly, we performed a fusion of the

foreground regions extracted from IR and VIS spectra to

assess the effect of the region-level fusion on our results of

a moving object detection.

4.3.1 Pre-processing

The aim of the pre-processing step was to improve the

results of foreground regions detection on the IR spectrum.

In fact, one of the most relevant characteristics of the IR

imagery is the hotter or colder halo surrounding the objects

compared to the background. Figure 5 shows the halo

phenomenon where a warm pedestrian is surrounded by a

darker region than the expected background. So the halo

surrounding a person would also be detected as part of the

foreground region, which decreases the results of a moving

object detection. Consequently, we proposed an automatic

thresholding in each Bounding Box (BB) detected to

Fig. 3 Process of the adopted method for the moving object detection

Fig. 4 Process of the proposed

method for low-level fusion
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extract the bright pixels that belong to the pedestrian and

removed the halo. The originality of this step is the adap-

tive threshold calculated for each BB. First, we calculated

the sum of each BB column. In fact, the column that has

the maximum of pixels belongs to pedestrian and would

have the maximum amount. Then, the BB adaptive

threshold value was calculated that is the average value of

the selected column. Finally, the adaptive threshold was

applied to the BB in order to select only pixels corre-

sponding to warm objects. Therefore, we used morpho-

logical operations to fill holes inside the blobs. The pseudo-

code of our pre-processing algorithm is presented in

Algorithm 1.

4.3.2 Low-level region-based fusion

The goal of our proposed method was to achieve a better

detection of moving objects using two different types of

cameras one in the IR spectrum and another in VIS spec-

trum. As mentioned previously in the state of the art, at this

processing level, the fusion of the IR and VIS spectra was

performed with low-level fusion techniques either pixel-

based or region-based. The choice of the most appropriate

low-level fusion technique for our proposed method is

based on a thorough experimental study detailed in Sect. 5.

The experimental results showed that a low-level region-

based fusion improved the moving object detection results

better than the pixel-fusion techniques. In fact, the low-

level region-based fusion has the advantage of preserving

the image quality of the two spectra compared to the pixel-

based techniques that may alter the fused image. Our low-

level region-based fusion method was achieved by a logical

AND between the binary masks of foreground regions

detected separately in the IR and the VIS spectra. Finally,

the resulting masks of moving objects were used in a

higher processing level such as the feature extraction for

the classification of moving objects.

5 Experimentations

In order to study the performance of the proposed method

of a moving object detection and the different techniques of

low-level fusion, three series of experiments were carried

out. The first one was used to check whether the various

pixel-fusion techniques would improve the performance of

the moving object detection, rather than using either of the

Fig. 5 Example of halo surrounding pedestrian in a typical winter

day

Algorithm 1 Pre-processing step
Input: Bounding Box BB (m,n) of moving object in IR spectrum
Output: Binary mask BW of the Bounding Box

(a) Calculate the sum of each column of the BB in the vector V
(b) Look for the column that has the maximum sum from the vector V: Cmax
max ← V (1)
p ← 1
for i = 2 to n do

if V (i) >= max then
max ← V (i)
p ← i

end if
end for
Cmax ← BB(:, p)
(c) Calculate the adaptive threshold Th
Th = mean(Cmax)
(d) Automatic thresholding of each pixel (i,j) of the BB
if BB(i, j) >= Th then

BW (i, j) ← 1
else

BW (i, j) ← 0
end if
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two sensors independently. In the second series, we eval-

uated firstly the relevance of the pre-processing step

applied on the results of the detection of moving objects in

the IR spectrum, and secondly, the efficiency of our low-

level fusion method against the two independent sensors

was assessed. Finally, a comparison of our method with

other potential methods was achieved. These methods are

based on background subtraction for the detection of

moving objects in IR and VIS spectra and include low-

level region-based fusion resulting in a rich test field of

fusion techniques. Before presenting the results of these

series of experiments, we described the database and the

used validation techniques.

5.1 Dataset description

To evaluate quantitatively and qualitatively the pro-

posed method of a moving object detection and the dif-

ferent low-level fusion techniques of IR and VIS spectra,

we have selected two popular databases shown in Table 1 .

The first dataset is the OTCBVS Benchmark Dataset1,

namely ‘‘OSU Color-Thermal Database’’ consisting of six

challenging thermal/color video sequence pairs recorded

from two different locations at different times-of-day, with

different camera gain and level settings. The thermal

sequences were captured using a Raytheon 300D ferro-

electric BST thermal sensor core, and a Sony TRV87

Handycam was used to capture the color sequences. The

image sizes were half-resolution at 320� 240 pixels. The

sequences were recorded on the Ohio State University

campus during the months of February and March 2005,

and show several people, some in groups, moving through

the scene. Sequences 1, 2 and 3 (scene 1) contain regions of

dark shadows cast by the buildings in the background.

There are also frequent and abrupt illumination changes in

various parts of the observed scene caused by a group of

clouds passing in the sky. The images of Sequences 4, 5

and 6 (scene 2) were captured on a cloudy day, with fairly

constant illumination and soft/diffuse shadows. To incor-

porate variations in the thermal domain, the gain/level

settings on the thermal camera were varied across the

sequences [52]. A manual segmentation of the moving

objects regions was performed in 80 images both in VIS

and IR sequences from this dataset for the quantitative

evaluation. Indeed, this segmentation has been neatly car-

ried out by two persons of our laboratory. The results of the

hand segmentation of each pair of images by each person

were fused using a logical AND to guarantee a precise

segmentation of foreground regions. The INO Video

Analytics dataset2 made available with their ground-truth

(GT) frames. In fact, the infrared sequences are recorded

with ThermoVision A10 camera which has a VO2-based

microbolometer detector array of 164� 128 pixels and a

sensitivity of about 80 mK, whereas a Marlin F33C CCD

camera (640� 480 pixels with Bayer filter) was used as

color sensor. In the test dataset, we use four thermal/color

video sequences which are the Group-Fight (GF), the

Parking-Snow (PS), the Parking-Evening (PE) and the

Close-Person (CP) sequence. These sequences are recorded

in various locations and covering different weather condi-

tions. This dataset, illustrated in Fig. 6 with examples of

IR, VIS and ground-truth images from each sequence,

constitutes a rich test field to validate our proposed method.

5.2 Validation techniques

For the performance evaluation, we have used some eval-

uation metrics to judge the effectiveness of the different

techniques of low-level fusion on the detection of moving

Table 1 Details of the dataset

Dataset IR/VIS

Sequences

Number

of Frames

Moving objects

class

Weather

Conditions

Challenges

Scene 1 Seq-1 2107 Person Sunny day Shadow cast by moving objects and a group of

clouds in VIS spectrumSeq-2 1201 Person

Seq-3 3399 Person

Scene 2 Seq-4 3011 Person Cloudy day Halos surrounding moving objects in IR spectrum

Seq-5 4061 Person

Seq-6 3303 Person

INO GF 1482 Car and person Daytime scene Moving objects occlusion

PS 2941 Car and person Cloudy day

PE 820 Car and person Evening scene Low contrast of moving objects

CP 240 Person Sunny day

1 http://vcipl-okstate.org/pbvs/bench/. 2 http://www.ino.ca/en/video-analytics-dataset/.
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objects. In most of the studies, researchers work on the

construction of a confusion matrix to evaluate the quality

of the detection of the moving objects. From this confusion

matrix we measured the Recall and Precision using the set

of 80 manually labeled images as ground truth. The Recall

rate is also calculated to know accurately the rate of

moving object pixels that are correctly detected, while

Precision rate refers to the rate of correct classification. We

also used the F-measure [68], which is the harmonic mean

of Recall and Precision. In fact, a higher F-measure value

corresponds to a higher value of Recall and Precision

(Eq. 4).

F ¼ 2� P� R

Pþ R
ð4Þ

5.3 Experimental results

In this section, we present the results of the three series of

experiments detailed above.

5.3.1 Experiment 1: independent sensors versus low-level

pixel-based fusion

The aim of this experiment was to evaluate the impact of

low-level pixel-based fusion techniques on the results of

moving object detection. The pixel-fusion techniques were

applied on the input sequences to extract the fused

sequences of the IR and VIS spectra. Then, the proposed

method of a moving object detection was applied on the

different fused sequences to evaluate the impact of pixel-

level fusion techniques on the results of a moving object

detection. Using all manually labeled images as a ground

truth, we computed Recall, Precision and F-measure of the

results of a moving object detection on the IR and VIS

sequences and the fused sequences by S-Avg, PCA, LP,

RoLP, CP, FSD, GP, DWT and SIDWT techniques. Fig-

ure 7 shows an example of detection results (Seq-1 and

Seq-6) in IR, VIS images and fused images by the low-

level fusion techniques. For each frame, we calculated the

F-measure value (F). As is clear in these visual results, the

Fig. 6 Examples of IR, VIS and ground-truth images

Fig. 7 Visual comparison of the

detection results on two images,

one from the Seq-1 (frame

number 217) and one from the

Seq-6 (frame number 443), in

the IR, VIS spectra and the

different fused images
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moving object detection results varied between the two

examples. In fact, for Seq-1 the detection results in the

fused images have degraded compared to those in the two

spectra independently. Whereas for the second example,

the detection result in the fused images by s-Avg, PCA, LP,

RoLP and GD techniques were improved as compared to

the IR and VIS spectra. We performed a quantitative

evaluation of the detection method on IR, VIS sequences

and of the fused sequences by the low-level pixel-based

fusion techniques. From the results, presented in Fig. 8 in

terms of F-measures average of each sequence, we can

conclude that the pixel-fusion techniques have not

improved the detection results. Their results depended on

the challenges present in the scenes and varied from one

sequence to another. As it is clear in the F-measure values,

the detection results on either of the sensors independently

were almost always better than those in the fused sequen-

ces. Indeed, in the Sequences 1, 2 and 3 of scene 1, the IR

spectrum has recorded the best rates of moving objects

detection (respectively 72,859%, 56,908% and 71,588%)

compared to the other results. However, in the Sequences

4, 5 and 6 of scene 2, the moving object detection results

had the best rates in the VIS spectrum. Unless, in sequence

5, the detection results in the fused images by PCA low-

level fusion technique were slightly better than the VIS

spectrum (94,292% against 93.575%). Therefore, we can

conclude that a fusion of the two IR and VIS images can

degrade the results of an object detection instead of

improving them.

5.3.2 Experiment 2: independent sensors versus low-level

region-based fusion

The aim of this experiment was to evaluate firstly the rel-

evance of the pre-processing step applied on the results of

the detection of moving objects in the IR spectrum and

secondly, the efficiency of our low-level fusion method

against the two independent sensors. Figure 9 shows

examples of the detection results extracted from each IR

sequences of our dataset, (a) before pre-processing and

(b) after pre-processing. In the sequences of scene 1, the

detection results are slightly degraded. Indeed, these

sequences were recorded during a sunny day so there were

many hot areas and the objects were not well contrasted

from the background. On the other hand, in the sequences

of scene 2, the detection results have greatly improved. In

fact, these sequences were captured on a cloudy day and

the pedestrians were very bright from the background. So,

in each BB halo surrounding the pedestrians were suc-

cessfully eliminated. In the sequences of the INO dataset,

the pre-processing step has improved the detection results

in the IR spectrum except in the PE sequence. In this latter,

the moving objects have low contrast with the background

mostly for the vehicle class. In the PE example of Fig. 9,

our pre-processing has created a hole inside the detected

vehicle because it was not well illuminated. In the PS and

CP sequences the detection results were improved as

shown in the examples presented in Fig. 9. These qualita-

tive results are justified by the values of R, P and F of the

detection results calculated using the ground-truth images

of each sequence. In fact, as shown in Table 2, the

F-measures average has been improved from 66.019% to

72.978% by adding a pre-processing step to the detection

of moving objects in the IR spectrum. Although our pre-

processing step has reduced somewhat the recall rates in

some sequences (from 80,072% to 75,013% in GF and

from 81.75% to 75.82% in PE), the precision rates were

obviously improved ( from 81,906% to 91,808% in GF and

from 74,419% to 79,51% in PS). This is due to the fact that

some parts of the moving objects, mainly the car class, lack

brightness. In this case, our pre-processing step will cause

some holes in these foreground regions, which degrades the

Fig. 8 Quantitative results (F-

measure) of object detection on

IR, VIS sequences and the fused

sequences by S-Avg, PCA, LP,

RoLP, CP, FSD, GP, DWT and

SIDWT
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recall rates. The lowering in all rates of PE sequence is due

to the low contrast and brightness of moving objects in IR

images. It is worth noting that our pre-processing step does

not influence the processing time of our method because it

has an extra cost of 0.45% in terms of computing time. The

recorded time and the obtained results reveal the efficiency

of the processing step without affecting the time process-

ing. Therefore, our method provides a good compromise

between processing time and efficiency.

To benefit from the complementary nature of the two

sensors, a fusion of foreground regions extracted from IR

and VIS spectra was carried out. Indeed, this low-level

region-based fusion has the advantage of preserving the

image quality of the two spectra compared to the pixel-

based techniques that may alter the fused image. For this

task, we combined the detection results from the two

sensors by performing a simple intersection of their fore-

ground regions using the logical AND between their binary

masks. In fact, this fusion reduced the halo effect in the

detection results with the IR spectrum due to the absence of

this phenomenon in the VIS spectrum, on the one hand, and

the moving shadow recorded in the VIS sequences on the

other hand. Our corpus consists of a rich sequence set

recorded in different locations under various weather

conditions and covering different challenges, allowing us

to validate our proposed method. Thus, the effectiveness of

our low-level fusion method, including the pre-processing

step and region fusion of IR and VIS spectra, was proven

by the results presented in Table 3. Indeed, the average of

the F-measure values has increased from 66.019% in the IR

spectrum and from 74.716% in the VIS spectrum to

85.063% with the proposed low-level fusion. An example

of the qualitative results of our low-level fusion results is

shown in Fig. 10. In scene 1, the low-level fusion has

improved more the detection results especially compared to

the VIS spectrum because there were many regions of

moving shadows. In sequences of scene 2, the low-level

fusion has improved the detection results than the IR

spectrum because there were many halos surrounding the

moving objects which are eliminated by our pre-processing

method. Regarding the GF, PS, PE and CP sequences of the

INO dataset, our low-level fusion has improved the moving

object detection results rather than use only one of the two

spectra. The importance of our framework is related to the

complexity of the observed scenes which present a variety

of challenges. Our method has proven its potential to

overcome several challenges. Figure 11 shows some

examples of detection results by our proposed method

under different challenges. In fact, the frames (a) number

65 and (b) number 102 of seq-1 present the illumination

changes challenges where the moving object is covered by

a dark shadow caused by a group of cloud passing in the

sky. The frames (c–g), extracted from PE and GF

sequences, show the performance of our method to detect

moving objects with different sizes and different speeds

(vehicle versus pedestrian). Finally, in the frames (h–j)

Fig. 9 Qualitative results of a moving object detection before pre-processing (a) and after pre-processing (b) in each IR sequence

Table 2 Comparison of the performance of our method in IR spectrum without and with the pre-processing step

Seq-1 Seq-2 Seq-3 Seq-4 Seq-5 Seq-6 GF PS PE CP AVG

MOD in IR spectrum R 96.173 95.590 92.679 79.039 86.389 85.372 80.072 72.418 81.75 70.65 84.013

P 60.934 42.100 59.452 26.546 42.664 37.320 81.906 74.419 92.223 75.876 59.344

F 72.859 56.908 71.588 38.613 54.964 51.030 80.979 73.405 86.671 73.17 66.019

*MOD ? Pre-processing R 95.920 98.045 94.951 100.00 99.826 97.856 75.013 79.058 75.82 75.776 89.227

P 42.575 29.216 48.486 77.469 76.699 78.918 91.808 79.51 82.248 74.957 68.189

F 57.175 43.694 61.976 84.292 82.836 83.690 82.565 79.283 78.903 75.3643 72.978
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there are many partial occlusions when the pedestrians

were hidden by a stationary car. The set of experiments

presented above has demonstrated the efficiency of our pre-

processing step applied to the detection results of the IR

sequences. The second novelty of this method lies in the

fusion of two sensors together rather than the use of one

sensor independently.

5.3.3 Experiment 3: our proposed method versus other

methods

For our application domain, the lack of an open access to

the codes, IR datasets with their ground-truth frames and

detailed descriptions of algorithms hinders the elaboration

of a fair comparison with several methods and on large

datasets. Nevertheless, we have evaluated the perfor-

mances of our method using a comparative platform that

includes two well-known methods [52, 69] and three recent

methods [70–72] of moving object detection in IR and VIS

spectra. These methods are compared with our results

separately given that each one of them has presented its

results differently.

First, we start by qualitative evaluation of our detection

results on the IR spectrum compared to those of T. Parag

et al. [70]. In fact, they propose a moving object detection

method based on a probabilistic method incorporating

background subtraction method. In fact, they associate a

label for each pixel which indicates whether it is a target or

background pixel. The optimal label set for all the pixels of

an image maximizes aposteriori distribution of label con-

figuration given the pixel intensities. The posterior proba-

bility is factored into a conditional likelihood of the

intensity values and a prior probability of label configura-

tion. These two probabilities are computed assuming a

Markov random field (MRF) on both pixel intensities and

their labels. Furthermore, they enforce neighborhood

dependency on both intensity values, by a simultaneous

auto-regressive (SAR) model, and on labels, by an auto-

logistic model. The parameters of these MRF models are

learned from labeled examples. During testing, an MRF

inference technique, namely Iterated Conditional Mode

Fig. 10 Visual comparison of the detection results in the IR, VIS spectra and our low-level fusion results

Table 3 Comparison of moving object detection results in the IR and VIS spectra and the fusion of the two spectra using the proposed method of

low-level fusion

Seq-1 Seq-2 Seq-3 Seq-4 Seq-5 Seq-6 GF PS PE CP AVG

IR R 96.173 95.590 92.679 79.039 86.389 85.372 80.072 72.418 81.75 70.65 84.013

P 60.934 42.100 59.452 26.546 42.664 37.320 81.906 74.419 92.223 75.876 59.344

F 72.859 56.908 71.588 38.613 54.964 51.030 80.979 73.405 86.671 73.17 66.019

VIS R 90.064 89.855 86.863 96.747 89.591 94.908 68.215 83.544 75.7 78.173 85.366

P 39.143 35.355 39.585 98.986 99.064 99.236 98.935 96.648 47.731 92.948 74.763

F 51.084 44.781 49.371 97.649 93.575 96.855 80.752 89.62 58.547 84.923 74.716

Low-level fusion R 83.953 87.835 84.101 97.449 89.838 95.530 75.066 70.683 65.651 74.048 82.4154

P 78.965 69.975 83.673 97.176 98.645 93.941 96.854 99.917 94.124 93.409 90.668

F 80.789 76.101 82.581 97.037 93.194 93.598 84.579 82.795 77.351 82.609 85.063
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(ICM), produces the optimal label for each pixel. Finally,

the detection performance is further improved by incor-

porating temporal information through the background

subtraction. We present in the first and second rows of

Fig. 12, respectively, our moving object detection without

and with our pre-processing step on IR images of Seq-4

(frame number 100, 107, 111 and 128) and Seq-5 (frame

number 250). In the last row we present the qualitative

results of T. Parag et al. for the same frames which are

presented in [70]. The red bounding box refers to erroneous

detections. These results show the effectiveness of our

method compared to those of [70] which present some

errors in the detection of the moving pedestrians.

In the second set of this experimentation, we present

quantitative evaluations with four other works

[52, 69, 71, 72]. These methods are similar to our own as

they use detection methods based on background modeling

and include low-level region-based fusion of IR and VIS

spectra. The comparison was carried out on the same

frames and using the same metrics presented by each work.

Firstly, we compare our results with two well-knowing

methods [52, 69]. The first method (1), which recorded the

six sequences of OTCBVS dataset used in our experiments,

was introduced by Davis et al. [52]. The authors used a

background subtraction in the IR spectrum to identify the

initial regions of interest. Then, they identified the corre-

sponding regions of interest in the VIS spectrum based on

color and intensity information. Within each region, the

input and background gradient information were combined

to form a Contour Saliency Map. The binary contour

fragments, obtained from the corresponding Contour Sal-

iency Maps of the two sensors, were then fused into a

single image by performing a simple union. Lastly, the

contour image was flood-filled to produce silhouettes of the

detected moving objects. The second method (2) was

proposed by Kim et al. [69] and can handle scenes con-

taining moving backgrounds or illumination variations.

This method uses a codebook technique to build the

background models independently for both spectra. It also

allows capturing structural background variations due to

periodic-like motion over a long period of time under

limited memory. The codebook representation is efficient

Fig. 11 Qualitative results of our moving object detection method using low-level fusion of IR–VIS spectrum facing to: a, b illumination

changes, c–g object size and speed changes and h–j occlusions

Fig. 12 Comparison of moving

object detection method without

and with pre-processing in IR

frames with the work of [70]
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in memory and speed compared to other background

modeling techniques. The background subtraction results

in each spectrum are fused using region-level fusion by a

pixel-wise logical OR. This method was evaluated on the

same dataset of the six sequences recorded by [52]. The

comparison of our method with the two other methods (1)

and (2), as presented in Table 4, proves the effectiveness of

our proposed method based on low-level fusion of the IR

and VIS sensors for moving objects detection. In fact, our

method records the highest F-measure 0.872 for large

number of ground-truth frames (20 higher than [52, 69]).

Although only the F-measure values recorded in seq-1 and

seq-2 by method (1) are better than our results, we are far

better in term of recall values. In fact, the decrease in

precision values is due to the strong presence of moving

shadows and the noise caused by frequent illumination

changes caused by a group of clouds passing in the sky.

Otherwise, we are better in all other sequences and in the

average F-measure of all sequences of the dataset. Our

considerably higher accuracy than the competing methods

show the performance of our method to deal with the

challenges of both domains, namely halos, shadows and

illumination changes.

In the second work, the authors of [71] have proposed a

moving object detection method based on background

modeling using the Gaussian mixture models and present a

low-level region-based fusion method named ‘‘Late-Fu-

sion’’ to merge the IR and VIS spectra. We compared our

detection results with those of this work in the IR spectrum,

the VIS spectrum and with their low-level fusion method.

In fact, in the proposed method, they have applied the

background subtraction at each modality separately, and

then, they have used a book-keeping algorithm for a

number of frames to check the consistency of the pixels

nature, if the two foreground maps do not agree on the

nature of a pixel. In other words, the pixels state remains

unchanged if there is inconsistency between the two sen-

sors. Table 5 shows a comparison between our detection

results and those of [71]. In fact, we record the best rates of

moving object detection in each one of the IR and VIS

spectra except the visible PE and the infrared PS sequen-

ces. In the fused sequences, our low-level fusion gave

better detection results in all sequences except in PE

sequence due to the fact that our moving object detection

method has yielded somewhat low results in the visible

spectrum. In fact, this sequence was recorded in the eve-

ning and the moving objects have low contrast with

background in the VIS images.

Finally, in the recent work of [72] the authors have

proposed a background subtraction method which is per-

formed separately in IR and VIS spectra and a low-level

region-based fusion. In fact, after foreground segmentation,

they use connected component theory and fusion rules to

fuse the extracted regions in each modality to get addi-

tional information about the moving objects. Table 6 shows

a comparison between the detection results of [72] and

those of our proposed method, in terms of precision metric

on GT images and the average precision of each sequence.

In each sequence, we find in the first line, all the numbers

Table 4 Comparison of

precision (P), recall (R) and

F-measures (F) values of

different methods across

different sequences

Methods Seq-

1

Seq-

2

Seq-

3

Seq-

4

Seq-

5

Seq-

6

AVG

(1) Davis et al. R 0.756 0.754 0.683 0.759 0.823 0.814 0.755

P 0.908 0.890 0.900 0.958 0.965 0.913 0.916

F 0.825 0.816 0.776 0.847 0.888 0.827 0.828

(2) Kim et al. R 0.772 0.561 0.543 0.925 0.932 0.914 0.733

P 0.747 0.568 0.915 0.910 0.909 0.915 0.779

F 0.759 0.564 0.681 0.917 0.920 0.914 0.755

(Our) R 0.840 0.878 0.841 0.974 0.898 0.955 0.898

P 0.790 0.700 0.837 0.972 0.986 0.939 0.871

F 0.808 0.761 0.826 0.970 0.932 0.936 0.872

Table 5 Comparison of detection results (AVG(F-measure)) of our

method and the work of [71] in the IR spectrum, VIS spectrum and

with different low-level fusion methods

Methods GF PS PE

VIS of [71] 0.679 0.846 0.752

Our VIS 0.808 0.896 0.585

IR of [71] 0.758 0.871 0.733

Our IR 0.826 0.793 0.789

Late fusion of [71] 0.835 0.613 0.883

Our low-level fusion 0.846 0.828 0.774

922 Pattern Anal Applic (2017) 20:907–926

123



of the GT images select by the authors of [72] and in the

following line their precision rates and those of our low-

level fusion method. In the last column of each sequence,

we find the precision averages of our results and those of

[72]. As shown in Table 6, we have recorded the best rates

in all frames of these sequences (CP, PS and GF) except in

the frame number 146, 161 and 181 of Close-Person

sequence. The high precision rates of our results prove the

robustness of our moving object detection method by a

low-level fusion of the IR–VIS spectra.

6 Conclusion

In this paper, we presented a classification of the different

moving object detection methods in IR and VIS spectra and

presented a state of art on fusion methods. The study of the

different categories of moving object detection methods in

the IR and VIS spectra has allowed us to adopt a method

based on background modeling incorporating the principle

of inter-frame difference in the background modeling

stage. The fusion methods are classified into three main

levels: low-level fusion, medium-level fusion and high-

level fusion. The low-level fusion has two sub-levels:

pixel-level and region-level fusions. We first demonstrated

that a pixel-level fusion of the IR and VIS spectra can

degrade the results of an object detection compared to the

detection results on either of the sensors independently. To

this end, we proposed a low-level fusion based firstly on a

pre-processing step to improve the results of a moving

object detection on the IR spectrum; Secondly, on a low-

level region-based fusion of a foreground area. Our

approach was evaluated qualitatively and quantitatively

compared to other works using a rich test field consisting of

ten challenging thermal/color video sequences recorded

from different locations and at different times-of-day

covering different weather conditions. We used a set of GT

images both in VIS and IR sequences to perform a thor-

ough quantitative evaluation based on the Precision and

Recall values of the detected foreground regions. Three

series of experiments were performed to prove the effec-

tiveness of our approach. In the first experiment, we

evaluated the impact of low-level pixel-based fusion

techniques on the results of moving object detection. The

second experiment proved the efficiency of our low-level

fusion method on the detection results when using thermal

and visible imagery together, over using either domain

independently. Finally, we compared our low-level fusion

results with two well-known methods and three recent

methods from the literature which propose moving object

detection in IR and VIS spectra using low-level fusion

methods. Our best rates recorded throughout the various

experiments presented demonstrate the robustness and

efficiency of our method for a moving object detection

using a low-level region-based fusion of IR and VIS

spectra. Our future perspective will examine the semantic

classification of the detected moving objects in the IR and

VIS spectra using our promising results while studying the

medium-level and the high-level fusion.
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