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Abstract Most of the existing singular value decompo-

sition-based digital watermarking methods are not robust

to geometric rotation, which change the pixels’ locations

without maintaining the corresponding changes to the

pixel’s intensity values of entire image and yield high

computational cost. To answer this, we propose a digital

image watermarking algorithm using the Hall property. In

the proposed method, a digital watermark image is fac-

torized into lower-triangular, upper-triangular, and per-

mutation matrices. The permutation matrix is used as the

valid key matrix for authentication of the rightful own-

ership of the watermark image. The product of the lower

and upper triangular matrices is processed with a few

iterations of the Arnold transformation to obtain the

scrambled data. The scrambled data are embedded into

particular sub-bands of a cover image using Wavelet

transform. Our experiments show that the proposed

algorithm is highly reliable and computationally efficient

compared with state-of-the-art methods that are based on

singular value decomposition.

Keywords Hall property � Watermarking � Wavelet

transform � Arnold transform � Image encryption

1 Introduction

Advent of the Internet and technology has made easier to

spread and share multimedia information in various forms

of digital documents including images, videos, and audio

contents. However, this growth has given rise to problems

of security and authentication of digital documents.

Therefore, it is important to employ algorithms that pro-

vide sufficient security for digital documents while pro-

viding protection against various forms of forgery in an

efficient manner with respect to the speed of the verifica-

tion process. Ultimately, these requirements have led to the

development of efficient digital watermarking techniques

that guarantee ownership and maintain the integrity of

digital documents at a low computational cost.

Digital watermarking refers to the process of embedding

a watermark into a digital document to prevent illegal

counterfeiting [1]. The embedded watermark may be

extracted from a watermarked document to authenticate its

copyright status as per need. Robust security is a key

objective of digital watermarking, as it ensures that a

watermark cannot be fragile by unintentional attacks and

affords sufficient protection for copyright enforcement. To

overcome piracy of digital documents and support claims

of rightful ownership, a number of watermarking tech-

niques have been developed by many authors. The majority

of existing watermarking schemes concentrate on robust-

ness, which aims to achieve a high imperceptibility of the
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watermarked image rather than focusing on issues of

noteworthiness [1]. Among existing watermarking

schemes, it is important to mention the method proposed

by Craver et al. [2], which provided a noninvertible

scheme that was further improved by Cox et al. [3]. In

addition, Craver et al. simulated cases of existing water-

marking techniques with different attacking strategies by

providing counterfeit watermarking techniques that could

be executed on a watermarked image. These techniques

employ numerous claims of ownership in an attempt to

discredit the authority of the watermark image by embed-

ding one or more additional watermark images, such that it

becomes uncertain which one is the genuine authoritative

watermark. However, the noninvertibility of their

scheme is based on an invalid assumption [1]. As a result,

other transform representations have been investigated for

watermarking based on singular value decomposition

(SVD) methods [4] that are considered to be robust against

a variety of image processing attacks and improved the

level of imperceptibility for human visual systems. In [5],

the DWT-SVD-based approach, the watermark is embed-

ding into lowest frequencies and high frequencies sub-

bands. Unfortunately, as recounted in the contemporary

literature by Zhang et al. [6], Xiao et al. [7] showed that

SVD-based watermarking algorithms exhibit a high-level

probability of false positive detections. They demonstrated

the intrinsic reasons of the high false-alarm probability are

as follows: the basis space of singular value decomposition

is image content dependent, and there is no one-to-one

correspondence between singular value vector and image

content, because singular value vectors have no informa-

tion on the structure of image.

Ganic et al. [8] proposed a watermarking technique

based on a hybrid DWT-SVD domain. They focused on the

human visual system properties of watermarked images. In

their work, they decomposed the cover image into four sub-

bands and imposed the SVD on each sub-band. In doing so,

they embedded singular values of the watermark into the

respective sub-bands of the cover image, and thus, the

embedding strength was determined by a human visual

model. In another scheme, Chandra et al. [9] suggested

embedding singular values of a watermark image to sin-

gular values of the entire cover image. Similar approaches

and techniques involve embedding the watermark image,

which can be a pseudorandom sequence [10], a binary

image sequence (technique 2 in [11]), or a gray-scale

image, directly into the largest singular values or by

quantizing the largest singular values of each block of the

cover image. As identified in [11] and [12], these tech-

niques are subject to the false positive problem, which

refers to the invalid detection of a watermark image in an

image that does not in fact hold a watermark [13]. How-

ever, the ambiguous situation of a false positive may also

occur when a specific watermark image is detected from

content in which a different watermark image was

embedded. This fact creates an ambiguity and does not

allow one to resolve the issue of rightful ownership [14].

Muhammad et al. [15] tried to resolve a false positive issue

using weightage-based differential evolution algorithm

which is used to achieve the possible scaling factor for

getting the maximum possible robustness, but found com-

putationally expensive one compared to our proposed

method.

Chang et al. [16] proposed a technique based on singular

vectors to embed bits of a watermark image into the left or

right singular vectors of a corresponding cover image, with

the cover image and watermark consisting of a gray-scale

image and binary image, respectively. In this method,

embedding strategy is modified to provide the extra

information for later restoration with the usage of least

important nonzero coefficients. While this algorithm is

robust with respect to common attacks, it cannot be used to

perform an exact watermark extraction [17], which is

triggered by the values of the left matrix that belong to the

interval [-1, 1]. An additional flaw of this algorithm is

related to the selection of higher rank blocks. Specifically,

it has been demonstrated that rank is not a reliable

parameter [19]. Mohan et al. [18] proposed a watermarking

technique based on hybrid block adjustments, where the

cover image is divided into four blocks and the watermark

image is embedded in two bins: firstly in the largest sin-

gular values of the upper-left block by means of quanti-

zation, and secondly in the bottom right, using the

technique proposed by Chung et al. [19]. To enhance the

security of this technique, the watermark image is per-

muted prior to the embedding process. Moreover, a quan-

tization table with the largest singular value of each block

of the cover image is used in the extraction process. While

this algorithm is robust against geometric and common

attacks, altering only the upper-left and bottom-right blocks

of the cover image with the watermarked image may result

in artifacts at the blocks’ borders, resulting in strong dif-

ferences in luminance between the upper-left corner and

upper-right or bottom-left corners of the watermarked

image. On applying SVD decomposition to image

I : U; S;V½ � ¼ svd Ið Þ, the magnitude of the singular values

S of I will increase the luminance of an image, while

lowering the magnitude will decrease the luminance of an

image, respectively. Therefore, it is appropriate to state that

I is in close relation with the image luminance, while the

intrinsic ‘‘geometry’’ of the image depends upon orthogo-

nal matrices; the vertical V and horizontal U details of an

image I [20].

It is important to note that none of the above-mentioned

watermarking techniques, which are based on singular

vectors, are capable of preserving the orthogonal properties
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of the left or right singular vectors of corresponding

matrices, since the transformation used to embed the

watermark image is nonlinear [20]. In this method, the

spatial domain watermarking algorithm based on SVD with

combination of differential evolution is used to obtain the

optimal scaling factors for watermark embedding. Indeed,

it is exceedingly difficult to embed a watermark image into

the singular vectors of a cover image while preserving

orthogonality, because it is simultaneously required for

performing the orthogonal transformation of the watermark

image embedding and preserving the quality of the

watermarked image.

Fahmy et al. [21] proposed watermarking scheme that

uses natural preserves transform (NPT) to encode a gray-

scale watermarking logo image or text, into a host image at

any location. NPT brings a unique feature which is uni-

formly distributing the logo across the host image in an

imperceptible manner. The contribution of this paper lies is

presenting two efficient nonblind and quasiblind watermark

extraction techniques. In the quasiblind case, the extraction

algorithm requires little information about the original

image that is already conveyed by the watermarked image.

In Lai et al. [22] method one column entries of SVD

decomposed component could be preserved, while for

other columns, the entries were changed when general

image processing was performed. In Hu et al. [23], the

decomposition of cover image had been performed using

the discrete Fourier transform (DCT) and the middle-band

DCT coefficients are chosen to obtain the good imper-

ceptibility of watermarked image.

Ali et al. [24] used self-adaptive differential evolution

(SDE) algorithm which is presented. SDE adjusts the

mutation factor and the crossover rate dynamically in order

to balance an individual’s exploration and exploitation

capability for different evolving phases. Agarwal et al. [25]

show that dividing an image into block gives more space to

embed multiple watermarks which in turn gives a more

secure watermarking technique. In the proposed approach,

the host color image is divided into R, G, B channels. Each

channel is further divided into four blocks, and then four

watermark images are embedded in each of these channels.

Muhammad et al. [26], using the Fresnelet transform with a

family of wavelet transforms, make the scheme more

efficient in terms of extracted accuracy of hidden infor-

mation. An improved SVD-based image watermarking

method was considered using human visual characteristics.

Xing et al. [27] method is based on SVD, where important

information of the reference data is used to retrieve the

hidden watermark, which will cause the false extraction.

Tao et al. [28] reviews the theoretical analysis and per-

formance investigation of representative watermarking

systems in transform domains and geometric invariant

regions.

The SVD-based method has been demonstrated to be

noneffective and prone to a high probability of false

detections of watermarks by many authors as described

above and also in [21–28], among others. Moreover, the

majorities of the aforementioned techniques exhibit a high

computational cost and have a much smaller embedding

capacity of watermark data compared with the size of the

cover data.

We propose a novel method that is highly robust and

achieves a large embedding capacity and improved security

for image-based documents. The proposed method is

focused on the digital image watermarking issues that have

arisen from ownership claims and reducing computational

cost. The algorithm is based upon partial pivoting lower

and upper triangular (PPLU) decomposition, which is an

algebraic method used in many applications, such as real-

time signal processing where fast computation is required

[29, 30]. In addition, a small number of iterations of the

Arnold transform are used to uniformly distribute the

scrambled data energy to attain a high imperceptible level

of watermark data [31]. The integration of the PPLU

algorithm with the Arnold transform (AT) in the wavelet

domain makes promising in the improvement of pixel

watermarking to content watermarking. Content-based

watermarking has been used to effectively lessen the con-

tradictions between perceptibility and robustness of con-

ventional watermarking algorithms [32]. To authenticate

the ownership of host data, the extraction process can be

used to decrypt the scrambled watermark data with the

inverse AT using the genuine key in the form of a per-

mutation matrix.

The remainder of the paper is organized as follows:

Sect. 2 discusses singular value decomposition-based

Table 1 Notations and their

meanings
Notation Description Notation Description

AT Arnold transform WT Wavelet transform

CC Coefficient correlation PSNR Peak signal-to-noise ratio

PPLU Partial pivoting lower and upper triangular RS Rescaling

SVD Singular value decomposition BL Blurring

HS Histogram GM Gamma correction

NS Noise JP JPEG compression
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watermarking scheme. Section 3 explains the watermark-

ing based on the partial pivoting lower and upper triangular

(PPLU) decomposition. Detailed simulation results and

evaluations are discussed in Sect. 4. Finally, conclusions

and future research directions are listed in Sect. 5. For ease

of understanding, Table 1 lists few notations and their

meanings that are frequently used in the paper.

2 The SVD-based watermarking

This section illustrates the SVD-based watermarking

technique. For ease of understanding, Nomenclature guides

the reader to keep pace with the reading.

Nomenclature

Notation Description Notation Description

C Cover image for

hiding purpose

Cw Watermarked image

(embedded output)

W Watermark

image

~Cw Distorted watermarked

image (for extracting

out)

a Scaling factor Ssw Singular value with

watermark

Vt Transpose of left

unitary matrix
Sw Reconstructed singular

values in extraction stage

U Right unitary

matrix

~W Extracted watermark data

Let C and W be matrices representing the cover image

and watermark image, respectively. The SVD is applied to

a cover image C 2 RN�N to embed a watermark W as

follows:

svd Cð Þ := USVt; ð1Þ

On employing SVD decomposition on C, we obtain three

matrices [U, S, and V], where S 2 RN�N is the diagonal

matrix with eigenvalues of C, and U;V 2 RN�N are the

corresponding unitary matrices. A watermark W 2 RN�N is

embedded with a suitable strength factor into diagonal

matrix S and produced embedded diagonal matrix with

watermark W as follows

Ssw ¼ Sþ aW ; ð2Þ

where a[ 0 controls the embedding strength of the

watermark. From the SVD of Ssw:

svd Ssw
� �

¼ UwSwV
t
w: ð3Þ

The key matrices are reserved as Uw and Vw, and the

diagonal matrix Sw is used along with the U and V of the C

to obtain a watermarked image Cw given by:

Cw ¼ USwV
t: ð4Þ

In the extraction stage, a distorted watermarked image ~Cw

may be obtained. A corrupted watermark W can be

extracted with the help of the three matrices Uw, S, and Vw

by reversing the embedding process as follows:

svd ~Cw

� �
¼ ~UfSw ~Vt; ð5Þ

with setting fSw ¼ Uw
fSwVt

w, the watermark W is estimated

by:

~W ¼
Sw � S
� �

a
: ð6Þ

Since the matrices Uw, S, and Vw are assumed to be

known for the watermark extraction process, anyone who

uses an arbitrary diagonal matrix along with known data

for Uw and Vw can extract the watermark image with only

the diagonal elements being different from the original

watermark image. Indeed, as logically pointed out by

Zhang [6], this is a major flaw of the SVD-based water-

marking algorithms. From Eqs. (2) and (3) it is observed

that the diagonal matrix S with real nonnegative diagonal

entries r1 � r2 � � � � � rn � 0 can be modified by false

positive detection of digital watermark [38, 40].

3 Watermarking based on the PPLU
decomposition and Arnold transform

This section explains watermarking that is based on the

PPLU decomposition and the Arnold transform.

3.1 The PPLU decomposition

To better understand the PPLU decomposition, Nomen-

clature explains the terms used in this section.

Nomenclature

Notation Description Notation Description

a
i�1ð Þ
jk

Row of lower-triangular

matrix

P Permutation matrix

a
i�1ð Þ
rk

Row of upper-triangular

matrix

L Lower-triangular

matrix

a
i�1ð Þ
ik

Updated pivot row U Upper-triangular

matrix
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The PPLU decomposition is a factoring method for the

low and upper triangular matrices of a matrix associated

with the partial pivoting procedure for stable row opera-

tions implementing Gauss–Jordan elimination [29, 30]. At

each step of row operation, the partial pivoting procedure

tries to place the largest absolute value into the pivot

position prior to division to obtain a leading 1. Starting

from a given n� n matrix A 0ð Þ ¼ A, let A ið Þ; 1� j� n; be

induced from A i�1ð Þ by selecting the row a
i�1ð Þ
jk ð1� k� nÞ

from the rows a
i�1ð Þ
rk ð1� k� nÞ, i� r� n, such that for

i� j� n;

a
i�1ð Þ
ji

���
��� ¼ maxnr¼i a

i�1ð Þ
ri

���
���; ð7Þ

which is followed by exchanging rows with

a
i�1ð Þ
ik ð1� k� nÞ and a

i�1ð Þ
jk ð1� k� nÞ. According to the

partial pivoting process described above, we can define the

PPLU decomposition as follows:

PA ¼ LU: ð8Þ

This procedure provides three matrices of the given

matrix A, namely a lower-triangular matrix L, an upper-

triangular matrix U, and permutation matrix P, where L is

the product of a sequence of elementary matrices induced

from the partial pivoting process, U is a reduced echelon

form of A, and P is induced from the row exchanges per-

formed during the partial pivoting process.

3.1.1 Proposition

The following propositions are observed regarding the use of

the PPLU decomposition for digital watermarking process:

a. For general coefficient matrices, Gaussian elimination

PPLU decomposition without pivoting is numerically

unstable.

b. The pivot element in stage k is the largest element ark
in a column k. Everything revolves around it. It is

farthest from 0, and division by ark is most stable. The

pivot row r is thus determined by expression:

arkj j ¼ max aikj j : k� i� nð Þ ð9Þ

where r is the argument (or index) of the maximum.

c. Full pivoting would take the largest pivot from the

whole sub-matrix A k : n� 1; k : n� 1ð Þ: This gives

the best stability, but is more costly. In practice, partial

pivoting suffices.

d. Partial pivoting is considerably more efficient than

complete pivoting; it compares 1
2
n2 þ O nð Þ pairs of

potential pivots, while complete pivoting compares
1
3
n3 þ O n2ð Þ pairs [29].

e. Partial pivoting is crucial to prevent breakdown and to

improve the accuracy. Partial pivoting chooses largest

element in a column (or row) and interchanges rows

(columns). The partial pivoting for round-off reduction

is shown as follows.

Aiij jmax
j[ i

Aji

�� ��; swap row i with arg
max Aij

�� ��
j[ i

� �
:

ð10Þ

To illustrate further the effect of small pivots, example

3.1.2 is shown.

3.1.2 Example

Let’s consider

A ¼ � 1

1 1

� �
; where �j j\\1 ð11Þ

where � is positive number smaller than �. If rows are not

interchanged, then pivot is � and multiplier is 1=�, so

M ¼ 1 0

�1=� 1

� �
; L ¼ 1 0

1=� 1

� �

U ¼ � 1

0 1 � 1=�

� �
¼ � 1

1 �1=�

� �
:

ð12Þ

In floating-point arithmetic, but then

LU ¼ 1 0

1=� 1

� �
� 1

0 1 � 1=�

� �
¼ � 1

0 0

� �
6¼ A: ð13Þ

In above example, the pivot was a very small number with

respect to other numbers. According to Gaussian elimina-

tion general approach, to divide by the pivot in terms of

small numbers is dangerous against certain watermark

attacks. But this issue can be eliminated by a row exchange

operation of partial pivoting trick. This shows that nonzero

value will do as pivot, but in practice pivot should be

chosen to minimize the error propagation [33]. Row piv-

oting strategy that swaps the diagonal element with that of

largest magnitude from those in and below the diagonal in

the current column guarantees that every element in L is

equal or smaller than 1 in magnitude and handles properly

the growth of the elements in U, limiting the impact of the

round-off errors. This situation involves a growth in the

magnitude of the elements of U, with the consequent

rounding errors [34].

3.2 The PPLU authentication

We discuss the problems of structure prediction for right

ownership of digital watermark image. The first problem

considers the nonzero structure and tight bounds of L and

Pattern Anal Applic (2018) 21:997–1012 1001
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U prior to the Gaussian elimination process of the matrix A

the Hall property [33]. This property is the combinatorial

property that shows the nonzero values in A are alge-

braically independent from each other. This structure is

called the row merge bipartite graph. Few definitions in

this regard are following.

3.2.1 Definition

Hall property [33]: A is Hall if every n� k sub-matrix

1� k� nð Þ has at least k nonzero rows with following

facts:

a. Every nonsingular matrix is a Hall matrix.

b. The columns (or rows) of a Hall matrix may be

permuted to provide the zero-free diagonal.

c. A bipartite graph has a column-complete matching if

and only if it has the Hall property.

d. Bipartite graphs provide the path structure and tight

bounds in LU factorization for L and U [33].

Matching A matching of M corresponding to A is a

choice of nonzero diagonal elements [33].

Paths Paths in graphs are important in many sparse

matrix settings; the notion of alternating paths links

matching and connectivity [33].

Bipartite graph The bipartite graph of A, which we write

H Að Þ, has m ‘‘row vertices’’ and n ‘‘column vertices.’’ The

column and row vertices are drawn from two unlike data of

the positive integers, which we distinguish by using primes

on row vertex names.

3.2.2 Lemma

A matching M with m row and n column vertices of bipartite

graph H has set of edges that do not incident on the same

vertex [33]. Moreover, when the edges of the M fit to the

diagonal elements, the net permuted matrix becomes diago-

nally dominant. We use this effect to show the authenticity of

permutation matrices of our proposed method for proving the

exact structure prediction as shown in Sect. 4.

3.2.3 Theorem

Hall’s theorem [33]: A bipartite graph is satisfying the Hall

property, if and only if it shows a column-complete matching.

3.2.4 Corollary

The H Að Þ is called the Hall of the full column rank of

matrix A. If H is Hall, then all matrices of A have full

column rank, i.e., H ¼ H Að Þ.

3.2.5 Lemma

From Lemma 3.2.3 and Corollary 3.2.5, a matrix A from

column vertex i to column vertex j can be expressed

with H Að Þ ¼ H, such that Aij [ n for i0; j 2 M and

0\Aij\1 for i0; j 62 M. A column and row (c and r)

alternating paths are the path that follows the matching

edges from columns to rows and rows to columns,

respectively. Suppose the last vertex of one c� alter-

nating path is the first vertex of another c� alternating

path. Same result holds for r� alternating path. Suppose

# is an alternating path from an unmatched vertex v to a

different vertex w. If the last vertex w on # is unmat-

ched, or the last edge on P belongs to M, then the set

of edges M̂ ¼ M� # ¼ M[ #ð Þ � M\ #ð Þ is another

matching; We say that M̂ is obtained from M by

alternating along path #. If w is matched in M, then v is

matched and w is unmatched in M̂, and M̂ ¼ Mj j þ 1.

In the latter case we also call # an augmenting path

(with respect to M). A classical result of matching

theory is that a maximum size matching can be con-

structed by greedily finding augmenting paths alternating

along them.

A perfect matching in the bipartite graph H ¼ H Að Þ
of a square matrix can be thought of as a way to find a

row permutation P for A so that the permuted matrix PA

has nonzero diagonal. Our main purpose is to prove the

dissimilarity of two permutation matrix of two different

matrix A and Â.

3.2.6 Theorem

Let A and Â A 6¼ Â
� �

are n� n nonsingular matrices that

are factored by Gaussian elimination with row swapping as

PA ¼ LU and P̂Â ¼ L̂Û. If P ¼ P̂, then P̂�1LU ¼ A, but

P̂�1LU 6¼ Â.

Proof We denote the sub-matrix LU i : j; d : eð Þ of A

formed by elements of row indices from i to j and column

indices from d to e. Similarly, the sub-matrix

L̂Û î : ĵ; d̂ : ê
� �

of Â formed by elements of row indices

from î to ĵ and column indices from d̂ to ê, where any two

different matrices A 6¼ Â can have the similar permutation

matrices as:

A ¼ aij 0

0 ajj

� �
; Â ¼ âij 0

0 âjj

� �
; LU i : j; d : eð Þ 6

¼ L̂Û î : ĵ; d̂ : ê
� �

! P ¼ P̂: ð14Þ

Moreover, the products LU and L̂Û are factored by

Gaussian elimination with row swapping which produces

the permutation matrices as an identity matrix.
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3.2.7 Theorem

Let A and Â A 6¼ Â
� �

are n� n nonsingular matrices that

are factored by Gaussian elimination with row swapping as

PA ¼ LU and P̂Â ¼ L̂Û with P 6¼ P̂. Then the permutation

matrix PLU of LU and the permutation matrix P̂L̂Û of L̂Û

are equal to identity matrices; PLU ¼ P̂L̂Û ¼ I, but the

PA 6¼ P̂A.

Proof We denote the sub-matrix LU i : j; d : eð Þ formed

by elements of row indices from i to j and column indices

from d to e. Similarly, the sub-matrix L̂Û î : ĵ; d̂ : ê
� �

formed by elements of row indices from î to ĵ and column

indices from d̂ to ê.

A 6¼ Â; ! LU i : j; d : eð Þ 6¼ L̂Û î : ĵ; d̂ : ê
� �

: ð18Þ

Suppose the permutation matrices P and P̂ of A 6¼ Â do not

keep the elements in same numerical order: P 6¼ P as

follows:

P ¼
1 0 0

0 0 1

0 1 0

2

4

3

5; P̂ ¼
1 0 0

0 1 0

0 0 1

2

4

3

5: ð19Þ

The product LU and L̂Û is factored by Gaussian elimina-

tion with row swapping that produces the permutation

matrices as an identity matrices.

PLU ¼: P̂L̂Û ¼
1 0 0

0 1 0

0 0 1

2

4

3

5: ð20Þ

On the contrary, A and Â may not be simultaneously

defined, and even if PLU ¼ P̂L̂Û ¼ I, however, false per-

mutation matrix P̂ do not permute the rows of A exactly

like the P and shows that PA 6¼ P̂A as follows:

PA ¼
1 0 0

0 0 1

0 1 0

2

4

3

5
a11 a12 a13

a21 a22 a23

a31 a32 a33

2

4

3

5

!
a11 a12 a13

a31 a32 a33

a21 a22 a23

2

4

3

5: ð21Þ

P̂A ¼
1 0 0

0 1 0

0 0 1

2

4

3

5
a11 a12 a13

a21 a22 a23

a31 a32 a33

2

4

3

5

!
a11 a12 a13

a21 a22 a23

a31 a32 a33

2

4

3

5: ð22Þ

Theorems 3.2.11 and 3.2.12 show that no fake information

can be retrieved from embedding watermark with false

permutation matrix P̂, because the embedding structure can

be retrieved only on using the permutation matrix same as

the original permutation matrix for obtaining the true

watermark. Any different and false permutation matrix

spoils the extracting information which can be observed

from the resultant matrices as shown in Eqs. (21) and (22).

The efficiency of the PPLU decomposition is viewed in

terms of computational cost and storage of the algorithm.

Since one application of the Gauss–Jordan elimination phase

gives the factorization PA ¼ LU, the PPLU decomposition

asymptotically requires only 1=3 n3 long operations (multi-

plication and division), which is lower than for SVD

decomposition [35, 37]. Moreover, from a storage point of

view, the PPLU decomposition is very compact, because it

can overwrite entries of L and U. For a given watermark

image matrix A, the PPLU processed matrix ~A gives a

scrambled image where the permutation matrix P is the key

matrix for recovering the watermark. To reconstruct A from

the scrambled data, A is simply permuted inversely using P.

The PPLU decomposition of an image l(m,n) with m ¼
1; 2; . . .;M and n ¼ 1; 2; . . .;N is shown in Fig. 1.

The product LU is embedded into the transformed

domains of a host image, and the permutation matrix P is

reserved for authenticating the watermark during the

reconstruction process. For robust watermarking, the

Arnold transformed data of LU must be embedded into

particular bands of the wavelet domain of the host.

3.3 The Arnold transform (AT)

The AT method was recently proposed as a method for

blending information data [32]. We employ the AT as a

pretreatment for encrypting the product data LU of a

watermark image. For M �M image data I x; yð Þ, the AT

encryption is given as:

a

b

� �
¼ D a; bð Þ :=

1 1

1 2

� �
x

y

� �
modMð Þ; ð23Þ

where x; yð Þ 2 0;M � 1½ � � 0;M � 1½ � and a; bð Þ 2
0;M � 1½ � � 0;M � 1½ � are the pixel coordinates of the

original and transformed data, respectively. With the

periodic boundary treatment, after m iterations of the

Arnold transform, the image data can be encrypted as

follows:

I x; yð Þ kð Þ
	 


¼ I D x; yð Þ k�1ð Þ
	 


; k ¼ 1; 2; . . .;m; ð24Þ

where x; yð Þ 0ð Þ¼ x; yð Þ. An example of four iterations of the

AT applied to the product data LU of a watermark image is

shown in Fig. 2b, which results in scrambled data. The

original data may be recovered from the scrambled data by

applying m iterations of the inverse D�1 as follows:

I a; bð Þ kð Þ
	 


¼ I D�1 a; bð Þ k�1ð Þ
	 


; k ¼ 1; 2; . . .;m; ð25Þ
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where a; bð Þ 0ð Þ
is a pixel of the scrambled data. It should be

noted that due to the periodic characteristics of the Arnold

transform, the original data can also be obtained after T

iterations, depending on the size of the given data. The

periodicity T of the AT is shown in Table 2.

Thus, the proposed method applies the AT to the PPLU

decomposition. Importantly, the integration of these two

techniques provides high-end security for embedding a

watermark into respective bands of the wavelet transform

of a cover image.

3.4 Embedding process

The proposed watermark embedding process comprises

two starting components (see Fig. 3). For a given cover

image, a wavelet transform is applied to obtain sub-band

images in which the coded watermark data are embedded.

Transform domain methods [32] are robust compared to

spatial domain methods because when an image is inverse

transformed, the watermark is irregularly distributed over

the image, making it difficult for an attacker to read or

modify. As a result of the localization of both the spatial

and frequency domain, the wavelet transform is the pre-

ferred method among current transforms. For the

watermark process, PPLU decomposition of a watermark

image W as described in Eq. (8) can be expressed as:

PwW ¼ LwUw; ð26Þ

where Pw is the permutation matrix associated with W

containing the row swapping information and Lw, Uw are

the lower and upper triangular matrices of W , respectively.

In order to attain a highly imperceptible level of watermark

data with scrambled coded watermark data DW , a few of

iterations of the AT are applied to LwUw. Furthermore, the

permutation matrix Pw is reserved as a security key to

validate the original watermark at the extraction stage. The

scrambled coded watermark data DW are embedded

accordingly into a chosen sub-band image set of the cover

image C.

We let j be the finest resolution level given by the

exponent of the dyadic representation of the image size of

C. From a one level decomposition of C by a discrete

Fig. 1 PPLU decomposition of a watermark image. a Original

watermark image, b lower-triangular data, c upper-triangular data,

d key permutation data of the original watermark image, e product of

the lower and upper triangular data of original watermark image, and

f reconstruction of the watermark image from the true product data of

the original watermark image using the true key permutation data in

d. g Supposed fake watermark image and h product image of the

lower and upper triangular data of the supposed fake watermark

image. i Reconstruction of the watermark image from the fake

product data h of the supposed fake watermark image g using the

genuine key permutation data of original watermark image a

Fig. 2 An example of four iterations of the Arnold transform for

a product data of the lower and upper triangular matrices shown in

Fig. 1c. b Scrambled data after employing the Arnold transforms to

the product data of the lower and upper triangular given in a

Fig. 3 Block diagram of the embedding process

Table 2 Periodicity of Arnold

transforms
M 128 256 480 512

T 96 192 240 384
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wavelet transform, four sub-band images with resolution

level j� 1 are attained as follows:

C
llð Þ
j�1; C

lhð Þ
j�1; C

hlð Þ
j�1; C

hhð Þ
j�1 ; ð27Þ

By applying a low-pass wavelet filter along the rows and

columns of C, approximated data for C
llð Þ
j�1 are obtained.

Also, C
lhð Þ
j�1 is the horizontally oriented detail image data

obtained by applying a low-pass wavelet filter along the

rows and a high-pass wavelet filter along the columns of C.

Similarly, C
hlð Þ
j�1 is a vertically oriented detail image data.

By applying a high-pass wavelet filter along the rows and

columns of C, the detailed image data C
hhð Þ
j�1 are obtained.

Specifically, C
llð Þ
j�1, the lower resolution level, contains a

larger perceptual capacity and provides high impercepti-

bility by preserving the scrambled data of the watermark

[32]. The remaining three parts C
lhð Þ
j�1, C

hlð Þ
j�1, and C

hhð Þ
j�1

consist of detailed information from the high-resolution

level.

In the proposed algorithm, the same scrambled data

obtained from Fig. 2b are embedded into C
llð Þ
j�1 and C

hhð Þ
j�1 ,

respectively [35]. Likewise, an additional scale parameter

alpha with values between 0 and 1 is introduced as a

strength factor that influences the trade-off between per-

ceptual transparencies of the watermarked cover image and

reliability of watermark detection [32, 36]. Large alpha

values may lead to increased perceptual transparency but

are less robust against several attacks [38]. In the proposed

method, we use a combination mentioned in Eq. (30) for

embedding the scrambled coded of watermark data Dw into

the DWT decomposed parts C
llð Þ
j�1 and C

hhð Þ
j�1 , so that

watermark embedded data are obtained as follows:

g
C

llð Þ
j�1 ¼ C

llð Þ
j�1 þ aDw; ð28Þ

g
C

hhð Þ
j�1 ¼ C

hhð Þ
j�1 þ aDw; ð29Þ

where a is a scaling factor and derived from approximation

sub-band of cover image as follows:

a ¼
C

llð Þ
j�1

���
���

max C
llð Þ
j�1

���
���
� C: ð30Þ

We considered C with values between 0 and 1 is introduced

as a strength factor that influences the trade-off between

perceptual transparencies of the watermarked image. In the

proposed method, we use empirical value of scaling factor

C ¼ 0:075 for embedding the watermark image into cover

image [37]. Importantly, embedding the same watermark in

the approximated data and detailed data at the lower

resolution level enhances robustness against certain attacks

[38]. Furthermore, the watermarked image ~Cj is obtained

by using inverse wavelet transform from the following

modified sub-band data:

g
C

llð Þ
j�1; C

lhð Þ
j�1 ; C

hlð Þ
j�1 ;

g
C

hhð Þ
j�1 :

3.5 Extracting process

A wavelet transform is applied to decompose a possibly

distorted watermarked image as well as the original cover

images into the four sub-band data as shown in Fig. 4. The

distorted watermarked image is decomposed into the

approximated sub-band, the horizontal sub-band, vertical

sub-band, and diagonal sub-band data,
g
C
	 llð Þ
j�1 ,

g
C
	 lhð Þ
j�1 ,

g
C
	 hlð Þ
j�1 ,

and
g
C
	 hhð Þ
j�1 , respectively. Extraction of the scrambled

watermark data is performed as follows:

gDw1 ¼
g
C
	 llð Þ
j�1 � C

llð Þ
j�1

a
; ð31Þ

gDw2 ¼
g
C
	 hhð Þ
j�1 � C

hhð Þ
j�1

a
; ð32Þ

where the first scrambled watermark data gDw1 are obtained

using Eq. (31) and the second scrambled watermark data

gDw2 are obtained from Eq. (32), respectively. The extrac-

ted scrambled data are the estimated product data of the

lower and upper triangular matrices, which are further

processed by an inverse Arnold transform using the same

number of iterations performed during the embedding

process through Eq. (11). To authenticate the watermark,

the information data obtained after an inverse Arnold

transform are multiplied with the permutation matrix Pw

that is the owner’s security key. As a result, we obtain two

watermark images: W1 (watermark image 1) from
g
C
	 llð Þ
j�1

Fig. 4 Block diagram of the extraction process
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and W2 (watermark image 2) from
g
C
	 hhð Þ
j�1 , respectively, as

shown in Fig. 4. Experimentally, the retrieving the water-

mark with W1 is robust against various attacks such as

JPEG compression, rotation, adding Gaussian noise, and

resizing. The retrieving the watermark with W2 is also

robust against the contrast adjustment and cropping attacks.

4 Simulations and evaluations

The proposed scheme is examined with respect to its ability

to provide security for certain digital documents and is

found to be more convenient than existing methods. In

addition, the proposed method performs without delay and

huge computational requirement and verifies the identity of

the true ownership. Specifically, we examine the visual

quality of watermarked images by the PSNR [39] as

follows:

PSNR ¼ 10 log
MAX2

m;n Im;n
� �

1
MN

P
m;n Im;n � ~Im;n

� �2

0

@

1

A; ð33Þ

where I is the cover image,~I is the watermarked image, and

M and N are the number of pixels for the rows and columns

of the host image matrix, respectively. To evaluate the

correlation between the original watermark image and the

extracted watermark image, the coefficient correlation CC

[39] is defined in Eq. (34) and is a number between 0 and 1

used to specify the confidence level between the two

images.

CC ¼
P

m;n Um;n � �U
� �

Vm;n � �V
� �

P
m;n Um;n � �U

� �2P
m;n Vm;n � �V

� �2
; ð34Þ

where �U ¼ mean2 Uð Þ and �V ¼ mean2 Vð Þ are the averages

of the embedded and extracted images, respectively. A

value of 1 shows that two images are having the same

quality, and value of 0 shows no correlation between the

two images.

As shown in Figs. 5 and 6, our experiments indicate that

the proposed watermarking scheme exhibits high imper-

ceptibility and good robustness. Specifically, the method

verifies only the true ownership of the watermark image, as

determined by perfect reconstruction of the watermark

image. Likewise, due to the nature of certain attacks, the

product of the lower and upper triangular matrices of the

watermark image does not allow for false extraction of the

watermark image. We perform experiments on different

images, ranging from the relatively less complicated image

(Lena) to the more complicated images (Man and Scene)

shown in Fig. 5. In all experiments, the sizes of the test

images are cropped to 512 9 512 pixels. Likewise, the size

of the DDNT watermark image is 256 9 256 pixels. For

general analysis of the proposed method, simple and

unique watermark-based perceptual observations of

watermarked images are performed as demonstrated in the

following figures.

To provide a general comparison of computational time

(s) of the extraction process and the imperceptibility of

watermarked images on the basis of PSNR (dB) using

Eq. (27), the experimental results of the proposed method

are compared with the method described in [15] and [24]:

using test images of Lena, Man, and Scene and displayed

graphically as shown in Fig. 6. The imperceptibility of

watermarked images,CC values of the extracted watermark

images W1 and W2 from the particular sub-band data
g
C

	 llð Þ
j�1

and
g
C
	 hhð Þ
j�1 , and the corresponding computational time of

the extraction process are analyzed numerically and

reported in Table 3. Experiments are performed on an

Intel �Core (TM) 2 QUAD CPU Q6700 @ 2.66 GHz with

4 GB of RAM running a 32-bit Windows 7 system.

Fig. 5 Visual quality of watermarked and extracted watermark

images: a original cover image Lena, b original cover image Man,

c original cover image Scene, d cover image Lena embedded with

watermark data Dw (Lena watermarked image), e cover image Man

embedded with watermark data Dw (Man watermarked image), f
cover image Scene embedded with watermark data Dw (Scene

watermarked image), g watermark image extracted from the
g
C
	 llð Þ
j�1

band of d, h watermark image extracted from the
g
C

	 hhð Þ
j�1 band of d, k

watermark image extracted from the
g
C
	 llð Þ
j�1 band of e, l watermark

image extracted from the
g
C
	 hhð Þ
j�1 band of e, m watermark image

extracted from the
g
C

	 llð Þ
j�1 band of f, n watermark image extracted from

the
g
C
	 hhð Þ
j�1 band of f
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The proposed method is examined by measuring the

quality of watermarked test images as shown in Table 3.

The high PSNRs as shown in Table 3 are maintained the

good level of imperceptibility of watermarked images, and

the corresponding correlation coefficient CC values for the

extracted watermark images are highly reliable for high-

end security. In addition the less computational time (s) of

the extraction process shows the efficiency of the PPLU

decomposition process. The noise addition test is con-

ducted by adding salt and pepper noise to the watermarked

image. To analyze the effects of a JPEG compression

attack, we use the Stir Mark test [40]. With respect to the

sharpening attack, test images are analyzed using a contrast

enhancement filter based upon a negative Laplacian matrix.

Blurring attacks are conducted using low-pass Gaussian

filter with a standard deviation of 0.05. The most of the

Fig. 6 Extraction of watermark images from the watermarked Lena

against corresponding to certain watermark attacks including: noise

attack NS, JPEG Compression JP, rescaling RS, blurring BL,

histogram HS, contrast CT, sharpening SH, and gamma correction

GM. First row shows the extracted watermark using recent existed

method [24]. Second row shows the extraction of watermark image

using proposed method with high value CC from
g
C
	 llð Þ
j�1 or

g
C
	 hhð Þ
j�1 ,

respectively

Table 3 Comparison of the proposed method, [15] and [24] by evaluations of different test images

Test images/method PSNR (dB) CC (Index) Extraction time (s)

Proposed [15] [24] g
C
	 llð Þ
j�1

[15] [24] Proposed [15] [24]

Lena 40.69 40.7832 38.37 0.9999 0.9988 0.9969 1.9058 111.59 344.34

Man 41.45 40.783 38.46 0.9998 0.9986 0.9968 1.9909 112.99 342.49

Scene 41.41 40.7834 38.40 0.9998 0.9987 0.9968 1.8862 114.28 345.31

Bold represents results of the proposed method

Table 4 Robustness against

fragile watermarking attacks
Test images Methods JP RS BL HS CT GM

Lena CCLL 0.9272 0.9474 0.9995 0.0203 0.1641 0.3969

CCHH 0.3134 0.1816 0.9997 0.8051 0.9405 0.9902

[15] 0.9849 0.8505 0.9971 0.8953 0.9765 0.9928

[24] 0.9708 0.8829 0.9968 0.6642 0.7782 0.8407

Man CCLL 0.9077 0.9474 0.9994 0.0424 0.1533 0.4624

CCHH 0.2647 0.1816 0.9970 0.7506 0.9322 0.9826

[15] 0.9838 0.7806 0.9970 0.8501 0.9619 0.9897

[24] 0.9690 0.8429 0.9966 0.6726 0.8994 0.8448

Scene CCLL 0.8987 0.9474 0.9993 0.0675 0.1159 0.2893

CCHH 0.3411 0.1817 0.9994 0.5924 0.8621 0.9781

[15] 0.9818 0.7484 0.9967 0.7093 0.8828 0.9829

[24] 0.9754 0.8696 0.9904 0.5795 0.7431 0.8144

Bold represents result of the proposed method

Underline represents highest result of the given method
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watermark tests are performed using the standard

MATLAB tools, respectively. The corresponding numeri-

cal results for the described experiments are shown in

Table 3 and visually represented in Fig. 5.

For a watermark embedding procedure to be efficient, it

has robustness against various pirating attacks, including

compression, noise attack (NS), JPEG compression (JP),

rescaling (RS), blurring (BL), histogram (HS), contrast

(CT), sharpening (SH), gamma correction (GM), cropping

including row and column removal, and rotation with

cropping as well as cryptographic modification [41]. The

certain robustness attacks in existing methods [15] and [24]

are compared with our proposed method in Table 4 and

graphically demonstrated in Fig. 7.

In Table 3 the CCLL and CCHH are the CC values for

watermark images extracted from
g
C
	 llð Þ
j�1 and

g
C
	 hhð Þ
j�1 of

corresponding watermarked images, respectively. These

g
C
	 llð Þ
j�1 and

g
C

	 hhð Þ
j�1 have different levels of resistance against

certain attacks. Specifically, the
g
C
	 llð Þ
j�1 is robust to common

attacks including, noise, JPEG compression as shown in

Table 4 and Figs. 6 and 7, respectively. Furthermore, the

g
C
	 hhð Þ
j�1 enhances the quality of the watermark extracting

from
g
C
	 llð Þ
j�1 since the same watermark embedded in both

C
llð Þ
j�1 and C

hhð Þ
j�1 . Moreover, it provides robustness against

rescaling, blurring, histogram, contrast, sharpening, and

gamma correction, etc. However, in the case of blurring

tests, the
g
C
	 llð Þ
j�1 shows sufficient robustness compared to the

g
C
	 hhð Þ
j�1 .

The numerical results shown in Table 4 and in Fig. 7

confirm the robustness of the proposed method against

certain fragile nature of attacks in comparison to recent

SVD-based method [15] and [24]. Although our method

shows little less robustness against JPEG attack as com-

pared to method described in [15] and [24], which is shown

clearly in Fig. 7, in terms of watermarked imperceptibility

and extraction time of watermark with unique confirmation

of legitimate ownership, our method shows nearly equal or

the superior performance than the recent existed methods

of [15] and [24]. The rapidly developing field of digitized

bFig. 7 The CC values are used to compare our proposed method with

[15] and [24]. Brown square represents [15], green square represents

[24], and black square represents our proposed method, respectively.

The CC values of extracted watermark from three different standard

images: a Lena, b Man, and c Scene, are demonstrated corresponding

to the different nature of attacks: JPEG compression JP, rescaling RS,

blurring BL, histogram HS, contrast CT, and gamma correction GM,

respectively
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image documents enables authors to create documents

bearing their own distinctive identity a pressing security

issue in many organizations. Therefore, there is an urgent

need for a screening system that can easily verify authen-

tication and process large numbers of image documents

rapidly. Our propose method allows large embedding

capacity based on experimental value of C as shown in

Tables 5 and 6. Note that there needs to be a trade-off

between the capacity of an embedded information data and

the quality of the information embedded image [30]. For

our proposed method, the capacity of an embedded infor-

mation data is approximately twice as big as that of the

information embedded data. For our proposed method, the

capacity of an embedded information data is approximately

twice as big as that of the information embedded data.

Thanks to the diffusion process of the Arnold transform

and partial pivoting to the information data, we can

Table 5 PSNR (dB) of the

information embedded image
Embedded images 512 � 512ð Þ DDNT 256 � 256ð Þ

Strength factor Cð Þ

0:055 0:065 0:075 0:085 0:095

Lena 38.29 40.10 40.69 40.01 38.20

Man 39.33 40.92 41.45 40.75 39.15

Scene 39.68 40.90 41.41 40.88 39.29

Bold represents result of the proposed method

Table 6 CC index of the extracted information image

Embedded images

512 � 512ð Þ
DDNT 256 � 256ð Þ

Strength factor Cð Þ

0:055 0:065 0:075 0:085 0:095

Lena 0.9777 0.9850 0.9999 0.9799 0.9701

Man 0.9760 0.9841 0.9998 0.9798 0.9698

Scene 0.9759 0.9844 0.9998 0.9790 0.9688

Bold represents result of the proposed method

Table 7 Robustness against cropping attacks

Cropping ratio
CC from

g
C

	 llð Þ
j�1 CC from

g
C
	 hhð Þ
j�1

Corner, 25% 0.8502 0.8502

Column, 50% 0.6821 0.6821

Diagonal, 50% 0.6962 0.6962

Inner circle, 75 rad 0.7940 0.7940

Outer circle, 75 rad 0.5792 0.5792

One-fourth, 75% 0.6504 0.6504

Fig. 8 Experimental results of cropping attacks using the Lena

image. a Corner attack, b diagonal attack, and c column attack. d, e

Watermark extractions from the
g
C

	 llð Þ
j�1 and

g
C
	 hhð Þ
j�1 of the attacked

image (a), respectively. f, g Watermark extractions from the
g
C

	 llð Þ
j�1 and

g
C

	 hhð Þ
j�1 of the attacked image (b), respectively. h, i Watermark

extractions from the
g
C
	 llð Þ
j�1 and

g
C
	 hhð Þ
j�1 bands of the attacked image (c),

respectively

Fig. 9 Experimental results of intentional cropping attacks using the

Lena image. a Crop to the inner circle, b crop to the area surrounding

the center circle, and c anonymous huge area attack. d, e Watermark

extraction from the
g
C

	 llð Þ
j�1 and

g
C

	 hhð Þ
j�1 of the attacked image (a),

respectively. f, g Watermark extraction from the
g
C
	 llð Þ
j�1 and

g
C
	 hhð Þ
j�1 of

the attacked image (b), respectively. h, i Watermark extraction from

the
g
C
	 llð Þ
j�1 and

g
C

	 hhð Þ
j�1 of the attacked image (c), respectively
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generate a coded data with almost uniformly scattered

structure [15, 19] as shown in Figs. 2 and 5, which would

be embedded to a cover image with keeping good quality

of the information embedded data. While for most of the

recent existing techniques [4, 7, 27–32]. Moreover, the fast

computational time of the proposed method makes it more

efficient and highly reliable for valid documents even for

fast-track checking (e.g., airport entry gates or other

security clearance gates).

Figure 6 shows the robustness of the proposed method

for the Lena, Man, and Scene test images against certain

watermark attacks, respectively. Using propose method, it

is possible to uncover an appropriate latent data represen-

tation of the extracted watermark in terms of local, global,

and the intrinsic structural consistencies which are

exploited simultaneously, in reconstruction phase robustly

[42]. Indeed, many existing algorithms are susceptible to

common image manipulation and geometric attacks

[11, 12]. The method developed in [15] and [24] does not

show its performance in cropping and rotation attacks.

However, our proposed method also performs well in

rotation and cropping attacks. We examine the CC values

of the extracted watermark images with only the Lena test

image. To verify the high-end security capabilities of

extracted watermark image, cropping tests are performed

on the watermarked Lena image as shown in Figs. 7 and 8.

The corresponding numerical results of the cropping attack

tests are shown in Table 7.

Table 7 shows the robustness of the proposed method

against cropping attacks demonstrated by cropping differ-

ent areas of the watermarked Lena image. Based on our

experimental results, a reliable watermark could be

extracted with up to 75% cropping as shown in Fig. 9h and

i. In rotation attacks, the watermarked image is rotated by

keeping the same size of the original image with the help of

a cropping process. Various degrees of rotation are applied

to the watermarked image, followed by extraction of the

watermark image as shown in Fig. 10. The corresponding

numerical results of the rotation attack tests are shown in

Table 8.

5 Conclusions

In this work, a hybrid watermarking scheme with the par-

tial pivoting lower and upper (PPLU) triangular decom-

position and Arnold transform (AT) image

decomposition is proposed in the wavelet domain. There-

fore, the proposed framework benefits from wavelet multi-

resolution and PPLU advantages. It provides the robustness

of proposed method against various geometric attacks

using only a genuine permutation key matrix of the original

watermark image. The effectiveness of the proposed

algorithm is numerically analyzed and validated by simu-

lation results. The experimental results substantiate

the reliability of the proposed method for protection of

digital images and attain efficient computational time as

shown in table. Toward this end, a fast machine learning-

based robust digital watermarking with desired improve-

ments will be the subject of a future study.
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