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Abstract Document binarization is an important tech-

nique in document image analysis and recognition. Gen-

erally, binarization methods are ineffective for degraded

images. Several binarization methods have been proposed;

however, none of them are effective for historical and

degraded document images. In this paper, a new binariza-

tion method is proposed for degraded document images.

The proposed method based on the variance between pixel

contrast, it consists of four stages: pre-processing, geo-

metrical feature extraction, feature selection, and post-

processing. The proposed method was evaluated based on

several visual and statistical experiments. The experiments

were conducted using five International Document Image

Binarization Contest benchmark datasets specialized for

binarization testing. The results compared with five adap-

tive binarization methods: Niblack, Sauvola thresholding,

Sauvola compound algorithm, NICK, and Bataineh. The

results show that the proposed method performs better than

other methods in all binarization cases.

Keywords Document image binarization � Laplacian
filter � OFF center-surround cells � OCR � Degraded
images � Historical images

1 Introduction

Document image binarization is an essential preparation

step in document image analysis and recognition (DIAR)

techniques. The aim of document image binarization is to

remove unwanted information while retaining useful

information by classifying the pixels into only two levels,

usually black text one a white background [1–3]. Normally,

the document consists of dark textual parts, represented by

low intensity pixels that are placed on a light background,

represented by high intensity pixels. However, some

degradation effects (e.g., aging), physical effects (e.g., heat

damage, spilled liquid, leaked ink from other surfaces,

artistic features, and non-uniform illumination), and color

effects occur randomly, causing pixel intensity values to

overlap. Because most of the previous binarization meth-

ods are based mainly on pixel value [4–10], there are

varying degrees of deficiencies in the outcome of the

binarization, which can appear as binarization noise on the

background and in missing parts of the text. The degrees of

deficiencies vary according to the amount of degradation

and the ability of the binarization methods to address the

deficiencies [1, 3].

Many binarization methods have been proposed to

address binarization challenges. Usually, document image

binarization methods are categorized as global or local

approaches [1, 3]. The global approach finds a single

thresholding value where the pixels are split into fore-

ground and background, while the local thresholding

method finds different thresholding values for each sub-

region of the image, depending on the properties of its

pixels. Otsu [4] presented a global thresholding method.

Due to spatial variance of pixel intensities in degraded

images, a fixed single threshold is unsuitable for all regions

in the image. Therefore, the local thresholding methods are
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preferable because they are more adaptable and accurate

[1, 3]. A well-known local thresholding method, namely

the Niblack method [5], can detect the text perfectly, but it

also produces a large amount of noise within its sur-

roundings. The Sauvola method [6] is another local

thresholding competitor which overcomes the problem of

the surrounding noise. However, drawbacks can occur

when the contrast between the foreground and background

is low. The Khurshid et al. [2] method also aims to over-

come both the problem of noise in the Niblack and the low

contrast problem in the Sauvola thresholding methods.

Regardless, it still fails to recognize the images with low

contrast or text in the form of thin pen strokes. Addition-

ally, Nick [2], Niblack [5] and Sauvola [6] also encounter

difficulties with manually determining the certain param-

eter values and the binarization window size. Conse-

quently, the local method, proposed by Bataineh et al. [7],

has partially overcome these issues, but critical problems

remain unsolved, such as failure of the binarization win-

dows in the text body.

Several of the binarization methods apply serial integrated

steps such as compound methods [8–11]. These compound

methods are able to solve more complex problems. They

merge a set of processes to improve the performance of

binarization. Some compound methods rely on document

features and recognition stages [8], while other methods are

based on additional preparatory pre-processing and post-

processing steps such as filters, segmentation, text strokes

extraction, or an existing simple thresholding method [9–11].

Chou et al. [8] proposed a method for non-uniform

illumination of document images based on decision rules

that determine the suitable binarization method for each

binarization window separately. This method yields better

results than many of the simple thresholding methods [1–

3]. However, this method does not address different types

of binarization challenges. Thus, Gatos et al. [9] proposed a

binarization algorithm that depended on preparatory stages.

At the pre-processing stage, the image is prepared using a

Wiener filter to enhance the image contrast. At the next

stage, the text regions estimate and segment the foreground

from the background by applying the Sauvola binarization

method. In the following stage, the background surface is

further estimated and the final thresholding process is

performed; in this step, the resulting binary text and

background are joined. Lastly, the quality of the binary

result is improved in the post-processing stage. This

method yields better results than several of the simple

thresholding methods [1, 3]. However, this method has

shown a negative response to faint characters and critical

problems such as text parts removing.

Additionally, Sauvola and Pietikainen [10] proposed a

binarization algorithm to address several binarization chal-

lenges in the image. This algorithm uses image surface

analysis for the selection of regions according to the docu-

ment image properties. Then, the algorithm determines the

local threshold value for each pixel to be computed, based on

the current region. The degraded parts are filtered within

each algorithm by removing the degradation problems. The

results are then combined into the binarization result image

fromSauvola [6] prior to obtaining the final results. Based on

several evaluation studies, this method is one of the best

binarization methods. However, it has not yet achieved

consistent performance across all binarization problems.

Howe [11] proposed a method based on energy-based seg-

mentation methods and pixel intensity. This method is based

on several steps, such as a Laplacian filter to find the local

likelihood of foreground and background labels, a Canny

filter to determine the likely discontinuities, and the graph

cut implementation to find the minimum energy solution.

This method has shown high performance in selected images

of DIBCO’09, H-DIBCO’10 and DIBCO’11 benchmark

datasets. However, this method is slow, introduces bina-

rization noise problems and misses the text parts.

In general, no binarization technique is completely accu-

rate for all, or even most, document challenges. The current

state-of-the-artmethods are effective for several cases, but not

others. Moreover, in some binarization methods such as

Niblack, Sauvola, and NICK [2, 5, 6], certain parameter val-

ues are determinedmanually. There is a tradeoff between each

method’s ability to reduce noise andmaintain the text because

most binarization methods depend mainly on pixel intensity

values and ignore the structural properties of a document. For

document images, it is notable that the variance of pixel

intensity between the text and its neighboring background

pixels usually changes abruptly, while between background

and degraded pixels the variance of pixel intensity changes

gradually. We can observe that the textual parts have sharp

and smooth edges compared to their neighboring pixels for

normal and degraded cases (e.g., spots, leaked ink and illu-

mination and color changes, as shown in Fig. 1). At the same

time, the level of pixel values for the text (foreground) may

look similar to or higher than background regions, thus

resulting in binarization noise in the background.

Based on the above arguments and various types of text

and non-text pixel changing properties, an adaptive bina-

rization method for degraded document images is pro-

posed. This adaptive method aims to overcome the noise

problems effectively while retaining the text body in all

degraded images suffering from aging, physical effects,

leaked ink, artistic features, and non-uniform illumination

degradations.

First, during the pre-processing stage, the image is

smoothed and areas of low constrict is prepared. Then,

during the region extraction stage, each homogeneous

region is classified as ‘‘textual or non-textual’’ based on

pixel constrict changes and is extracted using a Laplacian
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convolution filter. Additionally, the positions of the textual

regions are determined by the OFF center-surround cells

method. Next, during the selection stage, the textual

regions are retained while the non-textual regions are

removed using the connected-component labeling method

with the outputs of the previous stage. Finally, during the

post-processing stage, the quality of the final result is

improved using a thresholding process to restore the

missing, small textual parts and the low-constricted text

and to fill in the wide text. To evaluate the proposed

method, it is compared with set of the most recent and

well-known methods. The evaluation experiments were

conducted using the series of the International Document

Image Binarization Contest (DIBCO) benchmark datasets

for binarization methods [12–16]; these five datasets con-

tain the most critical challenges for binarization.

We organize the research findings into four sections in

the present paper. Section 2 introduces and explains our

proposed method in detail. Section 3 presents the analyses

and experimental results. Finally, we present the conclu-

sions of our findings in Sect. 4.

2 Proposed method

In this section, the proposed binarization method is pre-

sented. It can be effectively implemented for even the

worst cases of image degradation, such as the noise caused

by leaked ink, spilled liquid, an inhomogeneous back-

ground, and low contrast between the foreground and

background. This method consists of four stages. First, the

document images are prepared in the pre-processing stage.

In the second stage, the geometrical features representing

the regions’ edges of the rapid changes of the pixel contrast

are extracted and the positions of the true text are deter-

mined. In the third stage, the regions of the true text are

retained and the regions of the noise are removed. In the

final stage, the text body is completely reconstructed in the

post-processing stage. A schematic of this process is shown

in the flowchart in Fig. 2.

2.1 Pre-processing

The main aim of the pre-processing stage is to prepare the

contrast between the pixels in the document images. In this

stage, two processes are implemented: a 5 9 5 median

filter and modified gray-level image histogram

equalization.

(a) Median filter

This step provides image texture smoothing to

eliminate the contrast due to such noises as page

edges, ink leaks, and dirt or any other physical

contamination [27]. The smoothing process is

required because the following stages depend

strongly on the variance of the pixel contrast in the

document image texture. A 5 9 5 kernel median

filter is used to smooth the contrast [27, 28]. The

kernel size of the median filter should be equal the

kernel size of the surround masks in the OFF center-

surround cells image (Sect. 2.2). That to keep

enough variance of the pixels contrasts between the

background and foreground pixels for the geometric

feature extraction stage.

(b) Adjusting the pixel contrast

The histogram equalization method adjusts the

pixel contrast based on pixel histogram of the

image [17]. This method represents the distribution

of the histogram by increasing the contrast of the

pixel levels, with the signal being strong if the

contrast between the foreground and background is

small. This procedure enhances the image to

support the binarization performance. However,

the noise appearance and its effect on the

binarization increase strongly over a wide range

of document cases in this method (Fig. 3b). To

overcome these problems, a modified histogram

Fig. 1 Samples of degraded

textual and background pixels in

documents image
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method based on the level orders instead of level

accumulations is applied. First, the existing pixel

values are indexed in sequential order by exclud-

ing the non-existent pixels. This order index values

called the order distribution value (odv), and

started from 1 to the number of all existing

values. The current odv of each occurrence is

equal to one plus the odv of the preceding

occurrence (Eq. (1)). The first existing pixel value

of odv is initialized as 1 or odvð1Þ ¼ 1.

odvðiÞ ¼ odvði� 1Þ þ 1; ð1Þ

where odvðiÞ is the order distribution value of the

current occurrence i. The odv values are then nor-

malized into the gray-level range (0–255) by Eq. (2).

Finally, the new values replaced the original values

in the resultant base image ðimagebaseÞ:

odvnewðiÞ ¼
odvðiÞ � odvðiminÞ

odvðimaxÞ � odvðiminÞ
� G; ð2Þ

where odvnewðiÞ is the new value of occurrence i,

odvðiminÞ is the minimum odv value, odvðimaxÞ is the
maximum odv value, and G is the maximum gray-

level value (in this work, G ¼ 255). Finally, the new

values of odvnewðiÞ are replaced by the equivalent

pixel values in the original image to produce the base

image ðimagebaseÞ: An example of an original image

and its base image ðimagebaseÞ is shown in Fig. 3.

2.2 Geometric feature extraction

When the pre-processing stage is complete, the geometric

features in the image texture are extracted using a modified

Laplacian filter to produce the ground image. OFF center-

surround cells and global thresholding methods are used to

produce the pointer image.

(a) Generating the Laplacian image

A Laplacian filter is one of the simplest and most

used second-derivative image enhancement meth-

ods. It is has the advantage of detecting edges in all

directions of the rapid pixel contrast changes [18].

The main disadvantage of this method is that it

extracts the edges for all of the pixel contrast,

including unwanted intensity regions [18]. There-

fore, before applying the Laplacian filter, the image

is usually smoothed to reduce its sensitivity to noise.

The Laplacian kernel is constructed in several forms,

but the most commonly used form is the 3 9 3

kernel, as shown in Fig. 4a–d [18]. The input is a

kernel center pixel value, the output gray-level value

is comprised of the sum of the kernel multiplied by

the pixel values. In this work, a 7 9 7 kernel

Laplacian filter is used, as shown in Fig. 4e.

The 7 9 7 size is used to increase the effect of the

Laplacian on the image surface, which increases the

strength of the contrast edge extraction [19]. That

improves the ability of OFF center-surround cells

(d)(c)(b)(a)

Original Image

Base Image

Laplacian Image

Pointer Image

Labeled image Final image 

Fig. 2 Flowchart of the

proposed method: a pre-

processing stage, b feature

extraction stage, c labeling and

selection stage, and d post-

processing stage

Fig. 3 An example of a a low

contrast image and b the result

of the modified histogram

equalization method ðimagebaseÞ
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method to determine the position of the text body in

the next stage. Equation (3) is used to compute the

Laplacian value Lðx; yÞ of each pixel Pð0;0Þ in the

ðimagebaseÞ:

Lðx; yÞ ¼
Xk

x;y¼�k

Pðx;yÞ

" #
� Pð0;0Þ

 !
þ ðC � Pð0;0ÞÞ;

C ¼ �ð2k þ 1Þ2 � 1

ð3Þ

where k = 3 in this work, 2k þ 1 is the kernel value,

and C is the value of the center kernel. In this study,

C ¼ �48 and each cell value is 1. The zero-crossing

values show the abrupt changes between the back-

ground and foreground, while the static values pre-

sent the static surface. To generate the final

Laplacian image ðLaplacian imageðx; yÞÞ, which has

white background, black regions’ edges and mini-

mum amount of noise based on gray-level/2 thresh-

olding, the following equation is applied:

Laplacianimageðx; yÞ ¼
255; Lðx; yÞ� 127

0; 127[ Lðx; yÞ

�
; ð4Þ

Finally, the regions that are related by one pixel only

are separated by removing the black pixel trapped

between two white pixels in opposite directions. The

resultant Laplacian image of this stage is shown in

Fig. 6b.

(b) Generating the pointer image

In the previous section, all details in the images were

extracted in the Laplacian image, including both

textual and non-textual parts. In this stage, the

textual parts will be denoted using OFF center-

surround cells of the Human Visual System (HVS).

The OFF center-surround cells of the HVS function

based on the interaction to the brightness and

darkness by two different cells in the retina, called

ON/OFF centers ganglion cells [20, 21]. Vonikakis

et al. [22] claimed that HVS can recognize text under

complex illumination conditions better than any

artificial system. Moreover, the HVS can extract the

text in images with background regions that are

darker than the text, unlike other global thresholding

methods. For these reasons, the OFF center-surround

cells method is used to generate a pointer document

image to denote the position of the text body in the

degraded document image.

First, the OFF center-surround cells image of the base

image ðimagebaseÞ is extracted. The size of the center and

surround masks is optimized to fit the proposed method,

whereas the surrounding mask kernel is 5 9 5 and the

center mask kernel is 1 9 1. Those kernels sizes were

selected because [22, 23] claimed that in HVS, the kernel

of the surround mask must be larger than center mask by a

factor of 4–8, and the 5 9 5 surround mask responds better

with small to medium fonts and high-frequency contrast

changes, leading to the extraction of small fonts and edges

of large fonts and the exclusion of noise or low-frequency

constricted regions.

In this work, the pointer image Pimageðx; yÞ is generated
based on following. For every pixel Pðx;yÞ in the base image

ðimagebaseÞ the surrounding mask Sx;yðkÞ and center mask

Cx;yðlÞ average values are extracted. The OFF function

value fx;yðS;CÞ of each pixel represents its surrounding

average value minus its center average value, as shown in

Eq. (5).

fx;yðS;CÞ ¼ Sx;yðkÞ � Cx;yðlÞ; ð5Þ

Sx;yðkÞ ¼
1

ð2k þ 1Þ2
Xk

x;y¼�k

Pðx;yÞ;

Cx;yðlÞ ¼
1

ð2lþ 1Þ2
Xl

x;y¼�l

Pðx;yÞ;

where the surround kernel mask = 5 and therefore ðk ¼ 2Þ;
the center kernel mast = 1 and therefore ðl ¼ 0Þ; and the

pointer image Pimage is generated based on Eq. (6). Each

pixel value in the pointer Pimage is extracted based on the

fine correlation between the Cx;yðlÞ and fx;yðS;CÞ values

under the conditions that the surrounding average is greater

than the center average. Otherwise, the Pimageðx; yÞ pixel is
equal 0. The Cx;yðlÞ value is set to the intensity value to

produce the text level in the result image. The output is

scaled to the interval [0, 255].

Pimageðx;yÞ ¼
fx;yðS;CÞ� ðCx;yðlÞþ 255Þ

Cx;yðlÞþ fx;yðS;CÞ
; fx;yðS;CÞ[0

0; otherwise

8
<

:

ð6Þ

1 1 1 -1 -1 -1 1 1 1 1 1 1 1

1 -8 1 -1 8 -1 1 1 1 1 1 1 1

1 1 1 -1 -1 -1 1 1 1 1 1 1 1

(a) (b) 1 1 1 -48 1 1 1

0 1 0 0 -1 0 1 1 1 1 1 1 1

1 -4 1 -1 4 -1 1 1 1 1 1 1 1

0 1 0 0 -1 0 1 1 1 1 1 1 1

(c) (d) (e)

Fig. 4 a–d Some of the most common forms of the Laplacian filter,

including (e) the 7 9 7 Laplacian filter used in this study
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After this step, a thresholding method is applied to the

resulting image to determine the final form of the pointer

image. Globally, the method of Bataineh [7] is applied to

the Pimageðx; yÞ image. This thresholding method is used

because of its ability to extract the critical low contrast

pixel levels and overcome the problem of noise. The

Eq. (7) presents the form modified into a global thresh-

olding method:

T ¼ m� m2 � r
ðmþ rÞð127þ rÞ ð7Þ

where T is the thresholding value, m is the mean value of

the global image pixels, r is the standard deviation of the

image pixels, and 127 is the median of the gray-level value

(255). Finally, the shrink filter is used to remove pepper

noise. In this work, the binary image is scanned to a 7 9 7

window and each black pixel in this window is counted.

Next, these pixels are exchanged for white pixels if the

total number of the black pixels is less than 15. The result

of the final pointer image (Pimage) is shown in Fig. 6c.

2.3 Region selection stage

Upon obtaining the Laplacian and pointer images, the

regions that present solely text patterns are extracted from

the Laplacian image using the pointer image using the

following two steps:

(a) Region labeling

The connected-component labeling algorithm is applied

to the Laplacian image. This algorithm scans the pixels in

the binary image and label the pixels based on pixel con-

nectivity. The connected pixels in each separated region

will have unique labeling value. To achieve this, a two-pass

algorithm is adopted [24].

(b) Region selection

After the regions in the Laplacian image are labeled,

all pixels in each separated region in the Laplacian

image have the same unique label value. Next, the

labeled regions that belong to the textual pattern are

selected. The textual region is recognized based on the

existence of black pixels in both the Laplacian image

ðLaplacianimageÞ and the pointer image (Pimage), where all

pixels in the pointer image are matched with their

equivalent pixels positions in Laplacian image. If any

black pixel in the pointer image is matched with a

labeled pixel in Laplacian image, all pixels with the

same label value are kept. The label values that are not

matched with any black pixels in the pointer image are

removed. For example, in Fig. 5a the black pixels in the

pointer image (Pimage) of positions (3, 2), (3, 3), (3, 4),

and (4, 2) are matched with black pixels of region that is

labeled as 1 in the Laplacian image (Fig. 5b). Therefore,

all pixels with label ‘‘1’’ are kept in the region selection

image (Fig. 5c). On the other hand, all equivalent pixels’

positions of label ‘‘2’’ (2, 9), (2, 10), (2, 11), and (3, 9)

do not match with any black pixels in the pointer image.

Therefore, this region is also removed. Figure 6d shows

the resulting region selection image ðimagebaseÞ at this

stage.

2.4 Post-processing Stage

Finally, a post-processing stage is applied to improve the

text region quality by filling the text body and to restore

the small textual parts that are missing during the fil-

tering processes. Based on the description above, the

result selection image ðimageregionsÞ of the region selec-

tion stage is text and the edges of Laplacian image

extracted in Sect. 3.2(A). These edges represent the text

body itself in the thin-stroke text and the edge of the

wide-stroke text. Therefore, the holes and empty text

body are filled to obtain the final text. The Laplacian

image is divided into several binarization windows. It is

important that the height of each binarization window

should be very small and consists of small number of

pixels only, while its preferable width should be

approximately double of the average text width in prior

to minimize the impact of the unrelated pixel. Based on

our experimental study, the optimal binarization window

is set as 70 9 5 pixels. In additon, two values are

extracted from the equivalent pixels in the base image:

the mean value of the window (MeanW ) and the mean

value of the pixels that are black in the region selection

image ðMeanblackÞ. Next, a thresholding value (Eq. (8)) is

applied to the base image (Eq. (9)). If the pixel’s value

is less than the threshold (TLap) value, the equivalent

(a) (b) (c)

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
1 1 1
2 2 1 1 1 2
3 3 1 3
4 4 1 4
5 5 1 5
6 6 1 6
7 7 1 1 1 7
8 8 8
9 9 2 2 9

10 10 2 10
11 11 2 11
12 12 12

Fig. 5 a The pointer image Pimage, b the labeled Laplacian result

image (Laplacian image), and c the region selection image

ðimageregionsÞ
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pixel in the region selection image (imageregion) will be

converted from white to black. The binarization result is

shown in Fig. 7. The output of this stage presents the

final binary image (imagefinal) of the proposed method.

TLap ¼ ðMeanblack þMeanWÞ � 0:5 ð8Þ

imagefinalðx;yÞ ¼
imageregionsðx;yÞ ¼ 255; imagebaseðx;yÞð Þ�TLap

imageregionsðx;yÞ ¼ 0; imagebaseðx;yÞð Þ\TLap

(

ð9Þ

3 Experiment and results

In this section, the proposed method is compared with five

binarization methods: the Niblack [5], Sauvola [6], Sauvola

and Pietikainen [10], NICK [2], and Bataineh [7] methods.

Based on the literature, these methods are chosen because

they are some of the better adaptive binarization methods.

In other side, most of the previous methods are based on a

self-selected dataset [10, 25]; which yields biased infor-

mation about the method performances. Thus, this

approach yields an unfair evaluation for the binarization

methods because it overlooks the method performances

(and potential weaknesses) for other binarization

challenges.

To meaningfully evaluate this work, the experiments

utilize five binarization benchmark datasets (DIBCO).

These datasets present 50 document images in total, con-

taining printed, handwritten with color, and gray-scale

images. These datasets were carefully collected by experts

from several recourses to include all of the critical chal-

lenges facing document binarization processes.

In this work, two types of experiments are conducted:

visual and statistical experiments.

3.1 Visual experiments

The visual experiments clearly illustrate the binarization

problems and how each binarization method addresses

them. These experiments are conducted on all the afore-

mentioned datasets. Because of the large number of results,

only one case from each dataset is show in this section. The

selected images present compound binarization problems.

The first visual experiment conducted on the image ‘‘P03’’,

selected from the DIBCO2009 dataset, is shown in Fig. 8a.

This printed text image includes various text sizes and

colors. Moreover, point noise is present in the non-smooth

background. The second experiment is conducted on the

image ‘‘PR2’’ from the H_DIBCO2010_test_images data-

set. This image exhibits low contrast between the text and

background, dirty spots, degraded handwritten text, various

text slopes, and dark background, as shown in Fig. 9a. The

next experiment used the ‘‘H02’’ printed text image from

the DIBCO11-machine_printed dataset. As shown in

Fig. 10a, this image has leaked ink from other surfaces,

low contrast, and an inhomogeneous background. The

fourth experiment was conducted on the ‘‘HW4’’ image

from the DIBCO11-handwritten dataset (Fig. 11a). This

image includes noise from spilled liquid, low contrast, and

inhomogeneous text and background. The final visual

experiment used ‘‘H06’’ from the H-DIBCO2012 dataset,

as shown in Fig. 12a. This handwritten image has strong

text leaking and an inhomogeneous background.

Fig. 6 a The base image ðimagebaseÞ, b its Laplacian result image

(Laplacian image), c its pointer image (Pimage), and d the region

selection image ðimageregionsÞ

Fig. 7 a Region selection

(imageregions) and b its result

after the post-processing stage

(imagefinal)
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Fig. 8 a Original image ‘‘P03’’ from the DIBCO2009 dataset and its binarization results using b the proposed method and the methods of

c Bataineh [13], d Sauvola compound, e Niblack, f Sauvola, and g NICK

Fig. 9 a Original image ‘‘PR2’’ from the H_DIBCO2010 dataset and its binarization results using b the proposed method and the methods of

c Bataineh [13], d Sauvola compound, e Niblack, f Sauvola, and g NICK

646 Pattern Anal Applic (2017) 20:639–652

123



Based on the visual results, the proposed method

achieved the best performance among the methods studied,

as shown in Figs. 8, 9, 10, 11, 12b. In the first experiment,

the proposed method gives the best results (Fig. 8b), pro-

ducing less noise and extracting the text of all sizes and

colors better than other methods (Fig. 8c–g).

The results of the second experiment show that the

proposed method provides the best text quality, without

any disconnection, destruction, or noise (Fig. 9). In the

third experiment, the proposed method yields the best

balance between the text and noise. The Sauvola method

presents the less leaked ink noise than the other methods,

but it distorts the text. The other methods perform very

poorly regarding the leaked ink, whereas the proposed

method resulted in only a small amount of noise with

perfect text presentation (Fig. 10).

This fact is also shown in the fourth experiment

(Fig. 11b), wherein the proposed method overcame the

noise of the spilled liquid while retaining an accept-

able text quality better than other methods (Fig. 11c–g).

In the final experiment (Fig. 12b), the proposed method

shows the best binary representation. The leaked text is

absent, and the text of interest is preserved in great detail.

The other methods fail to exhibit both of these traits. As

indicated by these results, the proposed method performed

better than the other methods for almost all images in the

datasets. These findings are presented in the numerical

experiments.

3.2 Statistical experiments

The visual experiments provided an accessible represen-

tation of the binarization problems and methods perfor-

mances. However, a limited number of cases can be

presented. Therefore, statistical experiments and analysis

are conducted to better understand the overall trends. This

work adopted the ICDAR benchmark evaluation mea-

surement and datasets. This was proposed in the Interna-

tional Document Image Binarization Contest (DIBCO

2009) organized in the context of the ICDAR 2009 Con-

ference. It has been adopted as the main benchmark eval-

uation technique for the binarization methods from 2009 to

date. The evaluation defines the similarity percentage

between the result image and ground image by F-measure,

PSNR, negative rate metric (NRM) measurements, and F-

Error [12–16, 26], wherein the F-measure represents the

overall binarization accuracy, the precision represents the

binarization noise, and the recall represents the text body

accuracy.

F�measure ¼ 2� Recall� Precision

Recallþ Precision
� 100 %; ð10Þ

Precision ¼ TP

TP þ FP
; ð11Þ

Recall ¼ TP

TP þ FN
; ð12Þ

Fig. 10 a The original image ‘‘H02’’ from the DIBCO11-machine_printed dataset and its binarization results using the b proposed method and

the methods of c Bataineh [13], d Sauvola compound, e Niblack, f Sauvola, and g NICK
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The PSNR represents the similarity between the ground

image and the binarization result image.

PSNR ¼ 10log
C2

MSE

� �
; ð13Þ

where MSE ¼
Pm;n

x;y
orginal imageðx;yÞ�binary imageðx;yÞð Þ2

MN ; and c is

the maximum gray-scale level value. The F-Error repre-

sents the amount of the black noises to the text in the

binarization result image

F� Error ¼ FP þ FN

TP + FN
ð14Þ

The negative rate metric (NRM) represents the mis-

match between the ground image and the binarization

result image.

NRM ¼ FN� þ FP�
2

; ð15Þ

where FN� ¼ FN

FN + TP ;

FP� ¼
FP

FP + TN
;

and TP is the number of true positives, TN is the number of

false negatives, FP is the number of false positives, and FN

is the number of false negatives.

The experiments are conducted on each dataset, and the

results are shown in Tables 1, 2, 3, 4, 5. The first analytical

experiment was conducted on DIBCO2009 dataset. As

shown in Table 1, the proposed method performs better

than the other methods on this dataset. The average

F-measure is 89.34 % for the proposed method, compared

Fig. 11 a The original image

‘‘HW4’’ from the DIBCO11-

handwritten dataset and its

binarization results using b the

proposed method and the

methods of c Bataineh [13], d
Sauvola compound, e Niblack, f
Sauvola, and g NICK
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to 41.78, 68.87, 78.06, 80.96, and 88 % for the Niblack,

Sauvola thresholding, Sauvola compound algorithm, NICK

and Bataineh binarization methods, respectively. The pro-

posed method also achieved the best performance in terms

of PSNR, NRM and F-Error.

As shown in Table 2, the proposed method outperformed

the other methods for the H_DIBCO2010_test_images

dataset. The average F-measure for the proposed method is

84.75 %, compared to 28.51, 42.46, 61.72, 65.89, 82.82, and

84.75 % for the Niblack, Sauvola thresholding, Sauvola

compound algorithm, NICK, and Bataineh binarization

methods, respectively. The proposed method also achieved

the best performance in terms of PSNR andNRM.Moreover,

the proposed method performed best in terms of PSNR,

NRM and F-Error.

As shown in Table 3, the proposed method achieved an

F-measure of 85.91 % on the DIBCO11-handwritten data-

set, which is higher than that of the Niblack, Sauvola

thresholding, Sauvola algorithm, NICK and Bataineh

methods (30.52, 67.28, 73.81, 79.56, and 83.81 %, respec-

tively). In addition, the proposed method achieved an

F-measure of 83.42 % for the DIBCO11-machine_printed

dataset, as shown in Table 4. This value is higher than the

F-measure average of the Niblack, Sauvola thresholding,

Sauvola compound, NICK and Bataineh methods, which

were 42.76, 65.26, 84.89, 78.55, and 83.42 %, respectively.

Additionally, the proposed method achieved the best PSNR,

NRM and F-Error for both datasets.

Based on Table 5, the proposed method performs better

than the other methods. The average F-measure is 87.98 %

for the proposed method, compared to 28.53, 52.71, 69.62,

74.56, and 86.88 % for the Niblack, Sauvola thresholding,

Sauvola compound algorithm, NICK, and Bataineh bina-

rization methods, respectively. Additionally, the proposed

method achieved better PSNR and NRM than the other

methods. As shown in Fig. 13, the proposed method out-

performed the other methods for all datasets.

Based on the above-mentioned experiments, some con-

clusions have been drawn:

• The proposed method is based on extracting the edges

where a rapid change in the pixel contrast occurs. This

approach ignores most of the noise, such as leaked ink,

spilled liquid and inhomogeneous background, which

Fig. 12 a The original image ‘‘H06’’ from the H-DIBCO2012 dataset and its binarization results using b the proposed method and the methods

of c Bataineh [13], d Sauvola compound, e Niblack, f Sauvola, and g NICK
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appear as noise in other methods that focus mainly on

the pixel values themselves.

• The principle of the proposed method is capable of

extracting a fine text body because a constricted process

on the text is applied. Additionally, there is less noise

than other methods because the principle of the text

constriction does not correspond with the nature of the

noise structure.

Table 1 Performance of the

DIBCO2009 dataset
F-measure (%) Recall (%) Precision (%) PSNR NRM

Niblack 39.64 91.2 27.1 5.8 18.94

Sauvola 63.25 51 98 13.95 24.6

Sauvola_2 78.06 88.3 76.4 15.3 7.4

Nick 80.07 74.5 89.6 15.27 13.05

Bataineh 88 85.85 89.75 17.03 7.48

Proposed 89.34 90.86 88.28 17.5 5.14

Table 2 Performance of the

H_DIBCO2010_test_images

dataset

F-measure (%) Recall (%) Precision (%) PSNR NRM

Niblack 28.9 89.5 17.5 5.26 21.22

Sauvola 41.75 32 88.9 13.97 34.05

Sauvola_2 63.04 55.4 93.8 15.4 22.55

Nick 65.91 55.1 95.2 15.08 22.6

Bataineh 82.9 75.7 93.3 16.95 12.36

Proposed 84.77 82.89 87.6 17.22 9

Table 3 Performance of the

DIBCO11-handwritten dataset
F-measure (%) Recall (%) Precision (%) PSNR NRM

Niblack 30.86 90.06 19 5.23 20.91

Sauvola 67.31 57 96 15.43 21.73

Sauvola_2 74.01 76.63 78 14.393 13.62

Nick 79.7 75.75 86.63 15.94 12.69

Bataineh 83.97 83.37 85.38 16.84 9.02

Proposed 86.5 86.7 86.6 17.6 7.19

Table 4 Performance of the

DIBCO11-machine_printed

dataset

F-measure (%) Recall (%) Precision (%) PSNR NRM

Niblack 40.68 86.37 28.25 5.61 21.97

Sauvola 65.26 51.88 99.5 13.52 24.05

Sauvola_2 84.99 82.3 90.63 16.03 9.48

Nick 78.62 73.25 88.13 14.25 14

Bataineh 83.57 86.5 83.25 15.18 7.52

Proposed 87.98 84.65 91.88 16.54 8.17

Table 5 Performance for the

H-DIBCO2012 dataset
F-measure (%) Recall (%) Precision (%) PSNR NRM

Niblack 28.82 89.85 17.43 5.22 21.14

Sauvola 52.72 43.65 98.29 14.99 28.27

Sauvola_2 69.63 66.43 88.29 15.23 17.31

Nick 74.54 65 94 16.05 17.71

Bataineh 86.89 84 91.21 17.89 8.28

Proposed 88.11 86.35 90.96 18.39 7.16
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• The proposed method is independent of the binarization

window size and is not a thresholding method, both of

which are primary principles of most binarization

methods. Those components have been implemented

perfectly for some cases, but failed with others,

especially in the case of compound binarization

challenges.

• The proposed method may face problems in some cases

if the contrast between the text and background is very

low or the contrast between the noise and background is

very high. However, these problems affect other

binarization methods more strongly than the proposed

method.

• In general, the proposed method can be implemented

well with any binarization case. In contrast, the other

methods perform well for some binarization cases and

fail for others.

4 Conclusion

In this paper, an adaptive binarization method for docu-

ment images was proposed based on the variance between

pixel contrasts. The proposed method was evaluated based

visual and statistical experiments. The experiments were

conducted using DIBCO2009, H_DIBCO2010_test_im-

ages, DIBCO11-handwritten, DIBCO11-machine_printed,

and H-DIBCO2012-dataset benchmark datasets. The pro-

posed work has also been compared with: Niblack, Sauvola

thresholding, Sauvola compound algorithm, NICK, and

Bataineh binarization methods. The results show that the

proposed method achieved better performance than the

other methods in all binarization cases and benchmark

datasets. It removes noise and remains the text body. The

proposed work effectively overcomes almost all of the

noise problems, such as leaked ink, spilled liquid and

inhomogeneous background. Moreover, this proposed

method is considered as a global binarization approach

which skips the problems of local methods such as window

size, thresholding methods and empty window problems. It

can also be implemented with any document image under

any language and binarization challenges.
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