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Abstract Over the past decades, numerous methods have

been proposed on salient object detection. However, most

of these methods need users’ interactions as a prerequisite

to control their progress. In this paper, we propose a novel

method for extraction of salient objects based on image

clustering and saliency map from natural scene images.

This method is a combination of image clustering, saliency

map generation and automatic initialization. First, a graph

based clustering method is applied to split the input image

into regions. Second, a saliency map of the input image is

generated using the contrast among split regions. From the

split regions and generated saliency map, an adaptive

threshold is defined, which classify the split regions into

foreground and background. After that, the initial mask for

object detection is determined using the classified fore-

ground and background clusters and saliency values. A

grab-cut with our initial mask is applied to extract the

objects of interest, and the experimental results have shown

that our proposed method is able to replace manual labeling

of initialization in object detection.

Keywords Automatic initialization � Grab-cut �
Graph based clustering � Saliency map

1 Introduction

Salient object detection is one of the most fundamental

functions in image processing and computer vision. It is the

foundational tool in various advanced systems, such as

object recognition [1], image retrieval [2], image editing [3]

and scene reconstruction [4], etc. Because the results

strongly influence the final results of these advanced systems

salient detection, object segmentation has been an active

research interest of many researchers on image processing

and computer vision. Over the past decades, numerous

methods have been proposed on salient object detection.

However, most of these methods need some users’ interac-

tions as a prerequisite to control their progress.

Mortensen et al. [5] proposes an interactive method

using global graph search, which allows users to choose

minimum cost contour in an image. Bayes matting [6] re-

quires a user-specified trimap, which separates an image

into foreground, background, and unknown regions. The

watershed transform [7], which finds ‘‘catchment basins’’

and ‘‘watershed ridge lines’’ in an image by treating it as a

surface where light pixels are high and dark pixels are low,

need the initial markers to control the over-segmentation.

In the graph cut algorithms [8, 9], hard constraints are

imposed by the user to provide seed positions and the goal

is to find a minimum cost cut among all results satisfying

the given hard constraints. Rother et al. [10] extends the

graph cut approaches to simplify user interaction. In this

method, the user specifies a rectangle loosely around an

object. The active contour models [11] find object bound-

aries by iterative optimization. They make it possible to

solve complicated and ill-posed object detection problems

by combining priori boundary shape information with the

image itself, and an initial shape given by the user.

Although the user interaction-based methods are promis-

ing, they all pose a critical problem—the requirement of

users’ semantic intention. Moreover, the object detection

performance heavily depends on user-specified seed loca-

tions. Thus, additional interactions are necessary when the

seeds are not accurately identified.
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To address this issue, several methods have been pro-

posed to automatically initialize the objects of interest

based on saliency concepts. Achanta et al. [12] extracts the

objects of interest by applying an adaptive threshold to the

saliency map of the input image. Since the ideal of

Achanta’s method is simple, its processing speed is fast.

However, the accuracy is not sufficiently high for extrac-

tion purpose. Recently, Cheng [13] has proposed a method

based on saliency map and grab-cut. The accuracy of

Cheng’s method is remarkable. However, this method

employs grab-cut iteratively. Thus, its processing speed is

slow and unstable, depending on the number of iterations.

To strike a balance between detection accuracy and

processing time, we propose a novel method based on

image clustering, saliency map generation and automatic

initialization. Since visual saliency is the perceptual quality

that highlights an object, person, or pixel from its neigh-

bors and thus capturing our attention, we attempt to detect

visually salient regions. To skip the manual initialization

step from the algorithm, we determine the initializations

for the salient objects based on salient regions and clusters

obtained by an image clustering method. Since the ini-

tializations for the detection algorithms play a key role in

the final results, selecting salient regions and determining

appropriate initializations are the key points of our pro-

posed method.

The rest of this paper is organized into four sections as

follows. Section 2 presents related works. Section 3 pre-

sents detailed implementation of our proposed method with

image clustering, saliency map generation and initializa-

tion. Section 4 discusses the performance and addresses

some advantages of our method in comparison with current

popular methods. Finally, a conclusion is given in Sect. 5.

2 Related works

The term saliency was used by Tsotsos et al. [15] and

Olshausen et al. [16] in their work on visual attention, and

by Itti et al. [17] in his work on rapid scene analysis.

Saliency has also been referred to as visual attention [15,

18], unpredictability, rarity or surprise [19, 20]. Saliency

estimation methods can broadly be classified as

biologically based, purely computational or a combination

of both aspects. In general, all methods employ a low-level

approach by determining contrast of image regions relative

to their surroundings, using one or more features of in-

tensity, color and orientation [24–29].

The first category of methods is heavily influenced by

biological principles. Based on the early representation

model introduced by Koch and Ullman [30], Itti et al. [17]

defines image saliency using center-surrounded differences

across multi-scale image features. Frintrop et al. [31]

presents a method inspired by Itti’s method, but they

compute center-surround differences with square filters and

use integral images to speed up the calculations.

The second category of methods is purely computational

and independent of any biological principles. Ma and

Zhang [18] and Achanta et al. [12] estimate saliency using

center-surround feature distances. Gao and Vasconcelos

[33] maximize the mutual information between the feature

distribution of central and surrounding regions in an image.

Hu et al. [32] estimates saliency by applying heuristic

measures on initial saliency measures obtained by his-

togram thresholding of feature maps, while Hou and Zhang

[34] rely on the processing of frequency domain.

Harel et al. [35] detects saliency based on both aspects,

biological and purely computational. He creates feature

map using Itti’s method but performs their normalization

using a graph based approach. Bruce et al. [36] used a

computational approach like the maximization of infor-

mation that represents a biologically plausible model of

saliency detection.

One of the limitations of most saliency detection

methods is the resolution of saliency map. Itti’s method

[17] produces a saliency map that is just 1/256th the ori-

ginal image size, while Hou and Zhang [34] output maps of

size 64 9 64 pixels for any input image size. Because of

the downsized input image, some salient region detectors

have ill-defined object boundaries [17, 31, 35]. Besides,

other methods highlight the salient object boundaries, but

fail to uniformly map the entire salient region [18, 34] or

highlight smaller salient regions better than larger ones

[12]. These problems are overcome in two methods pro-

posed by Cheng et al. [13], namely histogram based con-

trast and region based contrast.

3 Proposed method

Our proposed method consists of four main steps: saliency

map generation, image clustering, initialization and salient

object detection. Figure 1 shows the flowchart of the pro-

posed method.

Fig. 1 Flowchart of the proposed method
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3.1 Image clustering

In the proposed method, an image clustering method is

applied to obtain image clusters, which will be used to

generate saliency map and determine the initial mask for

grab-cut segmentation method in the next steps. There are

several image clustering methods in the literature, such as

k-means, Gaussian mixture model (GMM), mean shift or

graph based clustering. However, k-means and GMM need

a specific number of clusters as an input parameter, while

mean shift requires much processing time. Thus, in this

paper, graph based clustering method is chosen due to its

flexible input parameters and its fast processing speed.

Graph based image clustering techniques generally

represent the problem in terms of a graph G = (V,

E) where each node vi [ V corresponds to a pixel in the

image, and each edge (vi, vj) [ E corresponds to pairs of

neighboring vertices. A weight w(vi, vj) is associated with

each edge based on some property of the pixels that it

connects, such as their image intensities.

In the graph based approach, a segmentation S is a

partition of V into components such that each component

(or region) C [ S corresponds to a connected component in

a graph G0 = (V, E0), where E0 ( E. In other words, any

segmentation is induced by a subset of the edges in

E. There are different ways to measure the quality of

segmentation but in general we want the elements in a

component to be similar, and elements in different com-

ponents to be dissimilar. This means that edges between

two vertices in the same component should have relatively

low weights, and edges between vertices in different

components should have higher weights.

An efficient graph based clustering algorithm is intro-

duced by Felzenszwalb and Huttenlocher et al. [22]. The

detailed process of their algorithm is as follows:

The input is a graph G = (V, E), with n vertices and

m edges. The output is a segmentation of V into compo-

nents S = (C1, C2,…,Cr).

Step 0: Sort E into p = (o1, o2,…,om), by non-decreasing

edge weight.

Step 1: Start with a segmentation S0, where each vertex vi
is in its own component.

Step 2: Repeat step 3 for q = 1,…,m.

Step 3: Construct Sq given Sq-1as follows. Let vi and vj
denote the vertices connected by the qth edge in the

ordering, i.e., oq = (vi, vj). If vi and vj are in disjoint

components of Sq-1 and w(oq) is small compared to the

internal difference of both those components, merge the

two components. Otherwise, the two components remain

intact. More formally, let C
q�1
i be the component of

Sq-1containing vi and C
q�1
j the component containing vj. If

C
q�1
i 6¼ C

q�1
j and w(oq) B MInt(C

q�1
i , C

q�1
j ) then Sq is

obtained from Sq-1 by merging C
q�1
i and C

q�1
j . Otherwise

Sq = Sq-1.

Step 4: Return S = Sm.

In this algorithm, the internal difference of a component

C ( V is the largest weight in the minimum spanning tree

of the component, MST(C, E). That is,

Int Cð Þ ¼ max
e 2 MST C; Eð Þ

w eð Þ: ð1Þ

The minimum internal different, MInt, is defined using

the internal difference of two components,

MInt C1; C2ð Þ ¼ min
Int C1ð Þ þ s C1ð Þ;
Int C2ð Þ þ s C2ð Þ

 !
: ð2Þ

For small components, Int(C) is not a good estimate of

the local characteristics of the data. Therefore, a threshold

function based on the size of component is used,

s Cð Þ ¼ k= Cj j ð3Þ

where |C| denotes the size of C, and k is a constant pa-

rameter. In practice k sets a scale of observation, in which a

larger k causes a preference for larger components.

Figure 2 shows an example of graph based clustering. In

this example the constant k is set to 300, and the number of

segmented clusters is 16.

3.2 Saliency map generation

Saliency estimation methods can broadly be classified as

biologically based, purely computational or a combination

of both aspects. In general, all methods employ a low-level

approach by determining contrast of image regions relative

to their surroundings, using one or more features of in-

tensity, color and orientation.

Humans pay more attention to those image regions that

contrast strongly with their surroundings [21]. Besides

contrast, spatial relationships play an important role in

human attention. The saliency of a region is more evident

Fig. 2 An example of graph based clustering, a the input image and

b the resulting clusters
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with a high contrast to its surrounding than a high contrast

to distant regions. Moreover, through our observation, the

location of object of interest is mostly near the image

center. Thus, in this paper, we combine the constraint that

the location of object of interest is near the image center

with the region based contrast (RC) method proposed by

Cheng (Cheng, 2011) for saliency map generation.

3.2.1 Region based contrast

RC is a contrast analysis method that integrates spatial re-

lationships into region-level contrast computation. In RC,

the graph based image clustering method presented in the

above section is first used to segment the input image into

regions. The saliency value of a region rk is computed by

measuring its color contrast to all other regions in the image.

S rkð Þ ¼
X
rk 6¼ri

w rið ÞDr rk; rið Þ ð4Þ

where w(ri) is the weight of regions ri and Dr(rk, ri) is the

color distance metric between the two regions. Here the

number of pixels in ri is assigned as w(ri) to emphasize

color contrast to bigger regions. The color distance be-

tween two regions r1 and r2 is defined as,

Dr r1; r2ð Þ ¼
Xn1

i¼1

Xn2

j¼1

f c1;i

� �
f c2;j

� �
D c1;i; c2;j

� �
ð5Þ

where f(ck.i) is the probability of the ith color ck,i among all

nk colors in the kth region rk, k = 1, 2, and D(c1,i, c2,j) is

the Euclidean distance between two colors, c1,i and c2,j.

The probability of a color in the probability density func-

tion of the region is used as the weight for this color to

emphasize the color differences between dominant colors.

The computation time of Eq. 5 depends on the number of

distinct colors in the input image. Therefore, reducing the

number of colors is necessary to reduce the computation

time. There are many solutions to reduce the number of

distinct colors in an image, such as using only one channel in

color space or using only intensity value, etc. In RC method,

the number of distinct pixel colors is reduced in two steps.

Step 1: Quantize each color channel in RGB color space of

the input image to 12 different values. After quantization,

the number of distinct pixel colors in the input image is less

than or equal to 123 = 1728.

Step 2: Choose more frequently occurring colors and en-

sure these colors cover the colors of more than 95 % of the

image pixels. The colors of the 5 % remaining pixels are

replaced by the closest colors in the histogram.

Besides color information, the spatial information is also

incorporated to increase the effects of closer regions and de-

crease the effects of farther regions. For any region rk, the

spatially weighted region contrast based saliency is defined as,

S rkð Þ ¼
X
rk 6¼ri

exp �Ds rk; rið Þ=r2
s

� �
w rið ÞDr rk; rið Þ ð6Þ

where Ds(rk, ri) is the spatial distance between regions rk
and ri, and rs controls the strength of spatial weighting.

Larger values of rs reduce the effect of spatial weighting so

that the contrast to farther regions would contribute more to

the saliency of the current region. The spatial distance

between two regions is defined as the Euclidean distance

between their centroids.

3.2.2 Extended region based contrast

Based on the assumption that the location of object of in-

terest is near the image center, we extend Eq. 6 with the

distance from each region to the image center. Thus, the

saliency of a region rk is defined as,

S rkð Þ ¼
X
rk 6¼ri

exp � Ds rk; rið Þ þDt rk; tð Þð Þ=r2
s

� �
w rið ÞDr rk; rið Þ

ð7Þ

where t is the image center, and Dt(rk, t) is the Euclidean

distance from rk to t.

In our implementation, we first segment the input image

into regions using graph based clustering method with

k = 50. After that, we apply our extended region based

contrast (ERC) method with rs
2 = 0.4 and the pixel coor-

dinates normalized to [0, 1]. Figure 3 shows an example

result of saliency map using the RC and ERC methods.

Figure 3a shows the input image, Fig. 3b shows the result of

RC method, and Fig. 3c shows the result of ERC method.

The center pixels of Fig. 3c are lighter than those of Fig. 3b,

and the pixels far from center of Fig. 3c are darker than those

of Fig. 3b.

3.3 Initialization

In this paper, the grab-cut segmentation method is applied to

segment the input image. Since grab-cut needs the initial

trimap for segmentation, a method to determine the initial

trimap for grab-cut is presented in this step. At first, the

clusters obtained from the previous step are classified into

background and foreground clusters using two adaptive

thresholds. After that, these background and foreground

clusters along with saliency map are used to determine the

initial trimap.

3.3.1 Background and foreground classification

Suppose that the input image is split into K clusters after

image clustering step. With each cluster Ci(i = 1,…,K), the

average saliency value Vi(i = 1,…,K) is calculated by
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adding up the values in the saliency map corresponding to

pixels belong to the cluster,

Vi ¼
1

Cij j
X
Ik2Ci

S Ikð Þ ð8Þ

where |Ci| is the size of the cluster in pixels, Ik is an arbi-

trary pixel of the cluster Ci, and S(Ik) is the saliency value

of pixel Ik. An adaptive threshold based method is used to

distinguish background clusters from foreground clusters.

The clusters having average saliency value greater or equal

to a threshold Ta are marked as foreground, while, the

clusters having average saliency value less than the

threshold Ta are marked as background. The adaptive

threshold Ta is determined as,

Ta ¼
a
Ij j
X
Ik2I

S Ikð Þ ð9Þ

where |I| is the size of the input image I in pixels, Ik an

arbitrary pixel of I, S(Ik) is the saliency value of pixel Ik,

and a is a constant parameter that controls the number of

clusters passing through the threshold. If a is large, there

are fewer clusters passing through the threshold, and vice

versa. When a is too large, there is no cluster passing

through the threshold. Therefore, we choose an adaptive

threshold that is lower than the highest average saliency

value. Thus, at least one cluster is marked as foreground

with the following Ta
0 threshold,

T 0
a ¼ min Ta; max

i ¼ 1;...;K
Vi

� �
ð10Þ

In contrast to a large value of a, a small value of a may

increase the number of unexpected clusters being marked

as foreground. To reduce these unexpected clusters, we

rely on the constraint that most pixels of the object of

interest are not placed on the boundary of the input image.

First, we define a threshold Tb based on the number of

pixels around the boundary of the input image,

Tb ¼ jBj
cK

ð11Þ

where |B| is the size of the boundary in pixels, and c is a

constant value controlling the magnitude of Tb. Suppose

that the margin of the left and right boundaries is W/16, and

the margin of the top and bottom boundaries is H/16

(Fig. 4e), where W and H are the width and height of the

input image in pixels, the threshold Tb can be determined

as,

Tb ¼ 15 ðW � HÞ
64cK

ð12Þ

Assume that the number of pixels of cluster Ci placed on

the boundary of the input image is Bi, cluster Ci is marked

as foreground if,

Vi � T
0

a
and Bi � Tb ð13Þ

Otherwise, Ci is marked as background. To avoid the

problem when Tb is too small, and there is no cluster

passing through this threshold, we need to re-define Tb.

With Cf = {Ci(i = 1,…,K)|Vi C Ta
0} is the set of clusters

passing through the threshold Ta
0, the threshold Tb can be

re-defined as,

T
0

b ¼ max Tb; min
Bi2Cf

Bi

� �
ð14Þ

Finally, a cluster Ci is marked as foreground if,

Vi � T
0

a and Bi � T
0

b ð15Þ

Otherwise, Ci is marked as background.

With the assumption that the object of interest is solid,

we remove holes inside the object of interest using con-

nected component labeling algorithm.

Figure 4 shows an example of classifying foreground

and background clusters. Figure 4a is the input image.

Figure 4b is the clustering result using graph based

clustering with k = 300, and Fig. 4c is the saliency map

of the input image using ERC method. Figure 4d shows

the remained clusters after applying threshold Ta
0 with

a = 1.5. Figure 4e shows that the violet cluster has

many pixels placed on the boundary of the input image.

Thus, when we apply Tb
0 threshold, this cluster is re-

marked as background as shown in Fig. 4f. Finally, we

obtained the Fig. 4g by filling all inner holes of the

image (f).

Fig. 3 A saliency map

example, a the input image and

b the saliency map generated by

RC method and c the saliency

map generated by ERC method
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3.3.2 Initial trimap for grab-cut

To apply grab-cut algorithm, we need to create an initial

trimap with four different types of values, which define the

obvious background pixels, the obvious foreground pixels,

the possible background pixels and the possible foreground

pixels.

We notice that the saliency values of background pixels

are normally lower than that of the object of interest. Thus,

we mark the lowest saliency pixels in background cluster

as the obvious background pixels in the initial trimap. The

chosen pixels are ensured to cover 50 % of the background

cluster, and the remaining pixels in the background cluster

are marked as the possible background pixels in the initial

trimap.

In contrast with background pixels, we mark the highest

saliency pixels in the foreground clusters as the obvious

foreground pixels in the initial trimap. The chosen pixels

are ensured to cover 50 % of the foreground cluster, and

the remaining pixels in the foreground cluster are marked

as the possible foreground pixels in the initial trimap.

Figure 5 shows an example of initial trimap determi-

nation. Figure 5a shows the input image, and Fig. 5b

shows the initial trimap. The red pixels are the obvious

background pixels, the yellow pixels are the possible

background pixels, the green pixels are the obvious fore-

ground pixels and the blue pixels are the possible fore-

ground pixels.

4 Experiments and results

4.1 Experimental results

The proposed method is tested on the publicly available

database provided by Achanta et al. [12] to evaluate its

performance. Achanta’s database contains 1000 images

and has ground truth in the form of manually annotated

labels for object segmentation. However, only 800 images

whose objects of interest are placed near their image cen-

ters are chosen as a test data set. To evaluate the perfor-

mance of our proposed method, we compare our proposed

method with manual initialization and three other auto-

matic initialization methods, PV (Parvati’s method) et al.

[23], MGAC (morphological gradient applied to new active

contour) et al. [14] and RCC (region based contrast and

saliency cut) et al. [13] (Fig. 6).

The PV [23] method initializes the markers for water-

shed algorithm based on morphological operations. The

MGAC [14] method determines the initial contour for level

set algorithm as a rectangle in the image center. The RCC

Fig. 4 Classifying foreground and background clusters, a the input

image, b the segmented clusters, c the corresponding saliency map,

d after applying threshold Ta
0 with a = 1.5, e the image (b) with black

boundary lines, f after classifying using both Ta
0 and Tb

0 thresholds

with a = 1.5 and c = 1.5 and g the image (f) filled all inner holes

Fig. 5 The initial trimap for grab-cut, a the input image and b the

initial mask

672 Pattern Anal Applic (2015) 18:667–675

123



[13] method defines the initial rectangle for grab-cut al-

gorithm using saliency map. To manual initial for grab-cut,

we simply draw a rectangle around the image center. A

visual comparison of the results is shown in Figs. 7, 8 and

9.

Figure 7 shows another example result of our proposed

method. Figure 7a is the input image, whose object of in-

terest is located in the image center. Figure 7b shows the

graph based clustering result, and Fig. 7c shows the

saliency map generated by ERC method. Figure 7d shows

the initial trimap, and Fig. 7d shows the segmentation

result.

The examples in Fig. 8 show that the segmentation re-

sults of manual initialization vary according to how close

the initialization to the optimal solution. If the user ini-

tializes near the object’s boundary, the segmentation result

is almost perfect. However, this task can be frustrating and

boring. Since most users usually initialize with insufficient

information, they sometimes miss certain parts of the ob-

ject. In this case, the segmentation result may not as good

as that of our automatic method.

Figure 9 shows the segmentation results of other auto-

matic initialization methods. Figure 9a shows the seg-

mentation result of PV [23] method, Fig. 9b shows the

segmentation result of MGAC [14] method, and Fig. 9c

shows the segmentation result of RCC [13] method.

Fig. 6 Grab-cut segmentation result

Fig. 7 An example result of the proposed method, a the input image,

b the graph based clustering result, c the saliency map, d the initial

trimap and e the extracted object

Fig. 8 Example results of manual initialization, a, c and e the input

image with three different initial rectangles and b, d and f the grab-

cut results with the initial rectangles in (a), (c) and (e), respectively
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4.2 Interpretation

For a quantitative comparison, average precision (P), recall

(R) and F-measure (F) are computed over the entire ground

truth database, with precision, recall and F-measure defined

as,

P ¼ Groundtruth \ Segmented

Segmented
ð16Þ

R ¼ Groundtruth \ Segmented

Groundtruth
ð17Þ

Fb ¼
1 þ b2
� �

Precision � Recall

b2Precision þ Recall
ð18Þ

We use b2 = 0.3 to weigh precision more than recall. A

comparison of segmentation accuracies are shown in

Table 1.

From the results shown in Table 1, our proposed method

GCS (grab-cut with clustering and saliency map) outper-

forms the PV [23] and MGAC [14] methods. This proves

that our proposed method is better than PV [23] and

MGAC [14] methods. The segmentation result of our

proposed method CSTS is comparable to the RCC [13]

method. However, RCC [13] method uses a fixed threshold

to binarize the saliency map. Thus, the segmentation result

of RCC [13] method may vary depending on the threshold

value. The segmentation result of RCC [13] method shown

in Table 1 is the best one selected after testing on the

proposed database with threshold value 70.

Regarding processing time, our GCS method has proved

its advantage in comparison to RCC [13] method. The

average processing times in millisecond of four methods

are shown in Table 2. The testing environment is CPU

Core i3 3.10 GHz and 3 GB RAM. All the programs are

written in C??.

Since our proposed GCS method uses salient object

detection methods with the initialization almost matching

the final result, it is able to converge to an optimal solution

earlier than the salient object detection methods with ar-

bitrary initialization.

5 Conclusions

Object segmentation is carried out as a foundational step in

advanced image processing techniques and computer vi-

sion. To exclude user interaction and segment the object of

interest automatically, we proposed a novel method based

on saliency map, image clustering and salient object de-

tection. By using saliency map and split clusters from an

image clustering method as the initial information, the

initial trimap for grab-cut segmentation method is auto-

matically determined. The segmentation results have

shown that our proposed method can replace the tedious

task of manual labeling for grab-cut segmentation method.

Its computational time is also considerably saved. In the

future, we will combine more prior information of the

object of interest to improve the segmentation accuracy of

the proposed method.
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