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Abstract This paper presents a study to predict gender of

individuals from scanned images of their handwritings. The

proposed methodology is based on extracting a set of

features from writing samples of male and female writers

and training classifiers to learn to discriminate between the

two. Writing attributes like slant, curvature, texture and

legibility are estimated by computing local and global

features. Classification is carried out using artificial neural

networks and support vector machine. The proposed tech-

nique evaluated on two databases under a number of sce-

narios realized interesting results on predicting gender

from handwriting.

Keywords Gender prediction � Handwriting � Neural
networks � SVM

1 Introduction

Handwriting is one of the oldest modes of communication

in our civilization which has developed and evolved over

time. An individual learns to write by copying shapes from

a standard copy book which itself varies as a function of

the geographical location, temporal, social and cultural

circumstances. The learned copy book style, however,

diminishes with time and an individual develops his/her

own writing preferences. In this context, as opposed to

electronic or printed text, handwritten text carries addi-

tional information about the individual who produced the

text. This makes analysis of handwriting an attractive

research area for psychologists, document examiners, pal-

aeographers, graphologists and forensic analysts. Although

a significant number of organizations employ handwriting

analysis for personality profiling [25, 42], the correlation

between personality and handwriting still remains debat-

able [15, 26, 34, 49] and is yet to be validated on scientific

grounds [3]. The only meaningful correlation that has been

experimentally validated exists between handwriting and

the gender of the writer [3, 9, 17, 18, 20, 21]. This clas-

sification of gender from handwriting has been an inter-

esting research topic since the initial decades of last the

century [8, 35, 48] and has matured significantly since then.

With the advancements in image analysis and pattern

classification techniques, manual analysis of handwriting is

being replaced with automated systems.

A large number of systems have been proposed and

developed for automatic analysis of handwritten docu-

ments mainly targeting applications like handwriting rec-

ognition, word spotting, writer identification and signature

verification. Automatic classification of gender from

handwriting, however, has been a relatively less explored

area with only few significant contributions.
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Identifying the demographic classes including gender,

handedness and age from handwritten documents has been

investigated in [2, 11]. A set of global (macro) features like

slant, word gap, gray-scale threshold, etc. [47] is computed

to discriminate between different demographic classes of

writers. Classification is carried out using neural networks

which are combined through bagging and boosting

reporting classification rates in the range of 75–87 % for

different demographic classes.

Hamid and Loewenthal [18] conducted a study using

writing samples in English and Urdu and presented ‘deli-

cacy and decorativeness’ as a major discriminating factor

between writings of males and females. A consistent

classification rate of about 68 % was achieved on both

English and Urdu writing samples.

In [28], authors employ a combination of online and

offline features to predict gender from handwriting and

report an accuracy of 67.5 % using Gaussian Mixture

Models as classifier. The study also claims that online

information produces better classification as opposed to the

features extracted from offline representation of the online

data. The details of the features used in this study can be

found in [29].

In a relatively recent study [46], the authors employ

Fourier descriptors, tangent and curvature information and

bending energy to characterize gender from handwritten

samples. The results however are not reported in a quan-

tified form and only the values of different features com-

puted from the same word for male and female writers are

presented and discussed.

In this paper, we present a system for automatic clas-

sification of gender from handwriting using a set of fea-

tures aimed at computing a subset of the discriminative

attributes identified by the psychologists. Each writing

sample is represented by a set of features which is fed to a

classifier to learn to distinguish between the two classes:

male and female. Classification is carried out using neural

networks and support vector machines. The proposed

method evaluated on two datasets reports interesting

results.

The main contribution of this paper is the analysis of

different types of features capturing the orientation, cur-

vature and legibility information in the writing for pre-

dicting the gender of the writer. In addition to an analysis

of the performance of these different types of features,

experiments on two totally different datasets comprising

writing samples of text in different languages (Arabic,

English and French) allow interesting analyses of classifi-

cation performance in scenarios including text-independent

and text-dependent, and script-dependent and script-inde-

pendent modes. The impact of geographical location of

writers on gender classification is also studied through

cross-database evaluations. The effectiveness of the

proposed system is evidenced by the promising classifica-

tion rates obtained on a much larger database of writing

samples as compared to those employed by the state-of-

the-art methods on this subject.

This paper is organized as follows. In the next section,

we discuss some attributes of handwriting which serve to

distinguish writings of male and female writers. We then

present the proposed set of features in Sect. 3 followed by

the classification scheme in Sect. 4. Experimental results

and their analysis are presented in Sect. 5 while the last

section concludes the paper with some discussion on

potential future research directions on the subject.

2 Gender differences in handwriting

As discussed earlier, several studies have shown that gen-

der can be predicted from handwriting [18, 20, 21] with

varying degrees of success. This is supported by the

observation that individuals interacting with handwritten

documents, for example, teachers and clerks, learn to dis-

criminate between male and female writings with time.

Untrained human examiners are also able to predict gender

from writing above-chance level [46]. Psychologists attri-

bute the differences in handwriting of males and females to

differences in motor coordination [20] or the different

types of hormones they produce [21]. Whatever the case

be, the researchers do agree on correlation between gender

and handwriting.

Typically, the psychologists suggest that attributes like

neat, even, well-organized, rounded, small and symmetri-

cal are characteristics of a female writing. On the other

hand, hurried, uneven, messy, spiky and sloping writings

are most likely to belong to a male writer [9, 20]. Some

examples of male and female writing samples supporting

these findings have been illustrated in Fig. 1. Document

examiners have identified a set of 21 discriminating fea-

tures (qualitative as well as quantitative) which can be

effectively employed for analysis of handwriting [23].

These features are generally termed as conventional fea-

tures [47]. A subset of these features which can be com-

puted algorithmically from scanned images of writing are

known as computational features. Examples of computa-

tional features include slant, inter- and intra-word spacing,

baseline alignment, pen pressure, gradient information, etc.

Some of these features have also been successfully applied

to gender discrimination [2].

The task of gender classification is closely related to that

of writer identification, the difference being that writer

identification is a N class while gender classification is a

two-class problem. The features that have been effectively

applied to writer identification are therefore likely to per-

form well for gender classification as well [28]. We will
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discuss more about features in Sect. 4, but prior to that we

present the databases used in our study in the next section.

3 Datasets

In our study, we have used writing samples from two

datasets, the Qatar University Writer Identification

(QUWI) [1] database and a custom-developed Multiscript

Handwritten Database (MSHD).

In the QUWI database, each writer contributed four

pages to the dataset: two in Arabic and two in English. The

first and third page of each writer contains an arbitrary text

of writer’s own choice in Arabic and English respectively

while the second and fourth page contains the same text

copied by all writers. This allows using the dataset in text-

dependent as well as text-independent modes. Performance

of systems on different scripts (Arabic and English) can

also be studied. We have used writing samples of 475

writers (1,900 samples) in our study.

In our experiments, we divide the QUWI database into

three parts. Samples of 300 writers are used as training set,

75 writers as validation set while those of 100 writers are

used as the test set. This distribution corresponds to

approximately 65 % data as training set, 15 % as validation

set and 20 % as test set and, is consistent with the rec-

ommended distribution in classification and data mining

problems [27]. The distribution of writers into training,

validation and test datasets is summarized in Table 1. The

distribution of writers stays the same in different experi-

ments. The distribution of samples naturally varies from

experiment to experiment as will be discussed in Sect. 6.

The MSHD database comprises writing samples of 87

different writers in French and Arabic. Each writer con-

tributed 12 pages, 6 in French and 6 in Arabic making a

total of 1,044 writing samples. The text on sample i of each

writer is the same (i ¼ 1; 2; . . .; 12). Gender information of

three writers was not available so writings of 84 writers are

considered in our evaluations. For most of the evaluations,

writings of 42 writers comprise the training set and those of

other 42 writers make the test set. The same database has

previously been used to evaluate writer identification per-

formance in [14].

The next section discusses the features that we compute

from the given writing samples.

4 Feature extraction

Among the different discriminating attributes of male and

female writings, we focus on the slant/orientation, round-

edness/curvature, neatness/legibility and writing texture in

our study. To algorithmically compute these attributes from

digitized images of writing, we use a set of features com-

puted at different scales of observation. The slant and

curvature are estimated from the contours of writing by

representing the contours using: (1) Freeman chain codes

and (2) a set of approximating line segments (polygonized

contours). Neatness or legibility of writing, although a very

subjective attribute, is estimated by computing the fractal

dimension of the writing. In previous works [43, 44],

Fig. 1 Sample writings of a female writers and b male writers

Table 1 Distribution of QUWI database

Data set Training Validation Test

Writers 300 75 100

Samples 1,200 300 400
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orientation- and curvature-based features have shown

promising results for tasks of writer identification and

verification while fractal dimension has been successfully

applied to classification of writings in [7]. Texture-based

features are also known to characterize the writer of a

document [41]. In this study, we are interested to investi-

gate the effectiveness of these features for the task of

gender classification. The extraction of these features is

discussed in the following sections.

4.1 Orientation and curvature

The orientation (slant) and curvature information in the

writing is extracted by computing a set of features from

contours of writing. The contour representation is chosen

based on the hypothesis that the shape of characters in a

writing can be encapsulated by its contours. Working on

contours also eliminates the writing instrument sensitivity

while conserving the shape of the characters.

We extract both the interior and exterior contours in

writing and as discussed earlier, these contours are

represented by a sequence of Freeman chain codes and by a

set of polygons obtained by applying a polygonization

algorithm to the contours. These two representations cor-

respond to two different scales of observations and the

features computed from these different representations

complement each other. We discuss extraction of orienta-

tion and curvature features from each of these representa-

tions in the following sections.

4.1.1 Chain code-based features

Chain codes have been effectively applied to problems like

character/word recognition [5, 6, 24, 33], classification of

writing styles [31] and writer identification [43, 44]. Since

our task of gender classification also comprises handwritten

documents, we expect chain code representation to be

effective for feature extraction. We represent the writing

contours by Freeman chain codes. Each contour is a

sequence of boundary pixels with fcjj1\j�Mi�1g where

cj 2 f0; 1; . . .; 7g and Mi is the length of contour i. An

example character with its contour and the codes associated

with each of the directions are illustrated in Fig. 2.

Once an image of writing is represented by chain codes,

we compute the (normalized) histogram of chain codes,

generally termed as slope density function (f1). The (eight)

bins of the histogram represent the relative contribution of

each of the eight principal directions in a writing while the

dominant orientations in the writing are represented as

peaks in the histogram. However, it is important to note

that since the images are offline, we cannot discriminate

Fig. 2 An image of a character with its contours and chain code

representation

Fig. 3 Writing samples and

their respective slope density

functions
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between forward and backward strokes and the sequence of

codes assigned to a particular contour is dependent upon

the way it is traversed. A solution could be to quantize the

histogram into four bins representing the four principal

stroke directions: horizontal, vertical, left diagonal and

right diagonal. Our experience, however, has shown that

keeping the eight bins and being always consistent in the

way a contour is traced is a better choice. Figure 3 illus-

trates the distribution of chain codes computed from two

writing samples. It can be seen that the overall vertical

orientation in sample ‘a’ is reflected by two peaks at the

respective bins of the corresponding histogram. Similarly,

for sample ‘b’ where the writing is tilted towards the right,

peaks can be observed at the bins corresponding to the

right-diagonal directions.

To estimate curvature at pixel level, we compute the

histogram of chain code pairs. We initialize a (8� 8)

matrix with all bins set to zero. For each pair ði; jÞ in the

chain code representation of a writing, we increment the

respective bin of the matrix (histogram). The distribution is

finally normalized to be independent of the amount of text.

This distribution (f2) could be viewed as a measure of the

angle (curvature) between the vectors representing the

chain code directions as illustrated in Fig. 4.

The chain code-based computation of orientation and

curvature is effective, but since these values are calculated

at pixel level they might be sensitive to noise distortions in

the writing. To complement these features, we compute

similar features by first estimating the contours by a set of

polygons. This, in fact, corresponds to a distant scale of

observation and the computed features are also robust to

noise. These features are discussed in the following

subsection.

4.1.2 Polygon-based features

Using the sequential polygonization algorithm in [52], we

estimate the contours in writing by a set of line segments

(polygons). An example of polygonized contours is illus-

trated in Fig. 5.

For each segment in the writing we compute its slope

and use the distribution of these slopes as our next feature

f3. The interval �90� to 90� is quantized into 8 bins and

the slopes of lines approximating the writing contours are

counted in their respective bins. The histogram is finally

normalized and is used as a feature. To estimate curvature,

we compute the angle between each pair of connected

segments as

ai ¼ p� arccos
Vi:Viþ1

jVijViþ1j
ð1Þ

with Vi and Viþ1 being the vectors from ðxi�1; yi�1Þ to

ðxi; yiÞ and from ðxi; yiÞ to ðxiþ1; yiþ1Þ respectively as

illustrated in Fig. 6.

Similar to the distribution of slopes, the angles ð0� �
180�Þ are quantized into 8 bins and their distribution f4 is

used to characterize the writing. The implementation

details of these features can be found in [44].

After having presented the orientation and curvature

features computed from two different scales of observa-

tions, we discuss the features based on fractal dimension in

the next section.

4.2 Fractal features

The fractal behavior of handwriting was first proved by

Vincent [51]. Later studies revealed the effectiveness of

fractal features for writer characterization [40] as well as

classification of writings [7]. Authors in [7] compute a

legibility graph from fractal features and group writings

into clusters as a function of their legibility. Fractal fea-

tures have also been applied to writer identification with

acceptable success rates on small data sets [12]. With the

aim to capture the regularity and legibility of writing, we

chose to compute fractal dimension of the writings under

Fig. 4 The chain code pair ð7; 6Þ representing an angle of 135� at

pixel position pi

Fig. 5 Polyogonization:

a original image, b polygonized

contours
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study and eventually employ it as a feature for discrimi-

nating writing samples of male and female writers.

Fractal dimension can be estimated by several methods

and a detailed survey of these methods can be found in

[30]. Popular categories of these methods include box

counting methods, Fractional Brownian motion methods

and area measurement methods. In our implementation, we

employ the most well-known box counting method to

compute the fractal dimension of a given handwritten text.

The basic idea in box counting method is to divide the

object (writing in our case) into a number of boxes of size r

and counting the number of boxes containing information.

The process is repeated by varying the box size and the

fractal dimension is estimated as defined in Eq. 2.

D ¼ lim
r!0

logNðrÞ
log 1

r

ð2Þ

where NðrÞ is the number of boxes of size r needed to

cover the object.

The fractal dimension is a single real number and a

single value may not be discriminative enough to be used

as a feature for a complex problem like gender classifica-

tion. We, therefore, also introduce multi-fractal analysis

and compute the generalized fractal dimensions Dq as a

function of moment orders q [50]. The computation of Dq

relies on randomly chosing N points belonging to the object

and counting for each point i the number of pixels MiðrÞ
inside boxes of size r. The generalized dimensions Dq are

computed using the mean of MðrÞ for different values of r
[30]. In our implementation, we compute the generalized

dimensions Dq for q ¼ 1; 2; 3; 5; 10 and combine them with

the box counting-based fractal dimension to have a six-

dimensional feature vector estimating the regularity and

legibility of writing.

In the next section, we discuss the third category of

features, the texture-based features.

4.3 Texture-based features

Texture analysis of handwriting considers each writing as a

visually distinctive texture. Texture is related to the overall

look and feel of the writing and can be represented in a

number of ways. Among the significant texture-based

analyses of handwriting, Said et al. [41] employed multi-

channel Gabor filters and Gray Level Co-occurrence

Matrices (GLCM) to propose a texture-based solution to

the writer identification problem. Some recent studies also

used these texture-based features for writer identification

[45] and verification [19]. Other measures of texture

applied to handwriting include local binary patterns (LBP)

[4] and auto regressive (AR) coefficients [16]. The per-

formance of these descriptors on tasks like writer identifi-

cation was found to be better than that of conventional

GLCM or Gabor features. We, therefore, chose to employ

LBP and AR Coefficients as texture descriptors for possible

discrimination between male and female writings. These

features are discussed in the following.

4.3.1 Local binary patterns

Local binary patterns were first introduced by Ojala [37,

38] and have been very effectively applied to a number of

texture classification applications since then [4, 22, 53].

The original LBP method proposed in [37, 38] consists in

generating a limited number of texture units. Considering a

set of neighborhood pixels V ¼ fV0;V1; . . .;V8g, the

adjacent pixels are compared to the central pixel V0 to

generate a binary pattern. The binary assignment is per-

formed as follows. For i ¼ 1; 2; . . .; 8 if Vi\V0 we assign

the value 0 to the neighboring pixel i, otherwise, it is

assigned the value 1. The resulting pattern is considered as

a binary number, and multiplying each bit by the respective

weight and summing the values together the LBP code for

the central pixel is computed. The process is illustrated in

Fig. 7. The histogram of LBP codes provides a descriptor

to characterize the texture. In 2002, the authors proposed

extensions to their original method to include

Fig. 6 Angle between neighboring segments of polygonized contours

(a) (b) (c) (d)

Fig. 7 LBP computation:

a image values, b binary codes

assignment, c weights of

neighboring pixels,

d conversion to decimal
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neighborhood of different sizes and capture dominant

features at different scales [39].

The authors also introduced the concept of uniform and

non-uniform binary patterns based on the transitions

between 0s and 1s in the LBP image. A binary LBP code is

considered uniform if the number of transitions is less than

or equal to 2, the code can then be seen as a circular string.

For example, the code 00100100 is not uniform as it con-

tains 4 transitions but the codes 00000000 and 00100000

are uniform as they contain 0 and 2 transitions, respec-

tively. It was also observed that uniform binary patterns

account for most of the patterns in the texture images [39].

In our implementation, we compute the LBP from bin-

ary images of handwriting. For p neighboring points, we

can have a maximum of p� ðp� 1Þ þ 2 uniform patterns.

We use a neighborhood of p ¼ 16 pixels with a total of 242

(16� ð16� 2Þ þ 2) possible uniform patterns. The

descriptor (histogram of LBP) therefore comprises 242 bins

for the uniform patterns and 1 bin for all non-uniform

patterns giving a 243-dimensional feature vector.

4.3.2 AR coefficients

Two-dimensional (2D) autoregressive (AR) models were

first introduced by Deguchi [13] for image representation

and texture characterization. Since then they have been

successfully applied to texture segmentation [36] and tex-

ture modeling [32]. Recently, AR models have been

adapted to characterize and identify the authors of hand-

written texts [16].

For our task of gender prediction, we characterize a

given writing by a set of two-dimensional (2D) autore-

gressive coefficients extracted from binary images of

writing. To estimate these coefficients, each pixel xi;j in the

image is predicted by a linear combination of its neigh-

boring pixels.

xi;j ¼
X

p;q2D
hpqxi�pyj�q ð3Þ

where D represents the neighborhood context which gen-

erally is a rectangular window

D ¼ fðp; qÞj � m� p�m;�n� q� n; ðp; qÞ 6¼ ð0; 0Þg. hpq
are the AR coefficients while p� q is the order of the

model. The coefficients are estimated by minimizing the

squared error between the predicted and the actual values

of the pixel. The details of coefficient estimation can be

found in [16]. In our implementation, we used a neigh-

borhood of 5� 5 pixels thus giving a total of 24 AR

coefficients.

Summarizing, a given handwritten sample is represented

by three types of features: slant and curvature, fractal- and

texture-based features. Table 2 summarizes these features

with the dimensionalities of each.

5 Classification

Classification is carried out using two state-of-the-art

classifiers, the artificial neural networks (ANN) and the

support vector machine (SVM). The classifiers are trained

using the three sets of features extracted from the training

data set while the different tunable parameters of the two

classifiers are empirically determined on the validation data

set.

The ANN is a three-layer network: the input layer

having the same number of neurons as the dimension of a

particular feature set, the output layer has two neurons

corresponding to the two classes (male and female) while

the number of neurons in the hidden layer is determined as

a function of the dimensionality of the input feature vector

(using the validation data set). Table 3 summarizes the

number of neurons in each of the three layers for slant and

curvature, texture and fractal features as well as their

combination. Each neuron has a sigmoid transfer function

and the networks are trained using the back propagation

algorithm with maximum epochs set to 1000.

In addition to ANN, we also use support vector machine

(SVM) to classify the gender of the writing in question.

SVMs are typically known to address the problems with

many other learning algorithms including local minima,

Table 2 Summary of features

Feature category Feature Description Dimension

Slant and Curv. f1 Distribution of chain

codes

8

f2 Distribution of chain

code pairs

64

f3 Distribution of

segment slopes

8

f4 Distribution of curvatures 8

Fractal features f5 Box counting FD 1

f6 Generalized FD 5

Texture features f7 LBP 243

f8 AR coefficients 24

Total: 361

Table 3 Number of neurons in each layer for different features

Features Input neurons Hidden neurons Output neurons

Slant and Curv. 88 50 2

Texture 267 150 2

Fractal 6 4 2

All features 361 200 2
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over fitting and an inconveniently large number of tunable

parameters. For our system, we have employed the one-

against-all SVM implemented using the ‘SVM and Kernel

Methods Matlab toolbox’ described in [10]. The SVM is

trained on a polynomial kernel function where the bound

on the Lagrangian multipliers ‘C’ is varied from 10 to 107

and the conditioning parameter for QP method lambda is

varied from 10�1 to 10�6 to find the best set of parameters

for each of the features (on the validation data set).

Features extracted from a writing sample in question are

fed to the trained classifier (ANN or SVM). The classifier

outputs the predicted gender of the writer of the document.

The performance of both these classifiers on different

experimental evaluations is discussed in the next section.

6 Experimental results

This section presents the series of experiments that we

carried out to evaluate the effectiveness of the proposed

features in predicting the gender of the writing in question.

The evaluations are conducted on the QUWI and MSHD

databases as presented in Sect. 3. We first present the

gender classification rates on the complete data sets using

the two classifiers (SVM and ANN) and later describe

some interesting scenarios.

In all experiments we make sure that there are no

writers with samples in both training and test sets. This

may cause a document in question to match with another

sample of the same writer in the training set, and this

match will in fact correspond to writer identification and

not gender recognition. Hence in experiments where

more than one sample per writer is considered, all

samples of a given writer belong to only one of the

training or test sets.

Table 4 presents the classification rates on the two data

sets. For QUWI, samples of 300 writers are used for

training while those of 100 writers (400 samples) for

testing. For MSHD database, samples of 42 writers each

are used as training and test sets. Classification rates of as

good as 68.75 and 73.02 % are achieved on the QUWI and

MSHD databases, respectively. These results are

comparable with those obtained by the state-of-the-art

methods discussed in Sect. 1. It is however interesting to

note that we evaluate the proposed system on much larger

databases as opposed to existing methods.

Comparing the performance of the two classifiers (ANN

and SVM), it can be seen from Table 4 that there is not a

very significant difference between the two. Among the

three types of features, the slant (orientation) and curvature

features outperform texture and fractal features on both the

databases. Another interesting observation is that combin-

ing the three types of features results only in marginal

improvements in the overall classification rates. For sub-

sequent experiments, we therefore discuss the results of

individual categories of features only.

In addition to the evaluations on the complete data sets,

we also analyze the performance of proposed features in a

number of specific scenarios including text-dependent and

text-independent, script-dependent and script-independent

and cross-database evaluations. These are discussed in the

following sections.

6.1 Text-dependent vs. text-independent evaluations

These experiments are aimed at studying how the perfor-

mance of the features vary if the writing samples in the

training and test sets contain the same (different) textual

content. For QUWI database, we use the page 2 and page 4

of each writer of text-dependent evaluations on Arabic and

English texts, respectively. The reason of using these pages

is that page 2 of all writers contains the same text in Arabic

while the page 4 of each writer comprises the same text in

English allowing text-dependent evaluations. As discussed

in Sect. 3, Page 2 (Page 4) of 300 writers is used for

training while the same page of 100 writers for testing. For

text-independent evaluations, we require the textual con-

tent of images in training and test sets to be different. Since

page 1 of all writers contain an arbitrary text in Arabic

while page 3 in English, for text-independent experiments,

we consider pages 1 and 3 for Arabic and English text-

independent experiments, respectively. The distribution of

writers in the training and test sets is the same as in case of

text-dependent experiments (300 writers for training and

100 for test.)

In the MSHD database, the first 6 samples of each

writer contain the same text in French while the last 6

samples comprise the same text in Arabic for each of the

84 writers. For text-dependent experiments, we evaluate

the system 12 times using sample i of first 42 writers in

training and the same sample of the last 42 writers in

testing with i ¼ 1; 2; . . .; 12. This allows comparison of

the same textual content on Arabic and French texts. The

average classification rate for i ¼ 1; 2; . . .; 6 represents the

performance on text-dependent French samples while the

Table 4 Classification rates on QUWI and MSHD databases

Features Data Set

QUWI MSHD

SVM (%) ANN (%) SVM (%) ANN (%)

Slant and Curv. 68.75 67.00 72.82 69.25

Texture 59.75 61.50 68.65 64.88

Fractal 61.50 62.50 62.30 61.90

All features 68.75 67.50 73.02 69.44
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same value for i ¼ 7; 8; . . .; 12 represents the classification

rate on text-dependent Arabic samples. In text-indepen-

dent evaluations, features extracted from different textual

content need to be compared. Therefore, the first 3 French

(Arabic) samples of 42 writers are used for training and

the last 3 samples of other 42 writers for testing. Later,

the last 3 French (Arabic) images are used as training and

the first 3 as test set. The overall classification rates for

these experiments are computed as the average of the two

runs.

It should also be noted that in all the subsets of data

discussed above, no writers are common in the training and

test sets. The results of these evaluations are summarized in

Table 5. In general, the classification rates of text-depen-

dent and text-independent experiments follow the same

trends as in Table 4 with slant and curvature features

performing better than the texture and fractal features in

most of the cases. Comparing the text-independent and

text-dependent classification rates, except for one experi-

ment (QUWI-English, SVM classifier), the classification

rates of text-dependent evaluations are better (although

marginally in most cases) than those of text-independent

evaluations. Another very interesting observation is that the

slant and curvature features, in general, are more sensitive

to the textual content of images as opposed to texture or

fractal features. This seems very much natural as slant and

curvature represent local features of writing and hence are

more sensitive to the image content. The texture and fractal

features being global attributes of writing are relatively less

sensitive to the content and hence exhibit less variation in

the text-dependent and text-independent classification

rates.

In the next section, we present the results of script-

dependent and script-independent evaluations.

6.2 Script-dependent vs. script-independent

evaluations

These experiments are aimed at studying how the classi-

fication rates vary if the same/different scripts are used as

training and test sets. In script-dependent experiments, the

writing samples in the same script (English, French or

Arabic) are used both in training and test sets while in

script-independent experiments the training and test data

sets comprise samples in different scripts.

On the QUWI database, the script-dependent evalua-

tions on Arabic text involve pages 1 and 2 of 300 writers in

training and the same pages of 100 writers in testing. For

experiments on English text, pages 3 and 4 are used with

the same distribution in training and test sets. This makes a

total of 600 training and 200 test samples for each (Arabic

and English) set of experiments. On the MSHD database,

the first 6 samples of each writer which are written in

French are used for script-dependent evaluations on French

text with 42 writers in training and 42 writers in the test set.

Similarly, the last 6 samples of each writer (which are

written in Arabic) are used for script-dependent evaluations

on Arabic text.

Script-independent experiments are more challenging

and involve training samples in a different script than the

test samples. For the QUWI database, in the first experi-

ment, the English samples of 300 writers are used in

training and Arabic samples of 100 writers in testing. Later,

the scenario is reversed by employing Arabic samples of

300 writers for training and the English samples of 100

writers for testing. For experiments with MSHD database,

the 6 French samples of the first 42 writers are used in

training while the 6 Arabic samples of the other 42 writers

are used in testing. In a similar fashion, the last experiment

Table 5 Classification rates of

text-dependent and text-

independent evaluations on the

QUWI and MSHD databases

Data set Features Mode

Text-dependent Text-Independent

SVM (%) ANN (%) SVM (%) ANN (%)

QUWI-English Slant and Curv. 68.00 70.00 70.00 66.00

Texture 63.00 62.00 62.00 61.00

Fractal 65.00 65.00 65.00 64.00

QUWI-Arabic Slant and Curv. 69.00 71.00 63.00 62.00

Texture 65.00 63.00 63.00 63.00

Fractal 66.00 66.00 62.00 65.00

MSHD-French Slant and Curv. 68.25 67.06 67.46 66.27

Texture 66.67 66.27 66.27 65.48

Fractal 64.68 66.27 63.09 65.87

MSHD-Arabic Slant and Curv. 73.41 72.62 68.65 69.44

Texture 74.20 72.22 72.22 71.43

Fractal 65.08 65.87 64.28 65.08
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involves 6 Arabic writings of first 42 writers in the training

and the 6 French writings of remaining 42 writers in the

test data set.

The results of script-dependent and script-independent

experiments are summarized in Tables 6 and 7, respec-

tively. Comparing the classification rates across Tables 6

and 7, it can be seen that the script-dependent evaluations

give better performances than the script-independent

evaluations. Naturally, when writing samples in same

script are used for training and test, the system achieves

better classification rates as compared to those obtained

when using different scripts for training and test. Similar to

text-independent vs. text-dependent evaluations, the ori-

entation and curvature features perform better than texture

and fractal features but are also more sensitive to the script

under study.

6.3 Cross-database evaluations

In the final series of experiments, we use the writing

samples of one database in training and those of the other

database in testing. Since the two databases have been

developed in two different countries, it would be very

interesting to analyze if male/female writers from geo-

graphically different regions share some common

characteristics.

We first use all Arabic samples in the QUWI database as

training set and all Arabic samples in the MSHD database

as the test set. For the second experiment, the training and

test data sets are reversed. Since English and French share

the same script with minor variations, in the next series of

experiments we use all English samples of QUWI database

for training and all French samples of the MSHD database

for testing. Similarly, for completeness we also reverse the

scenario using all French samples of MSHD database as

training and all English samples of QUWI database as test

set. This distribution ensures that these cross-database

evaluations compare different textual contents in the same

script and the classification performance is not affected by

the script variations in training and test sets. The results of

these evaluations are summarized in Table 8.

An inspection of results in Table 8 reveals that accept-

able classification rates are achieved when the system is

trained on writing samples in one database and tested on a

totally different database. The classification rates are better

when QUWI datasets (Arabic/English) are used for training

and MSHD datasets (French/Arabic) are used for testing as

compared to the reverse case (MSDH datasets for training

and QUWI datasets for testing). This can be attributed to

the fact that size of test dataset is approximately twice the

size of training dataset in the later case hence resulting in

relatively low classification rates. Considering the fact that

the two databases have been produced by writers in totally

different geographical locations and cultural circum-

stances, classification rates of as high as 72 % (on Arabic)

and 63.5 % on (English-French) are very encouraging.

They are also indicative of the fact that writers belonging

to a particular gender (male/female) do share some com-

mon characteristics which are, to some extent, consistent

across individuals from different backgrounds.

Table 6 Classification rates of script-dependent evaluations on the

QUWI and MSHD databases

Training

data

Test data Features Classification rate

SVM (%) ANN (%)

QUWI-

English

QUWI-

English

Slant and

Curv.

68.50 66.50

Texture 60.00 61.50

Fractal 63.50 63.00

QUWI-

Arabic

QUWI-

Arabic

Slant and

Curv.

68.50 65.00

Texture 61.50 62.50

Fractal 61.50 61.50

MSHD-

French

MSHD-

French

Slant and

Curv.

67.06 69.44

Texture 70.63 68.25

Fractal 62.30 61.51

MSHD-

Arabic

MSHD-

Arabic

Slant and

Curv.

76.98 73.41

Texture 70.63 71.41

Fractal 61.51 62.30

Table 7 Classification rates of script-independent evaluations on the

QUWI and MSHD databases

Training

data

Test data Features Classification rate

SVM (%) ANN (%)

QUWI-

English

QUWI-

Arabic

Slant and

Curv.

60.00 64.00

Texture 60.00 62.50

Fractal 67.00 65.00

QUWI-

Arabic

QUWI-

English

Slant and

Curv.

60.50 65.00

Texture 54.00 60.00

Fractal 62.50 63.00

MSHD-

French

MSHD-

Arabic

Slant and

Curv.

69.05 69.44

Texture 69.05 68.65

Fractal 70.63 69.84

MSHD-

Arabic

MSHD-

French

Slant and

Curv.

57.14 61.90

Texture 52.38 60.71

Fractal 57.94 61.11
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We also present a comparative analysis of the proposed

system with the existing systems on this problem. A

quantitative comparison of the classification rates achieved

by different systems is summarized in Table 9. While

Bandi and Srihari [2] report a classification rate of 77.5 %

on a large database, it should be noted that these results are

based on the CEDAR letter where each individual copied

the same fixed text thrice to constitute the database. In

addition, some of the features used in this study are based

on comparing text of known semantic content [47]. The

results of [18] are based on examination by human judges

and are not automated. The only meaningful comparison,

therefore, can be made with the study in [28] where the

authors evaluate the classification performance on 50

individuals in the test set and 80 in the training set. A

classification rate of 67.57 % is reported when combining

the online and offline features while it drops to 55.39 %

when using only offline features. Our proposed system not

only realizes better performances than Liwicki et al.’s [28]

but has also been evaluated on a larger dataset.

In addition to the classification rates, another interesting

and novel aspect of our study is the analysis of classifica-

tion performance in a number of interesting scenarios

including text-dependent, text-independent, script-depen-

dent, script-independent and cross-database evaluations. To

the best of authors’ knowledge, this is the first study of its

kind to consider such experimental scenarios for gender

classification task.

In summary, the series of experiments that we con-

ducted validate the hypothesis that correlation does exist

between handwriting and the gender of its writer. Among

the three categories of features that we employed, orien-

tation and curvature features proved to be the most effec-

tive in a number of evaluation scenarios. The text-

dependent vs. text-independent and script-dependent vs.

script-independent evaluations revealed the effectiveness

of the proposed features in predicting gender in the

aforementioned scenarios. Finally, the classification rates

of the cross-database evaluations reflect that gender can be

predicted with acceptable success rates independent of the

background of the writer in question. A comparison with

existing methods on this subject also reveals the effec-

tiveness of our system.

7 Conclusion

This study presented an effective method for gender clas-

sification from handwriting. Although a popular research

area in psychological studies for many decades, this

problem is relatively less explored by researchers in com-

puter sciences. We identify a subset of discriminative

writing attributes suggested in different psychological

studies and algorithmically compute features from scanned

images of writing samples to estimate these attributes. The

three categories of features that we consider in our study

include orientation and curvature features, texture-based

features and the fractal dimensions. These features were

used to train two classifiers: ANN and SVM. The effec-

tiveness of these features in predicting the gender of the

writer of a given sample was evaluated on two databases:

the QUWI and the MSHD. The performance of each type

of features was analyzed separately to study its usefulness

in predicting the gender of the writer of a writing in

question. The use of two different databases with text

samples in different languages also allowed studying the

sensitivity of the classification performance in different

Table 8 Classification rates of cross-database evaluations

Training

data

Test data Features Classification rate

SVM (%) ANN (%)

QUWI-

Arabic

MSHD-

Arabic

Slant and

Curv.

72.22 70.04

Texture 68.85 69.44

Fractal 57.14 60.00

MSHD-

Arabic

QUWI-

Arabic

Slant and

Curv.

55.13 58.88

Texture 58.13 58.37

Fractal 53.13 56.25

QUWI-

English

MSHD-

French

Slant and

Curv.

57.74 60.52

Texture 61.51 63.49

Fractal 62.90 62.50

MSHD-

French

QUWI-

English

Slant and

Curv.

56.75 58.13

Texture 57.87 57.87

Fractal 54.25 54.75

Table 9 Performance comparison of gender prediction methods

Study Database Training

data

Test

data

Results (%)

Bandi and

Srihari [2]

CEDAR letter 800 400 77.5

Hamid and

Loewenthal

[18]

English and

Urdu texts

– 30 68

Liwicki et al.

[28]

IAM-onDB

(Offline)

80 50 55.39

IAM-onDB

(Offline ?

Online)

67.57

Proposed

method

QUWI 300 100 68.75

MSHD 42 42 73.02
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evaluation scenarios. These included considering the same/

different textual content in training and test images and

having writing samples in same/different scripts for train-

ing and test sets. In addition, an analysis of the cross-

database evaluations was also carried out revealing that the

writings of the two gender groups (male and female) share

some common attributes which are consistent across indi-

viduals from different backgrounds. The average classifi-

cation rates on these distinct evaluation scenarios are very

encouraging and support the arguments put forward in this

work.

In our further study on the subject, we intend to study

the prediction of other attributes of writers from their

handwritings, especially handedness (left or right) and age.

It would also be interesting to introduce additional features

and then apply a feature selection mechanism to determine

which are the most discriminative features for this and

other similar problems. A combination of different classi-

fiers to enhance the overall classification rates may also be

explored.
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