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Abstract In the recognition of offline handwritten Chinese
scripts, contextual post-processing plays a vital role in
improving accuracy. In this paper, we systematically
analyze the key factors that have an impact on the per-
formance of contextual post-processing: statistical lan-
guage models (LMs), candidate confidence, candidate set
size, and search strategy. We then present a hybrid post-
processing system, which integrates various kinds of
information available. Next, we investigate seven LMs,
four estimation methods of candidate confidence and
different size of candidate set, and illustrate their influence
on the performance of contextual post-processing in de-
tail. Experimental results justify that the performance of
the LMs are affected by training corpora size, smoothing
method, and model pruning, and that lower perplexity
correlates with a high accuracy. Comparing different
estimation methods of candidate confidence shows that, it
is vital to the contextual post-processing. We also show
that allowing the correct characters to be captured in a
limited number of candidates is extremely important for
obtaining good post-processing performance. By adopt-
ing the hybrid post-processing, we can obtain high accu-
racy while paying attention to post-processing speed and
memory space at the same time. It is shown that the
average recognition accuracy of three Chinese scripts
(about 66,000 characters in total) can reach 97.65%,
which means 87% error correction rate in comparison
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with the 81.58% average accuracy before post-processing.
In the end, we give some proposals for choosing a proper
post-processing method for real script recognition tasks.
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1 Originality and contributions

Previous works of contextual post-processing for Chi-
nese script recognition have mostly employed class-
based language models (LMs) and only ten candidates.
This paper systematically presents the key factors that
have an impact on the performance of contextual post-
processing: statistical LMs, candidate confidence, and
candidate set size. Except for class-based LMs, we also
investigate the conventional character-based and word-
based LMs, and hybrid LMs by combining word-based
LMs and class-based LMs. We compare four estimation
methods of candidate confidence and indicate that can-
didate confidence is vital to the contextual post-pro-
cessing. We discuss the influence of candidate set size on
the post-processing time and accuracy, and propose an
empirical method of estimating the suitable number of
candidates for each script. We build a hybrid post-pro-
cessing system, which makes full use of the various
sources of information available. This kind of hybrid
post-processing can effectively improve script recogni-
tion accuracy while giving due attention to both pro-
cessing speed and memory space at the same time.
Finally, we give proposals for choosing a suitable post-
processing method according to the requirement of a
practical recognition system.

To the best of our knowledge, this is the first work
that systematically investigates the factors that have an
impact on the performance of contextual post-process-
ing for offline handwritten Chinese script recognition.
This work is also readily applicable to online hand-
written Chinese script recognition.



2 Introduction

Recognizing offline handwritten Chinese characters is
still a challenging pattern recognition problem [1, 2].
Mainly because of the large character set, complex
character shapes, many confusable subsets of characters
with only slightly different shapes, and great variations
of writing style in both shape and thickness of strokes [3,
4], it 1s therefore difficult to significantly improve the
accuracy of Chinese script recognition in an offline
handwritten isolated Chinese character recognition
system.

Statistical language models (LMs) have been widely
employed for the contextual post-processing to improve
the accuracy in recognizing the Chinese scripts [5-8]. In
some earlier literatures, owing to the limitation of the
corpus size and the required memory, class-based LMs
were often used. Tung and Lee [5] used POS (parts-of-
speech) bigram LMs, Chang [6] used bigram LMs based
on words clustered by simulated annealing method, Lee
and Tung [7] used semantically clustered word-based
bigram LMs, like Wong and Chan [8] who also used
word-class bigram LMs. Class-based LMs have proved
effective for training on small datasets and for fast LM
adaptation. For large training datasets, word-based
LMs are still superior in capturing the collocational
relations between words [9]. With the rapid advance-
ment of computer technology, it is now feasible to ob-
tain large-scale corpora and to execute a large LM with
many parameters.

In the Chinese language, conventional n-gram LMs
can be based either on Chinese words or on Chinese
characters. In our previous works [10, 11], we employed
conventional n-gram Chinese LMs including character-
based bigram, character-based trigram, and word-based
bigram in the post-processing of script recognition. On
the other hand, class-based LMs have frequently been
shown to improve the performance of speech recogni-
tion systems when combined with conventional word-
based LMs even when a large amount of training data is
available [12]. So, in this paper, in addition to the tra-
ditional class-based LMs and conventional n-gram LMs,
we will also employ hybrid bigram LMs in the post-
processing, which combine both word and class-based
bigrams.

Due to the large number of characters in Chinese
character recognition, the number of candidates is usu-
ally limited. When executing the post-processing using
class-based LMs [5-8], the number of candidates was
always not more than 10. In practice, for well-recognized
scripts, the top ten candidates may be enough to capture
the correct character; however, for poorly recognized
scripts, even using the top 100 candidates or more may
sometimes fail to capture the correct character. Appar-
ently, if there is no correct character included in the
candidate sets, it is impossible to correct the errors in the
recognizer no matter how precise the LMs are. On the
other hand, if one recognition result (the first candidate)
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is very reliable, we can take it as the correct character;
otherwise, we should measure its reliability. This prob-
lem is called candidate confidence estimation [13]. In this
paper, we will also investigate the influence of candidate
confidence and candidate set size on the performance of
post-processing.

For script recognition, high accuracy is certainly the
most important aspect to be pursued. However, the
other two aspects, namely memory requirement and
computational complexity are also important in the real
recognition tasks. While [11], considering the comple-
mentary action between the Chinese characters and
words [14], the character-based bigram post-processing
and the word-based bigram post-processing were com-
bined to improve the script recognition accuracy while
giving attention to processing speed at the same time.

The aim of this paper is to integrate the various kinds
of information available to construct a proper post-
processing system in real Chinese script recognition
tasks. The rest of this paper is organized as follows: in
Sect. 3, we first analyze the factors affecting the perfor-
mance of contextual post-processing for Chinese script
recognition and then present a hybrid post-processing
system that can make use of the various kinds of
information available. Statistical LMs are briefly intro-
duced in Sect. 4. The problem of candidate confidence
estimation is introduced in Sect. 5 and Sect. 6 discusses
the selection of suitable candidate set size, and the
modification of candidate set. Sect. 7 shows the experi-
mental results in detail and Sect. 8 gives the proposals in
choosing a suitable post-processing method according to
the requirement of a practical recognition system.
Finally, the conclusion is given in Sect. 9.

3 Hybrid post-processing system
3.1 Problem formulation

A typical Chinese script recognition system is depicted in
Fig. 1. The input to the system X=x; x, ... X7 is a se-
quence of handwritten Chinese character images, where
x,1s the rth character image, and 7 is the length of X. An
example of X is illustrated in Fig. 2, where its corre-

sponding correct sentence is ‘“{EERIAIT-7Z (LMs

differ in thousands of ways)”. Let S=s; s, ... s7 be a
sequence of Chinese characters given by an isolated
Chinese character recognizer (ICCR), in which each
output s, may include the top K candidates ci¢; ... ¢
with the corresponding distance measurement values
D=d, d, ... dg. The output of the system O=0, 0, ... o7
is the final Chinese sentence.

X (S, D) 0
—>| ICCR |—-|Post-pr0cessor|—>

Fig. 1 The basic framework of Chinese scrip recognition
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B % I 4 4 %
AR LR
Fig. 2 An example for a sequence of Chinese character images

Considering the top K candidates for each output s,,
there are K' possible sentences. The post-processor’s
task is to select the most possible sentence from all the
K" sentences. By applying the rule of maximal posterior
probability, the output O in Fig. 1 can be formulated as
[10]:

T
0= argmax p(S) x Hp(s,|x,)

t=1

(1)

where p(S) denotes a statistical LM; p(s, |x,) denotes the
posterior probability of s, given x,, which can be com-
puted through candidate confidence [13].

3.2 Analysis of post-processing factors

According to (1), the technology of contextual post-
processing can be expressed as follows: under the joint
action of p(S) and p(s, |x;), a path searching strategy [15—
18] is employed to select the most possible sentence from
the candidate sets given by the ICCR. In other words,
there are four key factors that have an impact on the
performance of contextual post-processing, namely
LMs, candidate confidence, candidate set size, and
search strategy.

From the viewpoint of system, we should systemati-
cally take into account these four factors. First, precisely
estimating both p(S) and p(s, |x,) is the key to obtain the
optimal O. If we cannot appropriately estimate p(S) and
p(s; |x;), the accuracy of script recognition may even
decrease somewhat after post-processing. Second, if
there is no correct character in a limited number of
candidates, the errors cannot be corrected in the ICCR,
no matter how precise both p(S) and p(s, | x,) are. So, we
should try to capture the correct character in a limited
candidate set. Third, we must employ an efficient search
strategy to obtain O from as many possible sentences
produced from all the candidate sets.

p(S) can be estimated from linguistic corpora, which
is regarded as a kind of prior knowledge. p(s, |x,) is

computed through an estimation of candidate
confidence, which can be learned from the training
samples.

Since the Chinese character set is very large, if the
number of candidates is not constrained, the search
space will be huge, and so searching O would be com-
putationally expensive. In order to capture the correct
character in a limited candidate set, a confusion matrix
of Chinese characters can be employed [10, 19].

As for the path searching, there are many algorithms
in speech recognition [15-17], such as dynamic pro-
gramming method, Viterbi search, forward—backward
search, A* algorithm, beam search, etc. Most of the
search techniques in handwriting recognition are inher-
ited from speech recognition [18].

3.3 Architecture of hybrid post-processing system

In this subsection, in order to obtain the overall optimal
post-processing performance for script recognition, we
present a hybrid post-processing system that integrates
the various kinds of information available, as shown in
Fig. 3.

In contrast to Fig. 1, the post-processor consists of
eight modules in Fig. 3. For script recognition tasks,
except that Statistical LMs and Confidence Evaluation
which are integral modules, the other six modules may
be optional. Character-based Post-processing is a post-
processing module using conventional character-based
LMs. Word-based Post-processing is also a post-pro-
cessing module, which can employ traditional class-
based LMs, or conventional word-based LMs, or hybrid
LMs combining word-based LMs and class-based LM:s.
Word Graph Construction is a prerequisite module to
Word-based Post-processing, which constructs a word
graph [15] to carry out word-based post-processing.

Script Quality Evaluation is an optional module,
which can roughly estimate the accuracy of script rec-
ognition before post-processing and further decide the
suitable number of candidates in post-processing. Can-
didate set expansion (CSE) is also an optional module,
which uses the ICCR characteristics of errors (repre-
sented by a confusion matrix) and the original candi-
dates produced in ICCR to conjecture the most likely
correct character. Approximate Word Match is another

Fig. 3 The schematic diagram

of hybrid post-processing Confidence Scrilpt Statistical
system Evaluation Qua lt?' Language
Y Evaluation Models
Script v BestN v Optimal
i Sentence
Image Character-based Candldates' Word Graph || Word-based
» ICCR Post-processing Construction Post-processing '
\ 4
Candidate Set| | Approximate
Expansion Word Match




optional module, which performs an approximate
matching of adjoining characters in a sentence with
Chinese words so as to recall the most likely correct
character. The above three optional modules aim to
solve the problem of candidate set size.

Character-based Post-processing and Word-based
post-processing can be employed alternatively or jointly
in script recognition tasks. Employing either of them
means a common post-processing, while a hybrid post-
processing employs both of them.

By integrating all the above modules, the work flow
of recognizing a script is stated as follows: after recog-
nizing the script image by ICCR, two types of infor-
mation are produced: one is candidate information and
the other is candidate measurement information. Using
the measurement information, we can estimate the
confidence of a candidate and thus estimate the script
quality. Using the candidate information, we can modify
the original candidate set to allow the correct character
to be captured in a limited number of candidates. Under
the joint action of candidate confidence and character-
based LMs, a forward-backward search [16] is first em-
ployed to produce new candidates (called BestN candi-
dates, BestN usually equals 10) from the modified
candidate set. Then, based on the BestN candidates, we
can further modify the candidate set using AWM, and
construct a word graph to carry out word-based post-
processing by the Viterbi search [15].

By synthetically employing various kinds of infor-
mation available, this hybrid post-processing system can
obtain high script recognition accuracy while giving due
attention to the processing speed and memory space at
the same time.

In this paper, we will not compare the various search
strategies, but only use the Viterbi search and forward-
backward search. In the following sections, we will dis-
cuss statistical language model, candidate confidence,
and candidate set size, respectively.

4 Statistical language model

The most widely used LMs, by far, are the n-gram
models. In the Chinese language, a word is a basic
syntax-meaningful unit. Although a word consists of
one or more Chinese characters, each character in the
word also has the definite meaning in itself. Thus, con-
ventional n-gram Chinese LMs can be based on either
characters or words.

4.1 Description of Chinese LMs

Based on Chinese characters, for n=2, 3, we have the
character-based bigram model (charBi) and the charac-
ter-based trigram model (charTri) expressed, respectively
as follows:

T

p(8) = plso)[ [ plsils—)

t=2

(2)
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T

p(S) = plsi)p(sals) [ [ plsilsi-2s:-1) (3)
=3

Considering Chinese words, we use S = wiwa, ..., wp (S

contains 7" words, T° < T)instead of S=s, s, ... s7. For

example, in Fig. 2, S= #& 5 AL T2 /jJj] where

T=28 and T"=3. Based on Chinese words, for n=2, we
have the word-based bigram model (wordBi) expressed
as follows:

p(8) = pw) [ T pwilwi-1) (4)

Considering Chinese word classes, we partition the
vocabulary of size W into a fixed number G of word
classes by mapping function G:w — g(w), in which each
word w of the vocabulary belongs exactly to one class
g(w). For a class-based bigram model (classBi), we then
have:

Pe(Wilwi—1) = p(g(w)|g(wi—1)) x p(wilg(w)) (5)

where p. (w,|w,_1) can be used to replace p(w, |w, . ) in (4).
For obtaining word classes, the exchange algorithm
using the criterion of perplexity improvement was em-
ployed [12]. In this paper, we test 500 and 2,000 word
classes, from which we obtain the class-based bigram
models called class500 and class2k, respectively.

While class-based LMs generalize better to unseen
word sequences, word-based LMs in general have better
performance when enough training corpora are avail-
able. It is desirable to retain the advantages of each of
these models by combining their word predictions [20].
So, we can construct a hybrid bigram model (hybridBi)
that combines word-based bigrams with class-based
bigrams by linear interpolation expressed as follows:

Pr(wilwi—1) = A x p(wilw,1) + (1 = 4) X pe(wi|w, 1)
(6)

The optimal value of A can be estimated by optimizing
over the held-out data. Interpolating wordBi with
class500 and class2k, we obtain hybrid500 and hybrid2k,
respectively.

4.2 Perplexity

The most common metric for evaluating a LM is the
probability that the model assigns to characters or
words in a test corpus, or the perplexity [21]. The per-
plexity (PP) can be defined as follows:

PP =pM) " (7)

where M is a sequence of the test corpus with length L
(the total number of characters); p(M) is the probability
of M, which can be computed using various LMs trained
from corpora. Intuitively, PP can be interpreted as the
average number of possible successors of a Chinese word
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or character. In applications, lower PP normally leads to
better performance [21].

For a test corpus, the PP of a given LM is affected by
the size of training corpus, the smoothing method for
unseen n-grams, and count cutoffs. For statistical LMs,
smoothing technology for sparse data is a central issue.
Chen and Goodman [22] investigated the most widely
used smoothing methods for addressing the English
sparse data issues. For large training corpora, count
cutoffs (pruning) are often used to restrict the size of the
n-gram model constructed. With model pruning, all
n-grams with fewer than a given number of occurrences
in the training corpora are ignored.

In Sect. 7.2, we will display the PPs of various LMs
and give the comparative experiments and results in
detail.

5 Candidate confidence

In this section, we discuss the estimation of the posterior
probability p(s; |x,) of a candidate ¢, in (1). Without loss
of generalization, we replace p(s, |x,) with p(cy 1x)! in the
following statements.

It is very difficult to directly obtain the posterior
probability of a candidate [13, 23]. The minimal distance
classifier is a common selection in ICCR for its sim-
plicity, where the decision based on the maximal pos-
terior probability is converted into the decision based on
the minimal distance. The higher the posterior proba-
bility, the lesser is its correlative distance.

Confidence measurement is an important issue in
character recognition, which is a quantitative estimation
of the potential correctness of recognition candidates.
For a given candidate, the confidence value ideally
equals the posterior probability. Several approaches
have been proposed to convert the distance value of ¢,
into its confidence value.

Xu et al. [23] used an empirical distance formula
(EDF1) to compute p(c, |x), as expressed in (8).

(1/dy)
S 1/d;’

Lee and Chen [24] used another empirical distance for-
mula (EDF2) to compute p(ci |x), as expressed in (9).

p(Ck|X): k:1527"'7K (8)

1
plerlx) = ﬂ, scorey = ————
> i score; de—di +1
k=12,... K 9)

Lin et al. [25] proposed the adaptive confidence
transform (ACT) method to estimate p(c, |x). The ACT
method first constructs a so-called generalized confi-
dence from d; d, ... dg, and then maps a generalized
confidence into probability through a transform. This
transform can be trained using typical samples.

Lx denotes a character image and ¢ is the kth recognition candidate
of x.

Li and Ding [26] proposed the logistic regression
model (LRM) to directly convert the distance measure-
ment of a candidate ¢, into its confidence value. The
LRM method defines d; d> ... dg as independent vari-
ables and the correctness of ¢, as a dependent variable
(Y). If ¢ is the correct character, Y =1; otherwise,
Y =0. The mean value of Y can be regarded as p(cy |x),
which is expressed as:

-1
plerlx) = (1 + exp ([315 + Z ﬁfd,)) , I<k<K
i=1
(10)

where § X, is the regression coefficient, which can be
estimated by maximum likelihood estimation [27, 28]
through the recognition results of some training sam-
ples. z is the order of regression model.

In Sect. 7.3, we will show the influence of different
estimation methods of candidate confidence on script
recognition accuracy.

6 Candidate set size

The size of candidate set is vital to both the processing
speed and the improvement of recognition accuracy in
the contextual post-processing.

6.1 Analysis of candidate set size

Owing to the large character set, the number of candi-
dates K in a candidate set is usually limited. If K is too
small to capture the true candidate in a limited candidate
set, we cannot select the correct character through post-
processing, no matter how precise both the LMs and
candidate confidence are. On the other hand, if K is very
large in order to capture the true candidate, the con-
textual post-processing with the excessive number of
candidates would be very time-consuming even if the
correct character can be selected [11]. In order to obtain
an ideal performance, how many candidates are suitable
in the contextual post-processing?

In our experiment, 300 test sample sets are divided
into five classes (see Sect. 7.1): (Class-A) best-quality
samples with an accuracy of more than 90%; (Class-B)
good-quality samples with an accuracy between 80 and
90%; (Class-C) fair-quality samples with an accuracy
between 70 and 80%; (Class-D) bad-quality samples
with an accuracy between 60 and 70%; (Class-E) worst-
quality samples with an accuracy below 60%. Some
samples for the five classes are illustrated in Table I.
With the above five classes of samples, Table 2 shows
the cumulative recognition accuracy’ (CRA) with
increasing K.

2Cumulative recognition accuracy=(1.0xthe number of correct
characters in the top K candidates / total characters)x100%



Table 1 Some samples with various writing styles
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From Table 2, we can see that:

1. For Class-A samples, the first candidate’s accuracy
(FCA) is high and CRA rises slowly with increasing
K. The CRA discrepancy between K=10 and K=1is
less than 5%, whereas the CRA discrepancy between
K=50 and K=20 is only 0.09%. K=20 may be en-
ough in this case.

2. For Class-C samples, CRA rises fast with increasing
K, where the discrepancy between K=10 and K=1 is
about 20%, whereas the discrepancy between K=90
and K=20 is near 2%. CRA with K=100 is only
0.06% higher than that with K=90. K=90 may be
enough in this case.

3. For Class-E samples, FCA is very low and CRA rises
rapidly with increasing K. The discrepancy between
K=10 and K=1 surprisingly reaches 30%, and the
discrepancy between K= 100 and K=20 also reaches
6%. CRA with K =100 is still 0.23% higher than
that of K=90. In this case,K=100 is not enough yet.

Intuitively, the number of candidates K should be
small if a script is well recognized (FCA is high);
otherwise, K should be large. Fig. 4 illustrates an
empirical relationship curve between K and FCA, where
higher FCA leads to smaller K and lower FCA leads to
larger K. According to this empirical curve, we can select
a suitable number of candidates through estimating
FCA for a script, as shown in Sect. 7.3.

Table 2 CRA comparison for the five classes of sample sets (%)
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Fig. 4 An empirical curve between the number of candidates and
FCA

6.2 Candidate set modification

From Table 2, we know that for the poorly recognized
samples, even using 100 candidates may sometimes fail
to capture the correct characters. On the other hand,
post-processing with a large number of candidates could
be very time-consuming. The inclusion of potentially
correct characters in a limited number of candidates is
very important for improving the contextual post-pro-
cessing performance of script recognition in both accu-
racy and speed.

For a special ICCR, it has its own characteristics of
errors which are based on its underlying understanding
of how some of the characters could often be mistaken
for others. This kind of recognition characteristics is
represented by a confusion matrix. From the viewpoint
of knowledge, a confusion matrix could be regarded as
the prior knowledge of a character recognition system.

In our previous work [10], based on the confusion
matrix, two methods were proposed to recall the
potentially correct characters. The one called the CSE
method is to use the original candidates in a candidate
set to conjecture the most likely correct characters, and
then combine them with the original candidates to
produce a new candidate set. The other one called the
approximate word match (AWM) method performs an
approximate matching of adjoining characters in a sen-
tence with Chinese words so as to recall the most likely
correct character.

In Sect. 7.4, we will display the influence of candidate
set size on both script recognition accuracy and post-
processing speed. The influence of CSE and AWM on
hybrid post-processing will be shown in Sect. 7.5.

K 1 10 20 30 40 50 60 70 80 90 100

Class-A 94.68 99.59 99.76 99.81 99.83 99.85 99.86 99.87 99.87 99.88 99.88
Class-B 86.13 98.09 98.86 99.13 99.26 99.35 99.41 99.46 99.49 99.52 99.54
Class-C 76.4 95.09 96.9 97.62 97.98 98.23 98.41 98.56 98.68 98.77 98.83
Class-D 66.74 90.6 93.76 95.16 95.91 96.48 96.85 97.13 97.28 97.48 97.64
Class-E 57.86 85.63 90.37 92.39 93.6 94.42 95.01 95.38 95.8 96.13 96.36
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7 Experimental results

This section illustrates the influence of various factors on
the performance of contextual post-processing in detail,
through a series of experiments. We have conducted
these experiments on a DELL PC (Pentium-1V, CPU
2.4 GHz, 256 Mb RAM).

7.1 Experimental design

The experiments aims to address the issues discussed in
sections 4 to 6 and to finally test our hybrid models.
Thus there will be four experiments in stages to be dis-
cussed in detail in Sects. 7.2-7.5: (1) experiments on
LMs, (2) experiments on candidate confidence, (3)
experiments on candidate set size and (4) experiments on
hybrid models.

The corpora used here come from the People’s Daily
(1993-1996). People’s Daily corpora are very compre-
hensive and LMs trained by them can be widely applied
to different domains. In the Chinese lexicon, there are
3,763 character types and 79,029 word types, respec-
tively. There are four training corpora, named as set! to
set4. setl, set2 and set3 consist of 1993 newspapers (19.4
million characters, 12.5 million words), 1993-1994
newspapers (39.4 million characters, 25.5 million words)
and 1993-1995 newspapers (63.7 million characters, 41.4
million words). set4 consists of set3 and 1996 newspa-
pers excluding November and December, which contain
83.8 million characters (54.4 million words). The texts of
November 1996 are used as held-out data. The test
corpus is made of the texts containing 2.2 million
characters (1.4 million words) from December 1996. In
the following experiments except for Sect. 7.2.1, set4 is
referred to as the training corpus. In our experiment,
seven LMs described in Sect. 4.1 are trained, namely
charBi, charTri, wordBi, class500, class2k, hybrid500 and
hybrid2k.

“THOCR97 Synthetical and Integrated Chinese
Character Recognition System” [29] is used as the ICCR,
in which a minimal distance classifier is adopted. There
are 1,400 sample sets, of which 1,100 sample sets with an
average recognition accuracy® (RA) of 89.05% are re-
garded as training sets. The remainder, containing 300
sample sets, is regarded as test sets with an average RA
of 87.85%. Every sample set consists of 3,755 offline
handwritten Chinese simplified characters.

The three scripts used in the post-processing experi-
ment were handwritten by 30 writers, i.e., Script-A,
Script-B and Script-C, whose RAs without post-pro-
cessing (Topl) are 92.32, 81.58, and 70.84%, respec-
tively. Their CRAs of the top ten candidates (Top10) are
99.31, 95.73 and 87.97%, respectively. Each script con-
sists of about 22,000 characters, involving news, politics,

3recognition accuracy = (1.0 — the number of incorrect characters /
total characters)x100%

and computer selected from the Internet (the contents
are not in set4).

7.2 Experiments on language models

As stated in Sect. 4, the performance of a given LM is
affected by the size of training corpus, the smoothing
method, and the pruning threshold. With the above se-
ven LMs, experiments in this subsection investigate the
influence of these three LM factors on both the PPs for
the test corpus and the RA for Script-B. While doing the
following contextual post-processing, ten original can-
didates and candidate confidence estimated by LRM
(see Sect. 7.3) are employed.

7.2.1 The size of training corpus

With different corpus size, we test RAs and PPs using
the Jelinek-Mercer smoothing method [22], as shown in
Figs. 5 and 6, respectively.

From Fig. 5, we can see that:

1. Obviously, charTri has the highest RA while charBi
has the lowest RA. wordBi has a higher RA than
charBi.

2. The RA of classBi is higher than that of charBi, but a
little lower than that of wordBi. Obviously, class2k
has a higher RA than class500.

3. Both hybrid500 and hybrid2k have higher RAs than
wordBi. It is worth noting that hybrid500 almost has
the same RA as hybrid2k. This result indicates that
more word classes are hardly beneficial for con-
structing hybridBi. Small classes may be enough to
construct hybridBi.

4. With an increasing size of the training corpus, the
RAs of all LMs increase. Note that the RAs of both
classBi and hybridBi increase slowly while the RAs of
conventional n-gram LMs increase fast. For small
training corpora, hybridBi is beneficial to improve
RA. For example, with set/, its RA is even a little
higher than that of the RA of charTri.
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The size of training corpus
Fig. 5 The RA affected by the size of training corpus
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Fig. 6 Perplexity affected by the size of training corpus

From Figs. 5 and 6, we can see that lower PP cor-
relates with a higher accuracy. Obviously, charBi has the
highest PP while charTri has the lowest PP. wordBi has a
little higher PP than charTri.

7.2.2 Smoothing method

Comparing the following four smoothing methods:
Jelinek-Mercer (J-M), Witten-Bell (W-B), Katz, and
Kneser-Ney (K-N) smoothing (see details in [22]), we
test RAs and PPs for the seven LMs, as shown in
Tables 3 and 4, respectively.

From Table 3, we can see that different smoothing
methods could impact RAs to some extent; however, the
discrepancy for a given LM is trivial. For implementing
simplicity, the J-M smoothing method is a good method
for the contextual post-processing and is adopted in the
following post-processing.

From Tables 3 and 4, we can also see that lower PP
correlates with a higher accuracy.
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Fig. 8 The RA affected by model pruning

7.2.3 Pruning language model

Figure 7 demonstrates that the memory requirement
varies with pruning threshold (PT) for charBi, charTri,
wordBi, class500 and class2k. Without count cutoffs, the
sizes of these five LMs are 12, 53, 49, 2, and 16 Mb,
respectively. Since hybridBi consists of wordBi and

Table 3 RA affected by

different smoothing I-M W-B Katz K-N

methods (%)
CharBi 93.51 93.56 93.58 93.58
CharTri 94.34 94.27 94.38 94.30
WordBi 93.92 93.96 93.97 94.04
class500 93.74 93.77 93.74 93.77
class2k 93.85 93.80 93.82 93.77
hybrid500 94.08 94.12 94.14 94.14
Hybrid2k 94.11 94.05 94.02 93.99

Table 4 Perplexity affected by

different smoothing methods J-M W-B Katz K-N
charBi 75.7 75.2 74.9 74.9
charTri 36.2 34.9 34.6 35.6
wordBi 39.2 38.4 37.9 37.5
class500 60.3 58.8 58.8 58.8
class2k 47.5 46.4 46.3 46.4
hybrid500 38.7 37.9 37.5 37.2
hybrid2k 38.5 37.7 373 37.0
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classBi, its size is certainly larger than wordBi. hybrid500
and hybrid2k need 51and 65 Mb, respectively.

With increasing PT, except for class500, the other
LMs’ sizes decrease exponentially. Especially, pruning
the n-grams with one occurrence can greatly decrease the
size of a model. For example, the memory space is only
28 Mb for charTri and 20 Mb for wordBi in this case.
The effects of count cutoffs on both RAs and PPs are
shown in Fig. 8 and Fig. 9, respectively.

From Fig. 8, we can see that:

1. With increasing PT, RA decreases for charTri and
wordBi ; for charBi, its RA decreases very slowly as
compared to charTri and wordBi.

2. In comparison with hybridBi and class2k, conven-
tional n-gram LMs (i.e., charBi, charTri, and wordBi)
are rather sensitive to PT. Especially, class500 is fairly
robust to PT.

3. For class500, its RA almost remains unchangeable
when increasing PT. For class2k, its RA with pruning
fewer counts even outperforms that without pruning,
its RA only decreases when PT > 5.

4. For hybrid500 and hybrid2k, their RAs almost equal
and decrease very slowly with increasing PT, al-
though their model sizes reduce greatly.

From Fig. 8 and Fig. 9, lower PP also correlates with
a higher accuracy. In speech recognition, it is well-
known that lower PP correlates with better performance.
Through investigating the influence of these three LM
factors on PPs and RAs, we see that there is a similar
relationship: lower PP correlates with a higher accuracy
in script recognition.
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Fig. 10 Post-processing time as a function of the number of
candidates

7.3 Experiments by candidate confidence

In this subsection, we compare the four estimation
methods of candidate confidence introduced in Sect. 5,
namely EDF1, EDF2, ACT and LRM.

For ACT method, 1,100 training sample sets are used
to obtain a confidence look-up table. In practice, can-
didate confidence can be directly obtained from the
look-up table.

For LRM method, 50 training sample sets with an
average RA of 87.40% are used to estimate the regres-
sion coeflicients in (10). The distance value di(1 < i <
K) is normalized to the value within 0-100. For the first
original candidate, we have

plc1lx) = (1 + exp(—0.647 + 0.439d; — 0.3254,

—0.086d3))"" (11)
For the second candidate, we have:
plealx) = (1 +exp(—0.221 — 0.377d; + 0.392d,))~"
(12)

For the subsequent candidates (k>2), their confidence
can be computed by (13), which depends on d; and the
corresponding distance value d.

pleelx) = (1 + exp(0.595 — 0.334d, + 0.344d;)) "k > 2
(13)
The posterior probability estimated by ACT and LRM

should be more accurate than that designed artificially in
EDF1 and EDF2.

Table 5 The influence of four confidence estimation methods on RA (%)

Topl Equal confidence EDFI1 EDF2 ACT LRM
Script-A 92.32 89.75 93.19 98.09 98.49 98.51
Script-B 81.58 82.26 84.63 92.66 93.44 93.51
Script-C 70.84 75.04 76.94 83.68 84.38 84.44
Average 81.58 82.35 84.92 91.48 92.10 92.15




7.3.1 Candidate confidence affecting accuracy

For the three scripts, using charBi and ten candidates,
we test the influence of four estimation methods of
candidate confidence on their RAs, as shown in Table 5.

From Table 5, we can see that candidate confidence is
very important for the contextual post-processing. Al-
though EDF1 can reflect the reliability of candidates, its
performance is rather bad. Considering the distance
discrepancy between the first candidate and the related
candidate, EDF2 has better performance than EDF1.
ACT can be trained by a large number of recognition
results, so it has fairly better performance than EDF2.
From a statistical point of view, LRM can also be
trained by a large number of recognition results, hence it
has the best post-processing performance among the
above four confidence estimation methods.

On the other hand, in order to further indicate the
importance of candidate confidence, we assume that all
candidates are of equal confidence value (p(cp |x) is
equal for k=1,2, ..., 10), in other words, the influence
of candidate confidence on the post-processing is
omitted and the post-processing thoroughly depends on
LMs. In this case (see the third column in Table 5), the
RA of Script-A does not increase but decrease, while
the improvement of poorly recognized scripts is very
limited.

7.3.2 Script quality evaluation

In Chinese script recognition, we should first estimate
FCA of a script so that we can select a suitable K to
execute the post-processing. Lin [30] proved that the
mean value of all the first candidates’ confidence in a
sample set is equal to the expectation value of character
recognition accuracy. Thus, we can estimate the accu-
racy of script recognition before post-processing, that is
to say, the quality of recognition results in ICCR can be
evaluated (called script quality evaluation). Apparently,
K should vary with each script. In practice, after esti-
mating the FCA of a script using the first candidate’s
confidence, we can assign a suitable K to the post-pro-
cessing for the script according to Fig. 4.

Using LRM and ACT, the estimation results of FCA
on the five classes of samples from 300 test sets are
shown in Table 6.

Table 6 illustrates that the estimation results of both
LRM and ACT have fairly good preciseness. Compared
to ACT, LRM has better preciseness. For not poorly
recognized sample sets, the estimation error of LRM is

Table 6 FCA estimation using candidate confidence
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below 2% (such as Class-A, Class-B, and Class-C). But
for badly recognized sample sets, the estimation error is
large, such as Class-D and Class-E. The reason is that
the overall quality of training samples is good (FCA is
more than 87%), whereas there are not enough worse-
quality training samples. In practice, we only need to
roughly estimate FCA of a script, and then decide the
appropriate value of K.

In script quality evaluation, the FCAs are estimated
by LRM as 93.38, 83.56, and 72.45% for Script-A,
Script-B, Script-C, respectively. Their suitable K could
be roughly estimated as 20, 50, 100 for each script
according to Fig. 4.

In the next subsection, we will still see that the
excessive number of candidates would not only increase
the overall processing time but also decrease the overall
recognition accuracy of scripts due to excessive errone-
ous word formations in the lexicon lookup. Therefore,
selecting a suitable K is very important for the post-
processing of script recognition.

7.4 Experiments on candidate set size

In this subsection, we will display the influence of can-
didate set size on both post-processing speed and script
recognition accuracy.

7.4.1 Effect of candidate set size on post-processing speed

The contextual post-processing speed mainly depends on
three factors: the complexity of looking up LM param-
eters, the complexity of searching optimal sentence, and
the complexity of constructing a word graph. Appar-
ently, the parameters of charBi are far fewer than those
of charTri and wordBi (see Fig. 7), and the searching
space of charBi post-processing is also far smaller than
that of charTri and wordBi post-processing. On the other
hand, neither charBi post-processing nor charTri post-
processing requires the construction of word graph. For
classBi, although its parameters are extremely few, its
post-processing needs the construction of word graph
like wordBi post-processing. Intuitively, hybridBi post-
processing is more complex than both wordBi post-pro-
cessing and classBi post-processing.

We adopt the seven LMs without pruning to obtain
the relationship curve between the post-processing time
and the number of candidates K for Script-B, as shown
in Fig. 10. Noting that the complexity of constructing a
word graph rapidly rises with increasing K [15], we have,

ClassA ClassB ClassC ClassD ClassE
The number of sets 145 100 40 10 5
True (%) 94.68 86.13 76.65 67.69 58.31
ACT (%) 93.00 85.75 79.53 73.97 70.10
LRM (%) 93.46 86.02 78.32 71.58 67.08
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in practice, only processed the candidate set in which the
first candidate’s confidence is less than 0.99.

As can be seen from Fig. 10, charBi post-processing is
extremely fast and its processing time is almost negligi-
ble as compared to others. Since charTri post-processing
does not require the construction of word graph, its
post-processing is faster and its processing time rises
linearly with increasing K, while wordBi post-processing
appears very slow and its processing time rises expo-
nentially with increasing K. For classBi, its processing
time also rises exponentially with increasing K, although
its post-processing is rather fast with small K. Obviously,
hybridBi post-processing is a little slower than wordBi
post-processing.

It is noticeable that both wordBi post-processing and
hybridBi post-processing are very slow when K is large.
In Fig. 10, for K= 50, wordBi post-processing, hybrid500
post-processing and hybrid2k post-processing take 38,
43, and 48 min, respectively; while charTri post-pro-
cessing, class500 post-processing and class2k post-pro-
cessing take 10, 14, and 17 min, respectively. However,
for K =50, charBi post-processing only needs 23 s.

7.4.2 Effect of candidate set size on accuracy

With the seven LMs, we test the relationship between the
recognition accuracy and K for Script-A Script-B, and
Script-C, as illustrated in Fig. 11, 12, and 13, respec-
tively. We also display the CRA with varying K for each
script in its corresponding figure.

From Fig. 11, 12, and 13 experimental results are
characterized by the following:

1. Obviously, the post-processing with suitable K can-
didates can obtain fairly higher RA than the tradi-
tional 10 candidates. For Script-B, its RA approaches
its Topl0; for Script-C, its RA even surprisingly
outperforms its CRA of the top 20 candidates.

2. We should select a suitable K for each script. For
Script-A, K=20 is optimal for the post-processing
(the accuracy reaches 99.26%), while K> 20 does not
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Fig. 11 The RA of Script-A varying with the number of candidates
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Fig. 13 The RA of Script-C varying with the number of candidates

improve its accuracy, instead decreases it. Similarly,
K=50 is optimal for Script-B, its accuracy reaches
96.69%. However, from Fig. 13 it seems that even
K=100 is not enough for the post-processing of
Script-C, since we can steadily improve the accuracy
with increasing K. The accuracy of Script-C can reach
94.05% with 100 candidates.

3. Obviously, the recognition accuracy of a script with
post-processing is confined by its CRA. If there is no
correct character in the limited candidate set, we
cannot select the correct character through the post-
processing. We find an interesting phenomenon that
the optimal K depends on the variation trend of
CRA. This phenomenon can be explained as follows:
when CRA barely improves with increasing K,
additional candidates can rarely include the correct
character, but also produce the excessive erroneous
word (or co-occurrence pair) formations resulting in
a decrease in recognition accuracy.
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Script-A (%) Script-B (%) Script-C (%) Average (%) ECR (%) APT (s)
Topl 92.32 81.58 70.84 81.58 - -
charBi K 98.88 95.61 90.37 94.95 72.60 31
charTri K 99.26 96.69 93.35 96.43 80.62 708
wordBi K 99.22 96.54 93.94 96.57 81.38 13,217
class500_K 99.15 96.13 92.77 96.02 78.39 10,028
class2k_K 99.16 96.44 93.60 96.40 80.46 10,429
hybrid500_K 99.24 96.69 93.95 96.63 81.70 14,009
hybrid2k K 99.25 96.71 94.05 96.67 81.92 14,475

7.5 Experiments on hybrid post-processing

From Sect. 7.4.2, we know that the post-processing with
suitable K candidates can effectively improve the accu-
racy of script recognition; however, post-processing is
rather slow with increasing K, especially for wordBi and
hybridBi post-processing. On the other hand, allowing
the correct character to be captured in a limited number
of candidates is vital to post-processing.

As described in Sect. 3.3, Script Quality Evaluation is
employed to roughly estimate the suitable number of
candidates (see Sect. 7.3.2) in post-processing. The other
two optional modules (Candidate Set Expansion and
Approximate Word Matching) are employed to capture
the potential correct characters, in which the confusion
matrix is obtained from 1,100 training sets (see Sect.
7.1). Combining Character-based Post-processing and
Word-based post-processing can obtain high script rec-
ognition accuracy while giving due attention to pro-
cessing speed at the same time. Considering the
processing speed, we use charBi post-processing here.

This subsection shows the performance of the hybrid
post-processing in details. In contrast to Fig. 11, 12 and
13, Table 7 shows the post-processing results with the
optimal number of candidates K, which is regarded as
the baseline of common post-processing performance
for the seven LMs. The error correction rate* (ECR) and
the average processing time (APT) are also listed in
Table 7. Comparing charBi_ K and hybrid2k_K, al-
though the latter obtains higher accuracy, the former is
far faster than the latter.

In the hybrid post-processing system, after the charBi
post-processing using forward-backward search is first
executed on the optimal number of candidates, the
word-based post-processing using the Viterbi search is
executed on a small candidate set with 10 new candi-
dates. Here, we consider five types of the word-based
post-processing, which employ wordBi, class500, class2k,
hybrid500, and hybrid2k, respectively. Thus, using these
five LMs, we have five corresponding types of hybrid
post-processing.

We investigate the influence of CSE and AWM on
the performance of hybrid post-processing, as shown in

derror correction rate=(1.0 — the number of errors after post-

processing / the number of errors before post-processing)x100%

Tables 8, 9, 10, 11, where H, E and A denote hybrid
post-processing, CSE and AWM, respectively. The
performance of the hybrid post-processing without
CSE and AWM is given in Table §. Considering the
CSE method in the charBi post-processing, where
combined candidate sets are employed to replace ori-
ginal candidate sets, the performance of hybrid post-
processing is shown in Table 9. Considering the AWM
method in the word-based post-processing, where
additionally approximate words are inserted into the
word set in a word graph, the performance of hybrid
post-processing is show in Table 10. Table 11 shows
the performance of hybrid post-processing with both
CSE and AWM.

In Table 8, since the word-based post-processing is
executed with only ten candidates, the hybrid post-pro-
cessing speed is fairly fast compared to the conventional
word-based post-processing with the suitable number of
candidates in Table 7. Meanwhile, the hybrid post-pro-
cessing in Table 8 can obtain the comparable RAs as the
word-based post-processing in Table 7. For example,
hybrid2k_H with 96.64% is 100 times faster than
hybrid2k_K with 96.67%.

Compared to Table 8, using CSE can further improve
RA in Table 9. Although there is only a little improve-
ment for Script-A, the improvement is fairly obtained
for Script-B and Script-C. In comparison with Table §,
using AWM can also improve the accuracies of Script-B
and Script-C in Table 10. However, for Script-A, its
accuracy instead of increasing, decreases a little. The
reason may be explained as follows: since the accuracy
of Script-A in Table 9 is very high (not less than
99.15%), the AWM method may produce the excessive
erroneous word formations so that the accuracy de-
creases. Compared to Table 9, using AWM can further
improve RAs of Script-B and Script-C in Table 11. For
Script-A, its RA decreases a little, similar to that in
Table 10.

From Tables 9, 10 and 11, one can see that both CEA
and AWM are very beneficial in improving the accuracy
of not well-recognized scripts. For the well-recognized
scripts, since their CRA of the top 10 or 20 candidates is
very high, neither CEA nor AWM is needed in the hy-
brid post-processing.

With our proposed hybrid post-processing system,
we can obtain high script recognition accuracy while
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Table 8 Hybrid post-processing performance without CSE and AWM

Script-A (%) Script-B (%) Script-C (%) Average (%) ECR (%) APT (s)
Topl 92.32 81.58 70.84 81.58 - -
wordBi_H 99.23 96.68 93.77 96.56 81.32 89
class500_H 99.15 96.44 93.16 96.25 79.64 34
class2k_H 99.18 96.56 93.59 96.44 80.69 41
hybrid500_H 99.25 96.75 93.82 96.61 81.58 93
hybrid2k _H 99.26 96.75 93.92 96.64 81.78 144
Table 9 Hybrid post-processing performance with CSE
Script-A (%) Script-B (%) Script-C (%) Average (%) ECR (%) APT (s)
Topl 92.32 81.58 70.84 81.58 - -
wordBi_HE 99.24 97.49 94.83 97.19 84.73 174
class500_HE 99.17 97.27 94.29 96.91 83.22 123
class2k_HE 99.19 97.44 94.64 97.09 84.20 135s
hybrid500_HE 99.26 97.57 94.93 97.25 85.09 189
hybrid2k_HE 99.27 97.59 94.96 97.27 85.20 230
Table 10 Hybrid post-processing performance with AWM
Script-A (%) Script-B (%) Script-C (%) Average (%) ECR (%) APT (s)
Topl 92.32 81.58 70.84 81.58 - -
wordBi_HA 99.19 97.52 94.49 97.07 84.08 133
class500_HA 99.15 97.31 93.88 96.90 83.15 48
class2k_HA 99.16 97.44 94.26 96.95 83.46 60
hybrid500_HA 99.23 97.59 94.63 97.15 84.53 144
hybrid2k _HA 99.23 97.63 94.64 97.17 84.62 190
Table 11 Hybrid post-processing performance with both CSE and AWM
Script-A (%) Script-B (%) Script-C (%) Average (%) ECR (%) APT (s)
Topl 92.32 81.58 70.84 81.58 - -
wordBi_HEA 99.21 97.97 95.38 97.52 86.54 198
class500_HEA 99.17 97.63 94.78 97.19 84.76 132
class2k_HEA 99.16 97.82 95.18 97.39 85.81 152
hybrid500_HEA 99.25 98.03 95.64 97.64 87.19 207
hybrid2k_HEA 99.24 98.06 95.65 97.65 87.24 248
Table 12 Performance comparison of several post-processing schemes
Post-processing method LM size (Mb) Accuracy (%) Processing time (s)
No pruning Pruning No pruning Pruning No pruning Pruning
charBi_K 12 3 94.95 94.94 31 30
charTri_K 53 22 96.43 96.26 708 620
wordBi_K 49 14 96.57 96.47 13,217 12,407
class500_K 2 - 96.02 - 10,028 -
wordBi_H 61 17 96.56 96.12 89 63
hybrid500_H 63 19 96.61 96.42 93 67
hybrid500_HEA 63 20 97.64 97.49 207 179

giving due attention to processing speed at the same
time. Compared to the traditional post-processing with
only ten original candidates, this hybrid post-process-

ing system can greatly improve the accuracy of script
recognition from 92.66 to 97.65%, which means 87%
ECR in comparison with traditional 60% ECR.



8 Proposals for real recognition tasks

In evaluating the performance of post-processing, be-
sides recognition accuracy, memory space and compu-
tational cost are also important factors.

According to the experimental results in Sect. 7.5, we
can make an appropriate decision in choosing a suitable
contextual post-processing method for constructing a
practical post-processor when a script is recognized.
Which post-processing method to be employed really
depends on the available memory and computational
resources as well as the requirement of response time in
real recognition tasks.

We summarize several typical post-processing
schemes in terms of post-processing method, model size,
recognition accuracy, and processing time in Table 12.
The hybrid post-processing needs 768 kb to store the
confusion matrix for CSE and 608 kb to store the
capability of constructing two-character words for
AWM.

As shown in Table 12, both wordBi_K and class500_K
are extremely time-consuming, while the hybrid post-
processing schemes’ speeds are acceptable. For #hy-
brid500_HEA, the average recognition accuracy reaches
97.64%, while the processing time is only 207 s. This
demonstrates that hybrid post-processing can effectively
improve the accuracy of script recognition while giving
attention to the processing speed at the same time. For a
page of 400 handwritten Chinese characters, hy-
brid500_HEA only needs 3—4s to process it.

It is noticeable that model pruning can greatly reduce
the size of a LM, while the model’s capability of
improving accuracy only decreases a little. For char-
Bi_K, there is almost no change of RA when the model
size reduces from 12 Mb to 3 Mb. For hybrid500_HEA,
there is only a little decrease of RA when the model size
reduces from 63 to 20 Mb.

According to the requirement of a real recognition
system, one can select a suitable post-processing meth-
od. It is quite clear that if an application has to run on a
platform with only very limited memory, then
class500_K is the choice to build a practical post-pro-
cessor. If processing speed is strictly required in some
applications, charBi_K is a practicable method. If high
recognition accuracy is the main concern of the appli-
cation, hybrid500_HEA can be used. On the other hand,
if the confusion matrix of a recognizer is inaccessible,
hybrid500_H is a good choice to obtain high accuracy.

9 Conclusion

In this paper, we analyze the key factors that have an
impact on the performance of contextual post-process-
ing: statistical LMs, candidate confidence, and candidate
set size. We show the perplexities of several LMs and
their influence on the recognition accuracy, and confirm
that lower perplexity correlates with a higher accuracy.
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We compare several estimation methods of candidate
confidence, and indicate that candidate confidence is
vital to the contextual post-processing. We discuss the
influence of candidate set size on post-processing time
and accuracy, and point out that a suitable number of
candidates should be selected for each script.

We build a hybrid post-processing system integrating
the above factors with script quality evaluation, CSE
and AWM, by which the average recognition accuracy
of three Chinese scripts (about 66,000 characters in
total) can reach 97.65%, that means 87.24% error cor-
rection rate in comparison with the 81.58% average
accuracy before post-processing. We also give a pro-
posal in choosing a suitable post-processing method
according to the requirement of a practical recognition
system.

This kind of hybrid post-processing can effectively
improve the accuracy of script recognition while giving
due attention to both processing speed and memory
space at the same time. The proposed hybrid post-pro-
cessing system can be readily applicable to online
handwritten Chinese script recognition.

In order to obtain good post-processing performance
(high accuracy and rapid processing), improving the
effectiveness of candidate sets is extremely important.
For poorly recognized scripts, we will still strive to allow
the correct character to be captured in a limited number
of candidates.
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