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Abstract Moving object detection with a mobile image
sensor is an important task for mobile surveillance sys-
tems running in real environments. In this paper, we
propose a novel method to effectively solve this problem
by using a Stereo Omni-directional System (SOS), which
can obtain both color and depth images of the envi-
ronment in real time with a complete spherical field of
view. Taking advantage of the SOS that the frame-out
problem never occurs, we develop a method to detect the
regions of moving objects stably under arbitrary move-
ment and pose change of the SOS, by using the spherical
depth image sequence obtained by the SOS. The method
first predicts the depth image for the current time from
that obtained at the previous time and the ego-motion of
the SOS, and then detects moving objects by comparing
the predicted depth image with the actual one obtained
at the current time.

Keywords Omni-directional stereo Æ Spherical image Æ
Mobile surveillance system Æ Moving object detection Æ
Ego-motion estimation

1 Introduction

Detecting moving objects in a dynamic environment by
using a mobile sensor is a basic and important task for
many applications in computer vision and robotics. For
example, an intelligent robot moving automatically in
human environments usually needs to detect moving
objects for its path planning or for finding human
attention candidates for tracking and/or interaction.
Similarly, mobile surveillance systems, which are
attracting more and more attention recently, also in-
volve the same task, because moving objects usually
should be put under closest surveillance. This paper
describes the method for moving object detection with a
mobile image sensor in a real environment by using a
new sensor.

Moving object detections can be classified into two
groups: moving object detection with a fixed sensor and
that with a mobile sensor. Compared with the former,
where the background in the image is static, the image
obtained by a mobile sensor contains changes over the
entire image not only due to the actual motion of
moving objects but also due to the change in the view-
point of the sensor. The motion of the viewpoint causes
changes in the background as well as the change from
occlusions causing regions to appear and disappear. It is
difficult to detect the change due to the motion of
moving objects from these changes. Another difficulty is
the frame-out problem, that is, the objects in attention
may move out of the field of view (FOV) of the sensor
due to the movements of the objects and/or the sensor.
Therefore, moving object detection with a mobile sensor
has been considered to be a hard problem until now.

In the past, both texture image-based approaches [1–
8] and depth image-based approaches [9–18] have been
explored to solve this problem. Generally, the texture-
based methods suffer from appearance variations of the
objects, the background and the occlusion when both
the objects and sensor are moving at the same time. In
contrast, since the depth image is the geometrical
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information of the scene, the methods based on depth
image can estimate the change of the view and occlusion
due to the movement of the viewpoint and are more
robust to the appearance of objects and the changes of
the illumination. Particularly, depth image with a wide
FOV is very effective for mobile surveillance systems
because it is more stable regarding the frame-out prob-
lem caused by the movement of the sensor.

Along the second approach, several methods [9–12]
have been proposed for moving object detection, by
attempting to use depth image with a wide FOV. A
representative approach of those methods is to use a
panoramic laser range finder. Prassler et al. [9] describes
a method which detects moving objects by calculating
the difference between the current and the previous
obstacle positions on a grid map. Since they estimate the
robot position only by dead reckoning, the accumulated
positional error of the robot may degrade the obstacle
map, and therefore may result in detecting static
obstacles as moving ones. Lu et al. [11] adopts a similar
approach, whereas the range data is also used for ego-
motion estimation to reduce the estimation error of dead
reckoning. However, because those methods use line-
scanning laser range finders, they can only detect objects
which are intersected by the scanning plane at a fixed
hight and may miss objects present only above or below
the scanning plane.

Recently, Koyasu et al. [12] proposed a method for
moving object detection using the omni-directional ste-
reo system composed of a pair of omni-directional
cameras, whose wide vertical FOV ensures more stabil-
ity in moving object detection. The method first projects
the panoramic depth image, which can be obtained by
matching the stereo omni-directional images to the
horizontal plane, and then generated the free space map
by storing the nearest obstacles. The moving objects are
detected by comparing the current observation with the
map. The ego-motion of the sensor is estimated using
the map to eliminate the error calculation in dead
reckoning.

The purpose of the above methods is obstacle
avoidance, so they only detect the moving objects closest
to the sensor, and cannot detect moving objects behind
some static obstacles. This may not be desirable for
some applications such as mobile surveillance systems.
Another problem is that although the above methods
adopt sensors with a perfect horizontal FOV, they still
have a limitation in the vertical FOV. This means that
when the sensor is slanted, which often happens when it
runs in a real environment, the changes in the visible
FOV of the sensor may cause frame-out of the objects
being observed, or yield a blind spot in the FOV of
concern to the observer.

In this paper, we use the spherical depth image ob-
tained by a mobile Stereo Omni-directional System
(SOS) [21], which was developed by us, for moving ob-
ject detection [24, 25]. The SOS has a complete spherical
FOV and is able to capture high-resolution color and
depth images of the entire surrounding environment

simultaneously in real time. We propose a Motion
compensatory inter-frame depth subtraction method to
detect moving objects robustly with the mobile SOS, by
using the depth image which is more to the changes of
the illumination and the view due to the motion of the
sensor and integrating the advantages of the complete
spherical FOV, ability to maintain a stable FOV without
blind spots during movement and pose changes of the
SOS and ability to estimate ego-motion robustly to the
occlusion by using the abundance of information by the
spherical FOV.

Our method tries to detect the regions of all the
moving objects even if they are partially occluded. We
detect the regions rather than feature points of the
moving object to achieve detection stability and reli-
ability, because regions are generally considered to be
more resistant to noise than feature points.

Our method adopts a similar approach as the frame
difference method, except that we use the depth image
instead of the texture. Since both the background and
the regions of the moving objects will change when the
SOS moves, the frame difference method cannot be ap-
plied directly. To deal with this problem, we first predict
the depth image for the current time from the ego-mo-
tion of the SOS and the depth image obtained at the
previous time, and then detect the moving objects by
comparing the predicted depth image with the actual one
obtained at the current time. The occlusion regions in
the predicted depth image caused by the change of
viewpoint are also estimated and distinguished from that
of the moving objects. A similar method [19], which
detects moving objects by predicting the texture image
from ego-motion parameters and previous depth image,
has been proposed, but the predicted texture comes
under the influence of the change of the illumination and
the error of ego-motion and depth map. We use the
depth image directly which is more robust under these
influences. Furthermore, we detect robustly despite the
frame-out problem and an occlusion by using the
spherical depth image obtained by the SOS.

2 Stereo Omni-directional System (SOS)

The SOS [21], provides both color and depth images of
the surrounding environment in real time with a FOV of
360�·180� and high resolution. Fig. 1 and Table 1 show
the prototype and the specification of the SOS, respec-
tively.

The SOS is composed of twelve stereo units, each one
of which is mounted on the surface of a dodecahedron.
Each stereo unit consists of three cameras, among which
the left and central cameras form a horizontal stereo pair
while the top and central cameras do a vertical pair. In
order to preserve the necessary precision of the depth
image obtained by stereo matching, sufficient length of
baseline between the cameras of the stereo pairs must be
kept. However, longer baselines will result in a larger
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system. For our research, we selected a baseline length of
50 mm, with which the depth image can be obtained
with satisfactory accuracy for the purposes of naviga-
tion, obstacle detection and moving object detection.

A total of twelve stereo units, each on of which is
mounted on a face of the dodecahedron, cover a complete
spherical FOV of the system with uniform high resolution.
One may simply mount the stereo units to a dodecahedron
which is large enough to contain one stereo unit in each
face, however, the size of the overall system will become
very large. In order to solve this problem, we first laid out
three cameras in a stereo unit resembling a T-shaped arm
(Fig. 2) and then mounted the stereo units to the

dodecahedron whose faces are much smaller than the size
of each stereo unit, nesting the arms so that the camera
planes of neighboring stereo units cross with each other
but such that their FOV are not obstructed by each other.
As a result, we succeeded in reducing the size of the entire
system (diameter: 11.6 cm; weight 615 g) while securing
the baseline length (50.0 mm).

Here, three cameras of each stereo unit are in the
same plane and their optical axes are parallel. The right
and top cameras are laid out parallel to x and y axes of
the image plane of the central camera, respectively.
Therefore, simple horizontal and vertical epipolar con-
straints can be applied to reduce stereo matching cost.
Furthermore, using two stereo pairs simultaneously has
the benefits that we can obtain more accurate and reli-
able depth information from the matching results in two
stereo pairs, and can get denser depth information using
the complementary relation in two stereo matching re-
sults. Fig. 3 shows the images obtained by a 3-camera
stereo unit.

We can integrate twelve color and depth images by
projecting them to an expanded cylindrical image of a
sphere. Figures 4 and 5 show examples of the spherical
color and depth image obtained by the SOS, respectively.

Fig. 6 shows the system diagram of the SOS. Images
obtained by the camera head are output over two fiber
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Fig. 2 A stereo unit

Fig. 1 The SOS prototype

Table 1 The SOS specification

Shape Dodecahedron

Image sensor 1/4’ CMOS image sensor
Effective resolution 640·480
Focal length 1.9 mm
Field of view 101�·76�
Base line length 50 mm
Frame rate 15 fps
Diameter of camerahead 11.6 cm
Weight 615 g
Electric power consumption 9W (15V, 0.6A)
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cables, each transmitting data at 1.2 Gb/s. A memory
unit and a control unit are implemented on a PCI board,
so camera control and image capture can be operated by
just one PC.

3 Motion compensatory inter-frame depth subtraction

3.1 Overview

Fig. 7 shows the overview of our method. First, we
estimate the relative ego-motion parameters of the SOS
between the previous time (T=t) and the current time
(T=t�Dt) by using the spherical texture and depth im-
age. Next, we generate a depth image for time t from the
ego-motion parameters and depth image obtained at
time t�Dt, when we assume that the scene is static.
Finally, we compare the actual depth image obtained at
the current time with the predicted depth image of the

previous time, which is generated under a static condi-
tion, and detect the inconsistent regions as moving ob-
jects. Meanwhile, the occluded regions caused by the
ego-motion of the SOS are estimated and used to reduce
the influence of the occlusion. Here, we present pixels,
points, surfaces, coordinates, axes and matrices with
uppercase letters and values and vectors with lowercase
letters.

3.2 Estimating ego-motion of the SOS

3.2.1 Slant estimation

The problem of estimating the slant of the SOS is to find
the direction of the vertical axis (Z-axis) of the SOS in
the world coordinate system. This problem is equivalent
to the problem of finding the slant of the vertical-axis Zw

of the world coordinate system in the coordinate system

Fig. 3 An example of images
obtained from a stereo unit

Fig. 4 Spherical color image Fig. 5 Spherical depth image
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of the SOS. As the direction of Zw has the same direction
as the vertical edges in the 3-dimensional (3D) space, we
estimate the slant by finding the peak of the distribution
of the vertical edge directions.

Suppose that a 3D vertical edge point Pw and its
direction ~ew ¼ ðXew Yew ZewÞ

> in the world coordinate
system are acquired as Ps and ~es ¼ ðXes Yes ZesÞ

>; respec-
tively, in the coordinate system of the SOS. In the 3D
space, since the vertical edge Ps þ k~es and Zw are parallel
and they are coplanar, Ps; ~es and Zw satisfy the relation
ðZw � PsÞ>~es ¼ ðPs � ~esÞ>Zw ¼ 0: As shown in Fig. 8,
this relation shows Zw is on a plane of
ðXYZÞðPs � ~esÞ ¼ 0: Obviously, all the homogeneous
planes composed of the vertical edges pass through the
intersection point Pz=(x,y,1) of Zw and Z=1 plane.
Generally, the vertical edges in the scene form a major
edge group and they have a large distribution in the
projecting plane. Therefore, the direction of Zw can be
estimate by detecting the peak (xPz,yPz,1) at p from the
projecting plane. Then the yaw a and the pitch b are
calculated from the peak (xPz,yPz,1) [22].

3.2.2 Estimating rotation and translation

We estimate the horizontal rotation / and translation
direction x of the sensor after the slant recovery. In

order to estimate these parameters, the approach [20]
using a number of feature points for stable estimation in
real time has been explored. However, the difficulties of
feature selection and matching still exist. In order to
estimate robustly without dealing with these problems,
we use an edge histogram. An edge histogram is more
robust to disturbance than feature points and discrete
edges because an edge histogram is a kind of statistical
feature. Moreover, the spherical images obtained by the
SOS are global information of the entire surrounding
environment and make estimation more robust to
occlusions. First, we generate a panoramic edge image
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from the spherical images with the slant recovered, as
shown in Fig. 9a, and then generate an edge histogram
by projecting each edge pixel vertically (Fig. 9b). As
shown in Fig. 10, when the SOS moves in the direction
x from the position at time t�Dt, the edge histogram
shift is small in direction x±np, n=0,1, and large in
direction x� ð2nþ1Þ

2 p; n ¼ 0; 1: The shift has the same
characteristic as a sin curve, where the rotation of the
SOS corresponds to the offset and translation direction
of the SOS does to the zero phase. Then, the rotation
and the translation direction are estimated by a sin curve
fitting the shifts in the edge histograms, which can be
found by matching the edge histograms at time t�Dt and
t [23].

3.2.3 Estimating movement distance

We estimate the altitude and translation distance using
the spherical depth image. The altitude distance lv is
estimated by matching the horizontally projected depth
histograms at time t�Dt and time t.

Next, we estimate the translation distance lh of the
SOS in the translation direction x. We generate the
depth histogram by orthogonally projecting the spheri-
cal 3D points obtained at time t�Dt. Fig. 11a shows the
depth histogram, we can see that parts of wall are pre-
sented as linear peaks. The distance lh in the direction x
is estimated by the shifts of those linear peaks on the
histograms at time t and t�Dt. We find the major surface
groups by detecting the direction of the liner peaks in the
depth histogram using the Hough transform, and cal-
culate the normal vector ~v1; ~v2 to the major surface
groups. Then, we find the nearest normal vector to the
direction x ( ~v1 in Fig. 11a) and generate one-dimen-
sional depth histograms at time t and t�Dt (Fig. 11c and
b). Finally, lh is acquired by matching these one-
dimensional histograms at time t and t�Dt.

3.3 Omni-directional depth image prediction

After the ego-motion of the SOS is estimated, we can
generate a predicted spherical depth image for the cur-
rent viewpoint from that observed at the previous
viewpoint, if we assume that the scene is static. In our
research, the predicated spherical depth image is gener-
ated for the ordinary pose of the SOS where its slant is
recovered, because the detection results represented in
an ordinary pose will be convenient for the follow-up
processing. This is possible because the SOS has a
complete spherical FOV and its visible range of FOV
never changes at all in any slant.
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Let a and b be the yaw and pitch angles of the slant of
the SOS respectively, the rotation matrix involving the
slant of the SOS can be represented as follows.

Ra;b ¼
cos b 0 sin b
0 1 0

� sin b 0 cosb

0
@

1
A

1 0 0
0 cosa sina
0 �sina cosa

0
@

1
A ð1Þ

Next, we transform each 3D point (x, y, z) in the
depth image obtained at the previous viewpoint into the
3D point (xp, yp, zp) in the current viewpoint, using the
slant parameters (a, b), orientation parameter /, and
translation parameters (x, lh, lv). The transformation
can be represented as follows.

xp

yp

zp

0
@

1
A¼

cos/ �sin/ 0
sin/ cos/ 0
0 0 1

0
@

1
ARa;b

x
y
z

0
@
1
A�

lh cosx
lh sinx

lv

0
@

1
A

ð2Þ

The predicted spherical depth image dp(h,c) for the
current viewpoint then is generated by mapping the
transformed 3D points (xp,yp,zp) to a spherical coordi-
nate system. Here we use the cylindrical expansion of the
sphere, and represent it by the orientation angle h
(0<h<2p) and elevation angle c (�p/2<c<p/2). The
pixel dp(h,c) in the spherical predicated depth image
stands for the distance of the scene from the sensor in
the view angle of (h,c).

3.4 Occluded region estimation

We estimate the occluded regions that have occurred due
to the motion of the sensor. The occlusion is related to
the sensor motion and the position of the objects in the
environment in relation to the sensor. As shown in
Fig. 12, when the SOS moves from the position at time
t�Dt to the position at time t, each pixel P=(h,c) on the
spherical image at the position at time t�Dt moves to
pixel P¢ at the position at time t along vector~v; which is
the direction of the intersection line of the tangent plane
S1 at pixel P on the spherical surface and the plane S2

including pixel P and the translation direction vector
~x ¼ ðx; atanðlv=lhÞÞ: As shown in Fig. 13, ~v can be

represented as~v ¼ ~n1 � ð~n1 � ~xÞ; where ~n1 is the normal
vector to the surface S1.

Let d be the depth of pixel P and dN be that of PN

which is adjacent to pixel P in direction �~v: The oc-
cluded region is estimated as the region between pixel P¢
and P¢N at the jump edge which satisfy dN�d>td (A in
Fig. 12). td is a threshold to the difference of the depth,
and is set to td=15 cm in the experiment.

On the other hand, although a jump edge which sa-
tisfies dN�d<�td exists at position B in Fig. 12, such a
jump edge doesn’t need to be considered because it is
overlapped by the front object in the predicted depth
image.

3.5 Extracting Moving objects

In order to detect moving objects, the spherical depth
image actually obtained at the current viewpoint is first
transformed into the ordinary pose where the slant of
the SOS has been recovered. Let a¢ and b¢ be the slant
parameters of the SOS, the 3D points (x¢,y¢,z¢) obtained
at the current viewpoint can be transformed to the co-
ordinate system in the ordinary pose without slant as
follows.

xs

ys

zs

0
@

1
A ¼ Ra0;b0

x0

y0

z0

0
@

1
A ð3Þ

where Ra’, b’ in formula (3) is defined similarly as that in
formula (1). Note that the pure rotation does not cause
occlusion, so the occlusion region estimation procedure
in Sect. 3.4 is not necessary here.

Similar to what was described in Sect. 3.3, the sphe-
rical depth image with the slant recovered can be gen-
erated by mapping 3D points (xs,ys,zs) to a spherical
coordinate system (h,c) as ds(h, c). Then, we subtract the
predicated image dp(h, c) from the actual one ds(h, c) of
the current viewpoint, and get a differential image d(h,
c)=ds(h, c) � dp(h, c). In the differential image d(h, c),
the regions of the moving objects approaching to the
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Fig. 12 Calculation of occluded regions
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SOS satisfy d(h,c)>td and that receding from the SOS
do d(h,c)<�td.

As the above detection results contain the occluded
regions, we remove the occluded regions estimated in the
Sect. 3.4 from the detection results. Moreover, we detect
only the regions of moving objects by using an area fil-
ter, which measures each area of the regions and re-
moves the regions whose areas are less than a threshold.
It is difficult to distinguish the regions of moving objects
and noise by a constant threshold because when the
motion of moving objects is small, the overlapped re-
gions of moving objects in the predicted and the current
images are large and the region in the difference image is
small, and the areas of objects in the image changes
based on the distance from the SOS to the objects. In
order to support in these cases, we define the threshold
Sth of the area filter as follows.

Sth ¼
2

res2
arctanð lm

2dm
Þðarctanðh� hsos

dm
Þ þ arctanðhsos

dm
ÞÞ

ð4Þ

where lm (0<lm<w) is the minimum moving distance of
moving objects, dm is the distance from the SOS to the
objects, res is the resolution to the orientation and ele-
vation angle, and w and h are the width and the height of
moving objects. hsos, which is the height of the SOS from
the floor at time t, was estimated by the horizontally
projected depth histogram (Sect. 3.2.3) at time t. Here,
we assume that a moving object is a person and moves
on the floor. In the experiments in the next section, we
set lm=30 cm, dm<300 cm, res=2.0, w=30 cm and
h=160 cm in order to detect the entire regions of
moving objects (persons).

4 Experimental results

We tested our method in a real environment. Fig. 14a
and b show the spherical texture and depth images ob-
tained by the SOS with unknown slant at time t�Dt and
t, respectively. Three moving objects (persons) appeared
in the scene, and are denoted as A, B, and C sequentially
from the left of Fig. 14a. The positions and movements
of the SOS and the moving objects are shown in Fig. 15,
where A is moving along the same line as the SOS is
moving, and B and C are moving parallel and aslant to
the path of the SOS, respectively. The ego-motion
parameters of the SOS obtained in Sect. 3.2 are
a=0.0 rad, b=0.0 rad, a¢=0.15 rad, b¢=0.19 rad,
lh=29 cm, x=1.73 rad, /=0.54 rad, lv=14 cm and
hsos=136 cm. Fig. 14c and d are the depth images that
are recovered from Fig. 14a and b respectively using the
estimated slants of the SOS.

We can see that the slant can be estimated and re-
covered correctly and recovered image does not have the
loss of the blind spot because the SOS has a spherical
FOV.

Fig. 14e shows the predicted depth image for time t
using the ego-motion parameters and the depth image of
time t�Dt. Fig. 14g shows the subtraction results of the
depth images in Fig. 14e and d, where the positive values
are shown in white and the negative ones in gray. In this
figure, the gray regions show the candidates of the ob-
jects that disappeared from time t�Dt to time t, and
white regions show the candidates of the objects that
appeared. The regions of occlusions due to the move-
ment of the sensor were estimated using the method
described in Sect. 3.4 (Fig. 14f), and were used to sup-
press the false detections in Fig. 14g. After the area filter
is used after this process for noise reduction, the final
detection result is obtained and shown in Fig. 14h. We
can see that the regions of the persons were detected
suitably despite the sensor motion including slant. In
particular, our method successfully detected person A
moving in the same line as the SOS, which is a difficult
case for optical flow-based methods.

Fig. 16 plots the depth values of one horizontal line in
the central part of Fig. 14b, d, e. As in this graph, the
predicted and the actual obtained depth values are con-
sistent in the regions where no moving object exists. On
the other hand, there are large differences in the regions
where moving objects exist. This graph shows that there
is enough information to detect moving objects.

Fig. 17 shows another experimental result in the case
when a person is partially occluded by an obstacle in
front of him, as shown in Fig. 18. The images obtained
by the SOS with unknown slant are shown in Fig. 17a
and b. Ego-motion parameters of the SOS were esti-
mated as a=�0.15 rad, b=0.09 rad, a¢=�0.05 rad,
b¢=�0.14 rad, lh=13 cm, x=1.93 rad, /=�0.41 rad,
lv=4 cm and hsos=122 cm.

In this experiment, the person E in the middle of
Fig. 17a was walking to the occluded area of a static
obstacle. Fig. 17c shows the detection result, from which
we can see that person E was detected even though the
object was partially occluded.

Next, we carried out the experiment in the case when
the area of the occluded regions is large. The position
and movement of the SOS, a person and a static obstacle
as shown in Fig. 20. The images obtained by the SOS are
shown in Fig. 19a and b. Ego-motion parameters of the
SOS were estimated as a=0.0 rad, b=0.0 rad,
a¢=0.0 rad, b¢=0.0 rad, lh=42 cm, x=0.49 rad, /
=�0.07 rad, lv=0 cm and hsos=150 cm. In this ex-
periment, since the position of the static obstacle is near
the SOS and the SOS moves in the direction of the jump
edge on the static obstacle in the depth image at time
t�Dt, there large occluded regions near the static ob-
stacle as shown in Fig. 19e. Although the area of the
occluded regions is large, ego-motion parameters can be
estimated stably by using a large amount of information
obtained by the SOS. Although the area of the occluded
regions is larger than the region of the moving object,
the moving object can be detected by distinguishing the
occluded regions.
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Fig. 14 Experimental results
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This method works well in the case when ego-mo-
tion parameter estimation is successful and the motion
of moving objects is large enough to detect. First, since
we estimate ego-motion by matching of edge histogram
based on the edge amount in each direction, this
method can not work well for two reasons. One of
them is that the edge histograms of two frames will
appear totally different due to the large motion of the
sensor. Another is the area of the occluded regions
which occur due to the motion of the sensor. The
former is not a problem in the situation which we are

dealing with, because we use global information of the
spherical image obtained by the SOS. As for the latter
problem, stable estimation is generally difficult when
the area of occluded regions is large within the total
FOV. However, with an occlusion of the same size,
since the ratio of the occluded regions in the spherical
FOV of the SOS is smaller than that in the FOV of
an ordinary camera, the spherical FOV makes more
robust estimation. The occluded regions on the images
obtained by a unit (FOV:101�·76�) and the SOS which
has the spherical FOV are shown as in Fig. 21 and

Fig. 17 Experimental results in
the case when a person is
partially occluded by an
obstacle
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Fig. 19e. In the experimental situation, our method
using the SOS can estimate stably, which is a difficult
case for methods using an ordinary camera. The

minimum moving distance lm of moving objects is
defined in Sect. 3.5. Here, we set lm=30 cm and detect
moving object which moves more than 30 cm.

Fig. 19 Experimental results in
the case when the area of the
occluded regions is large
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Fig. 18 Experimental condition in the case when a person is
partially occluded by an obstacle
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Fig. 20 Experimental condition in the case when the area of the
occluded regions is large
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Detection capability of this method depends on the
accuracy of depth information. The error of depth is
theoretically proportional to the square of the depth
values of the objects and also dependent on the stereo
corresponding errors. Although it cannot be stated
precisely, in practice, the margin of error tends to be
approximately 6–7cm in such a case. This shows a hu-
man whose width usually is more than 30 cm can be
detected, even if that human moves along a wall.

5 Conclusions

In this paper, we proposed a novel method called Mo-
tion compensatory inter-frame depth subtraction to
solve the problem of moving object detection with a
mobile sensor, by using the spherical depth images ob-
tained by the SOS, whose complete spherical FOV al-
lows us to obtain stable information of the surrounding
environment regardless of its pose. Based on the char-
acteristic of the SOS, our method could deal with arbi-
trary motion of the sensor by estimating its ego-motion
parameters with 6 degrees of freedom. The moving ob-
ject detection was carried out by first predicting a depth
image for the current time from that obtained at the
previous time and the ego-motion of the sensor and then
comparing it with that actually obtained at the current
time. Our method also estimated the occluded regions
caused by the motion of the sensor to reduce their
influences. The region based approach adopted in our
method allowed us to detect moving objects more stably
and reliably under noise and partial occlusions than
using feature points. Experimental results in real envi-
ronments showed the effectiveness of our method.

The quantitative evaluation and comparison with
feature point based technique, tracking moving objects
and analysis attributes of moving object regions are our
future work.

6 Originarity and contributions

We explored a new approach of using depth images with
a complete spherical field of view, which can be obtained

by the SOS developed by us, for moving objects detec-
tion while the sensor is also moving. We dealt with the
most general form of this problem by taking arbitrary
motion of the sensor including its slant into account,
taking advantage of the SOS that no frame-out problem
exists. A novel method called Motion compensatory
inter-frame depth subtraction was also proposed in this
paper to detect the regions of moving objects stably and
reliably even given noise and partial occlusions. The
proposed method can be applied to mobile surveillance
systems, where moving object detection with sensor
movement is usually a critical task for detecting and
tracking intruders, as well as for intelligent robots
moving automatically in human environments for path
planning or for finding human attention candidates for
tracking and/or interaction.
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