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Abstract Telugu is one of the oldest and popular
languages of India, spoken by more than 66 million
people, especially in South India. Not much work has
been reported on the development of optical character
recognition (OCR) systems for Telugu text. Therefore,
it is an area of current research. Some characters in
Telugu are made up of more than one connected
symbol. Compound characters are written by associ-
ating modifiers with consonants, resulting in a huge
number of possible combinations, running into hun-
dreds of thousands. A compound character may con-
tain one or more connected symbols. Therefore,
systems developed for documents of other scripts, like
Roman, cannot be used directly for the Telugu lan-
guage.

The individual connected portions of a character or
a compound character are defined as basic symbols in
this paper and treated as a unit of recognition. The
algorithms designed exploit special characteristics of
Telugu script for processing the document images effi-
ciently. The algorithms have been implemented to
create a Telugu OCR system for printed text (TOSP).
The output of TOSP is in phonetic English that can be
transliterated to generate editable Telugu text. A spe-
cial feature of TOSP is that it is designed to handle a
large variety of sizes and multiple fonts, and still pro-
vides raw OCR accuracy of nearly 98%. The phonetic
English representation can be also used to develop a
Telugu text-to-speech system; work is in progress in
this regard.

Keywords Pattern recognition Æ OCR Æ Telugu Æ
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Introduction

During the past few decades, substantial research efforts
have been devoted to optical character recognition
(OCR) [1, 2]. The object of OCR is automatic reading of
optically sensed document text materials to translate
human-readable characters into machine-readable
codes. Research in OCR is popular for its various
potential applications in banks, post offices and defence
organisations. Other applications involve reading aids
for the blind, library automation, language processing
and multi-media design [3].

Commercial OCR packages are already available for
languages like English. Considerable work has also been
done for languages like Japanese and Chinese [1].
Recently, work has been done in the development of
OCR systems for Indian languages. This includes work
on recognition of Devanagari characters [4], Bengali
characters [5], Kannada characters [6] and Tamil char-
acters [7]. Some more recent work on Indian languages is
also reported [8, 9, 10, 11, 12].

Telugu is one of the oldest andmost popular languages
of India. It is spoken by more than 66 million people,
especially in South India.Historically, Telugu has evolved
from the ancient Brahmi script. It also used features of the
Dravidian (Pali) language for script generation. In the
process of evolution, this script was carved with needles
on palm leaves, and so, it favoured rounded letter shapes.
Work on Telugu character recognition is not substantial
[13, 14]. Therefore, development of an OCR system for
Telugu is an important area of current research.

Most document analysis systems can be visualised as
consisting of two steps: the pre-processor and the rec-
ogniser. In pre-processing, the raw image obtained by
scanning a page of text is converted to a form acceptable
to the recogniser by extracting individually recognizable
characters. This step is also called segmentation. The
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recogniser typically works as follows; the pre-processed
image of the character is processed to obtain meaningful
elements, called features; recognition is completed by
searching for a feature vector in a database of stored
feature vectors of all possible Telugu characters that
matches with the feature vector of the character to be
recognised. Thus, the system has three steps: segmenta-
tion of individual characters in the document image,
features extraction and character recognition. This
approach is followed in the current work.

Thus, segmentation of the images of individual
characters from the image of the page is the first step.
This step requires the answer to a simply posed question:
‘‘What constitutes a character?’’ Many researchers who
try to provide an algorithmic answer to this question
find themselves in a catch-22 situation. A character is a
pattern that resembles one of the symbols that the sys-
tem is designed to recognise. But, to determine such a
resemblance, the pattern must be segmented from the
document image. Each stage depends on the other, and,
in complex cases, it is paradoxical to seek a pattern that
will match a member of the system’s recognition
alphabet of symbols without incorporating detailed
knowledge of the structure of those symbols into the
process [15]. These observations are crucial in motivat-
ing the approach presented in this paper.

In Indian scripts, one or more vowel and consonant
modifiers are attached to the consonant forms in a
variety of combinations forming compound characters.
The total number of possible compound characters is in
of the order of hundreds of thousands. Therefore, the
question, ‘‘What constitutes a character?’’, assumes
many new dimensions for Indian languages. Is a modi-
fier an independent character or not? Does being treated
as an independent character depend on the way it is
written, i.e. whether it is written touching the character it
is to modify or separated from it? A more detailed dis-
cussion of these issues for Telugu script is provided in
Sect. 2.

In this paper, an approach has been presented for
Telugu. The unit of segmentation has been defined as a
basic symbol. The separated basic symbols are then
recognised and their association information deter-
mined to output the text in phonetic English, which can
be transliterated into Telugu text and edited. The
algorithms are implemented to create a Telugu OCR
system for printed text (TOSP). A special feature of
TOSP is that it is designed to handle a variety of sizes
and multiple fonts, and still provides a recognition
accuracy of more than 98% in most cases. In contrast,
most of the work on OCR for Indian languages is

restricted to a single font and a single size [4]. The
phonetic English representation can be used to develop
a text-to-speech system for Telugu; work is in progress
in this regard.

The rest of the paper is organised as follows. Descrip-
tion of the Telugu script and motivation for the approach
presented in this paper is given in more detail in Sect. 2.
Sections 3 and 4 discuss the algorithms and implemen-
tation of TOSP. Results on various test data are also
presented. Determination of the association information
is described in Sect. 5. Some discussion on the develop-
ment of post-processing module for improving the rec-
ognition accuracy is presented in Sect. 6. Conclusions and
the scope for future work are given in Sect. 7.

Structure of Telugu characters and segmentation issues

Telugu is a syllabic language. There is very little scope for
confusion and spelling problems. In that sense, it is a
WYSIWYG (what you see is what you get) script. This
form of script is considered to be most scientific by lin-
guists.

Characteristics of Telugu script

The Telugu script consists of 18 vowels, 36 consonants
and two dual symbols. Of the vowels, sixteen are in
common usage. Table 1 lists some of the vowels in
Harshapriya and Godavari fonts. All vowels and con-
sonants, along with their modifiers and phonetic equiv-
alent symbols, are listed in Tables 2 and 3, respectively.

Compound characters in Telugu follow some pho-
netic sequences that can be represented in grammatical
form, as shown in Table 4.

Base consonants are vowel-suppressed consonants.
These are typically used when words of other languages
are written inTelugu. The third combination, i.e. of a base
consonant and a vowel, is an extremely important and
often used combination in Telugu script. As there are 38
(36+2 dual symbols) base consonants and 16 vowels,
logically, 608 (38·16=608) combinations are possible.

The combinations from the fourth to the seventh
combinations are categorized under conjunct formation.
Telugu has a special feature of providing a unique symbol
of dependent form for each of the consonants. In all
conjunct formations, the first consonant appears in its
actual form. The dependent vowel sign and the second
(third) consonant act as dependent consonants in
the formation of the complete character. The four

Table 1 Vowels in Harshapriya
and Godavari fonts

191



combinations from the fourth to seventh combinations
generate a large number of conjuncts in Telugu script. The
fourth combination logically generates (38·38x16) 23,104
different compound characters. This is an important

combination. The fifth combination is similar to the
fourth combination. The second and the third consonants
act as the dependent consonants. Logically 746,496 dif-
ferent compound characters are possible in this combi-
nation, but their frequency of appearance in the text is less
when compared to the previous combination. In the sixth
and seventh combinations, 1,296 combinations and

Table 2 Vowels, their associated modifiers (matras) and their
phonetic English representation

Table 3 Consonants, their
associated modifiers (voththus)
and their phonetic English
representation
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46,656 combinations, respectively, are logically possible.
The sixth and seventh combinations are used when words
from other languages are written in Telugu script. In these
combinations, the vowel is omitted. The first consonant
appears as a base consonant and the other consonants act
as dependent consonants.

Presence of these combinations is less common in
writing native Telugu words.

An analysis of the frequency of occurrence of differ-
ent compound characters is given in Table 5. The sam-
ples are from a newspaper, a small part of the book on
the Patent Act in India, a children’s science book and
poems from a popular magazine. The occurrence of

vowels, consonants, characters that represent CV core
(consonant + dependent vowel sign), conjunct forma-
tions and other characters that include nasal sounds and
base consonants are tabulated. The percentage occur-
rence of these combinations is as follows:

– 4%–5% of the script contains vowels
– 21%–22% are consonants

– 45%–46% of the characters belong to the basic unit of
the CV core

– Around 27%–30% of the characters belong to the
other category of CCCV structure

The high percentage of incidence of compound
characters implies that recognition of these must be gi-
ven due importance. This is in contrast with another
Indian language, Bangla, where compound characters
are of secondary importance due to their low incidence
percentage [5].

Segmentation issues in OCR of Telugu text

A connected region in an image of Telugu text may be:

(a) A part of a character or a compound character

Table 4 The various combinations forming compound characters

Table 5 Analysis of different groups of characters in the Telugu
language

Sample Vowels Consonants CV core Conjuncts Others Total

1 76 389 829 394 130 1818
2 109 574 1312 471 326 2792
3 170 755 1615 607 376 3523
4 179 805 1723 738 344 3789
5 160 862 1854 600 647 4123
6 226 1191 2552 794 909 5672
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(b) A character
(c) A compound character

This complicates the segmentation issues. The areas
occupied by individual characters in a line of text are not
in a horizontal line, unlike in English text, and in some
cases, the area of a single complex character formation
can be equal to the sum of the areas of two individual
characters. The segmentation algorithm has to take
these factors into consideration. The basic question to be
answered in segmentation is: ‘‘What are the symbols that
will be isolated during segmentation and provided to the
recogniser for completing the OCR?’’

The first approach is to treat all types of conjuncts,
together with the base consonants, as units for the
purpose of segmentation and further recognition. This is
not preferable for a number of reasons. The first reason
is that the sheer number of possibilities has been shown
to be enormous. The second reason is that, in compound

characters like , we have to identify all

the three parts, i.e. below and

on the left, as being together in the same compound
character, although they are not connected in the image.
This is, in general, difficult because the association
information is difficult to generate until the recognition
process is at least partially completed, and the reason we
are segmenting is to perform this recognition process.
This is the catch-22 situation referred earlier, and,
therefore, treating all types of conjuncts together is not
possible. The second alternative is to attempt to isolate
the base consonants, vowel modifiers, etc. This is diffi-
cult and leads to unmanageable complications at the
segmentation stage where the symbols are yet to be
recognised. This is primarily because the symbols are full
of curves and their separation is not clear. However, this
is a popular approach for Indian scripts like Devanagari
and Bangla [4, 5].

This motivates a more in-depth analysis of segmen-
tation issues. In Telugu, the vowel modifier is written
attached to the symbol it modifies, but the consonant
modifier is written separately (without touching). Thus,
a consonant modifier can be treated as an independent
entity for the purpose of segmentation and subsequent
recognition. This reduces the number of possible con-
nected entities in the image of Telugu text drastically.
These connected entities in Telugu script are defined as
basic symbols and are the unit of segmentation and
recognition. This is a logical approach, provided that the
total number of such symbols is not excessive. If the
number of basic symbols were large, this approach
would simply transfer the complications from the pre-
processing to the recognition stage. It turns out that
there are less than 400 basic symbols in Harshapriya
font of 30 size. The basic symbols are font- and size-
specific to a very small extent because, in some fonts and
sizes, some vowel modifiers are placed slightly separated
from the character they modify, and in others, these are
placed connected to it. This leads to a slight deviation in

the number of basic symbols for each font. However,
this deviation is very small and the number of basic
symbols changes only slightly from font to font and
from size to size. Creating a recognizer for 400 symbols
is not difficult. Therefore, in this work, the objective of
pre-processing is to extract these basic symbols from the
image of a page of Telugu text. The basic symbols are
now identified. This analysis is a pre-requisite for the
development of a recognizer for these symbols. The
basic symbols identified in Telugu script for Harshapriya
30 font are shown in Fig. 1.

The steps in the proposed approach are, therefore:

1. Segment the image of text into basic symbols as
defined above

2. Compute features of the basic symbols
3. Recognise each basic symbol separately by matching

with a features database of basic symbols and
establish the association information between them

This relatively simple approach enables recognition
of Telugu text with high levels of accuracy.

The pre-processing phase

The basic pre-processing steps are explained in this sec-
tion. Figure 2 depicts a sample page of text which consists
of a poemmade up of five lines. This sample text is used as
a running example in the rest of the section.

Thresholding and noise cleaning

Pages containing Telugu characters are scanned and
digitised. A histogram-based thresholding approach is
used to convert this image into a binary image. The
output binary image has values of 0 (black, which
implies the object) for all pixels in the input image with
luminance less than 0.5, and 1 (white, which implies the
background) for all other pixels. The digitised image
shows protrusions and dents in the characters as well as
isolated black pixels over the background. These are
cleaned by a logical smoothing approach. Some dis-
continuities might be introduced in the images because
of scanning defects. Figure 3 shows a Telugu character
‘ka’ in three different sizes. The character ‘ka’ actually is
a single-connected entity, but the middle character im-
age of ‘ka’ has a discontinuity because of a missing pixel
at the point where the arrow is pointing. This, if not
rectified, will be identified as two connected components.
If two different connected components are close to each
other by a pixel difference, the missing pixel is filled with
a black pixel, resulting in one connected component.

Skew detection and removal

Casual use of the scanner may lead to a skew in the
document image. Skew angle is the angle that the text
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lines of a recorded digital document make with the
horizontal direction. This may cause problems in seg-
menting the image to extract its layout structure [16, 17,
18, 19, 20]. Skew detection in Telugu text documents is
made complicated by the presence of the vowel and
consonant modifiers above and below the modified
characters. Because of these, symbols belonging to a line
of text do not fall on the same horizontal line. Further,
there is no top bar as in other Indian scripts, like
Devanagari, to aid the skew detection process.

There exist a wide variety of skew detection algo-
rithms based on the projection profile [16, 17], Hough
transform [18, 19], line correlation [20], etc. The algo-
rithm devised in this paper is a combination of the

profile method and the Hough transform method. The
following algorithm is proposed for skew detection and
removal in TOSP:

1. Find the bottom-most black pixel in each column of a
text region of the image.

2. For each such black pixel, determine the connected
component and select its bottom-most pixel if it is of
adequate size. Otherwise, reject the bottom pixel as
noise. Select the next bottom-most pixel in the col-
umn and repeat the processing.

3. In some columns, the pixel identified as the bottom-
most pixel may actually belong to some line above the
bottom-most line (because of gap in the bottom-most
line at that column). Drop such pixels from further
consideration.

4. Invoke the Hough transform on the bottom-most
pixels of each connected component identified in step
2 and not dropped in step 3.

Fig. 1 Basic symbols in
Harshapriya 30 font

Fig. 2 A Telugu poem consisting of five lines of text. Transliterated
version in English is given alongside the Telugu version

Fig. 3 Missing pixel of middle Telugu character shown by an arrow Fig. 4 A picture with a skew
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5. The angle and offset from the origin (i.e. the tan-1m
and c in y=mx+c) for which the maximum number
of pixels in step 4 are in a straight line is the estimated
skew angle.

6. Confirm this by determining the angle made by the
left-most pixels of the first connected component of
each row of the image.

7. In case of discrepancy, ignore the connected com-
ponents of the bottommost line and repeat the same
process for the last but one row.

8. Correct the skew by tilting the image back by the
negative of the skew angle.

Several computational experiments are performed
with a text image to test the robustness of the proposed
algorithm across variations in skew angle. The skew
angles vary between 8� in one direction and 7� in the
opposite direction. These are taken to beworst case values
for the skew that can be introduced due to scanning error.
Figure 2 shows an image of a small and popular poem in
Telugu. It is scanned at an angle of 7� to yield Fig. 4. The
algorithm explained above is then used for the determi-
nation of the skew angle. The points that actually lie on
the line determined for the sample are shown in Fig. 5.

The results presented in Table 6 show that the algo-
rithm is quite robust and finds the skew angles with
reasonable accuracy. The slight error is due to the
discretisation. The accuracy of the algorithm can be
improved further by attempting more combinations of m

and c so that the discretisation error is minimised. The
other steps of segmentation can now be performed on
the document image that has been rendered free of skew.

Line, word and character segmentation

For convenience of recognition, the OCR system should
automatically detect individual text lines as well as seg-
ment the words and then the basic symbols accurately.
The procedures employed for this purpose are described
in this section.

Extraction of lines of text from the document image

Extraction of lines of text is comparatively easy in the
case of English text once the skew has been detected and
corrected. The different lines of text are identified by
computing a histogram of the number of black pixels in
each row and then finding the valleys in the projection
profile. The spaces between the lines can be identified by
the presence of rows with no black pixels identified in the
histogram. The rows with the non-zero number of black
pixels indicate the rows of text. The situation in Telugu
text is different. The presence of modifier symbols above
and below the main character implies that the continu-
ous rows with non-zero values in the histogram are the
result of three varieties of symbols:

(a) Vowel modifiers encountered above the main
characters

(b) Main characters
(c) Vowel or consonant modifiers encountered below

the main characters

This situation is illustrated in Fig. 6.
The histogram for the sample page consisting of five

lines of text is plotted. The histogram indicates that there
are seven sets of rows with non-zero values. Therefore,
the above three cases have to be suitably distinguished.
For this purpose, it is observed that the number of
blank rows in the histogram is smaller between the main
character and a modifier, and larger between the
different lines of text. In the first case, the line gap is
approximately a third of the height of the main

Fig. 5 Skew determined with 8 out of 11 pixels falling on the line
m=�0.135 and c=�3

Table 6 Actual and estimated skew angles for various input skew
angles for another sample

Actual skew angle (�) Estimated skew angle (�)

7 7.1250
5 5.14
3 3.4336
1 1.14
�2 �2.0045
�4 �4.0042
�6 �5.7106
�8 �7.6884 Fig. 6 Histogram of the number of black pixels in individual rows

of the sample text
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character. The number of continuous rows with histo-
gram count >0 indicates the height of the characters in
that set of rows. The maximum of this number for the
first three sets of rows is taken as the height of the main
character. So, if the line gap is less than or equal to a
third of the size of the main character, it is not treated as
a separation between the lines. Otherwise, it is treated as
a separation between the lines.

Extraction of words of text from each line
in the document

To break a line into its constituent words, advantage is
taken of the gap between the words (word gap) and a
smaller gap between the characters (character gap)
constituting a word. The character gap for Telugu
characters was found to be approximately 2/7ths of the
height of the main character. To find the word gaps in a
line, a histogram of the number of black pixels in indi-
vidual columns is plotted. If the count of the continuous
blank columns in the projection profile is less than 2/7ths
of the height of a character, it is a character gap. If it is
greater than or equal to that, it is a word gap. The jus-
tification for this logic is illustrated in Table 7.

Isolation of basic symbols from each word in the document

The next step is to identify the basic symbols of each
character. The basic symbols of a Telugu character may:

Therefore, once a basic symbol is detected, the next
symbol that is to be detected is the one that appears
below it (if any) up to any depth in the same line. Only
then are the ones to the right of this basic symbol
detected. The method for isolating the basic symbols is
as follows. A word is looked at column-wise from top to
bottom in each column until a black pixel is encoun-
tered. This is called the seed pixel. Breadth-first search is
initiated from this seed pixel to identify a connected
component (i.e. basic symbol). The process is repeated
till all the black pixels are assigned to some connected
component and all the basic symbols are isolated.

Features computation and recognition

A database of the basic symbols and their features is
created for all the basic symbols in three fonts, i.e.
Godavari, Hemalatha and Harshapriya, and three sizes,
i.e. 25, 30 and 35. The total number of basic symbols
present in all the three different fonts and three different
sizes mentioned above is approximately 3,000. A pre-
liminary classification scheme is implemented. All the
symbols are converted to a size corresponding to 36
columns whilst maintaining aspect ratios and the row
sizes for this column size are used to classify the basic
symbols into 15 different sets.

The image of the basic symbol is divided in to N1·N2

partitions. The features used in this paper are real-val-
ued direction features (RDF) [21]. These are based on
the percentage of pixels in each direction range within
each partition. An adaptive gradient magnitude thresh-
old, �r>, is computed as the average gradient magnitude
over the whole character image gradient map. This
threshold is used to filter out spurious responses to the
Sobel operator used to find gradients. Threshold value,
�r, is computed as follows:

�r ¼
X r i; jð Þ

D1D2

Thresholding is performed to nullify pixels whose gradi-
ent magnitude value lies below the computed threshold:

if r i; jð Þ>�r, then r0 i; jð Þ ¼ r i; jð Þ and h0 i; jð Þ ¼ h i; jð Þ
else r0 i; jð Þ ¼ NULL and h0 i; jð Þ ¼ NULL

Table 7 Justification for proposed line segmentation approach

Sample Font
size

Height
of main
character

Actual gap
between main
character and
modifier

2/7ths of the
height of the
main character

Word
gap

1 12 29 4 8 17
2 15 36 4 10 22
3 18 44 4 12 26
4 20 49 6 14 29
5 25 50 9 14 36
6 28 55 9 15 41
7 30 60 11 17 45
8 32 67 11 19 48
9 35 70 13 20 54

197



Pixel gradient directions are quantized into K ranges.
The number of pixels in each partition that have pixel
gradients in each of the K ranges is computed. Thus,
exactly K features are computed in each partition of the
image. The total number of features is N1·N2·K. In this
work, N1 andN2 are both taken to be 4 and K is set at 18.
These values are experimentally selected. Larger values
increase computational expense and have been found to
be unnecessary. Smaller values result in lower recognition
accuracies. In the feature vector, Fi, element Fi(k)=ak,
where ak is the percentage of pixels in this partition with
direction quantised to k. Feature vectors from all of the
partitions are concatenated to obtain the complete feature
vector. These feature vectors are real-valued.

The algorithm for feature extraction is represented
succinctly in the following pseudo-code:

1. For each word in every line of a scanned printed page
of Telugu text,

2. Isolate the next basic symbol from the word being
recognised.
Repeat steps 3 to 6 for each basic symbol:

3. Obtain the bounding box eliminating the blank sur-
rounding space.

4. Calculate the gradient magnitude and direction at
each pixel location.

5. Calculate the adaptive threshold of gradient magni-
tude and perform thresholding to obtain the new
threshold gradient direction at each pixel location.

6. Partition the adaptive gradient direction map and
extract the complete feature vector.

All the feature vectors are stored in a database to aid
the recogniser. As mentioned above, the database is
created with three different fonts and three different
sizes. The database stores the feature vectors divided
into 15 sets, as described above.

The OCR of a text page begins with the scanned
image. The pre-processing steps, described in Sect. 3, are
performed on this image to isolate the image of each
basic symbol. The feature vector of the symbol to be
recognised is computed as given above. This is then
provided to the recogniser. Advantage is taken of the
preliminary classification scheme. The number of rows
corresponding to the size of 36 columns (keeping aspect
ratio unchanged) for the symbol to be recognised indi-
cates the set to which it belongs. The recogniser uses a
minimum distance classification scheme utilising both
versions, i.e. the nearest neighbour (NN) classifier and
the K-nearest neighbour (KNN) classifier [19] on the
feature vectors stored in the set determined by pre-
liminary classification to identify the basic symbol. The

process is repeated until all the basic symbols are
recognised.

Artificial neural networks (ANN) based on the well-
known back-propagation algorithm [22] are also trained
for the recognition of the basic symbols. A different
network is trained for each of the sets identified by the
preliminary classification scheme as described above.
The features used for training these networks are the
RDF described above. The features of the basic symbol
to be recognised are determined and the appropriate
network is determined by the preliminary classification
method. The neural network then recognises the basic
symbol and provides the appropriate output.

Results of extensive testing of the NN, KNN and
ANN recognisers are presented in this section. The input
text is printed using HP Laserjet 6L Pro or HP Laserjet
5P printers. Images of this text are scanned at 300 dpi for
sizes 15 and above, and at 600 dpi for sizes 9 to 12, and
are provided to the OCR system. Although the smaller
fonts are scanned at a higher resolution, the same
recognisers created with images scanned at 300 dpi are
used for recognition. The pre-processing module
segments the image into its constituent basic symbols
and passes the same to the recognisers. The recognisers
complete the recognition task and provide the output.
The test data sets consist of the text of a recent popular
film song and a paragraph of text taken from the Cor-
pora of text created by the Central Institute for Indian
Languages, Mysore, printed in 3 different fonts and 13
different sizes. Therefore, each leads to 39 data sets.
Sample images for each of these are shown in Figs. 7
and 8, respectively. Results of recognition on the page of
text shown in Fig. 77 taken in different fonts and sizes

Fig. 7 Sample image, DS6, in Hemalatha font, size 18

Fig. 8 Another sample image,
DS45, in Hemalatha font,
size 18
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are presented in Tables 8, 9, 10 and those on the sample
shown in Fig. 8 are presented in Tables 11, 12, 13.

Cross validation of the test results is performed as
follows. Not only are test images different from images
used to create the database, but they also contain text of
different sizes that is, in some cases, much smaller. The
generalisation capability of the recognisers is clear from
the fact that recognition accuracies are very high, even
for the very small fonts.

The test results show that even raw OCR provides
good results for multiple fonts and sizes that compare
favourably with existing results in [14]. Recognition fails
only in the case of symbols that are very similar to each
other. A list of such symbols is given in the appendix, in
a table referred to as the Confusion Table. These results
can be further improved by post-processing. Some dis-
cussion regarding this is provided in Sect.6.

Determination of association information

An OCR system must provide output in a form that
enables downstream operations like reading, editing, etc.

to be performed with convenience. TOSP produces
output in phonetic English that can be transliterated
into Telugu text using standard transliteration software.
This text can then be directly edited with any Indian
language software. Construction of the phonetic English
code from the list of basic symbols recognised is a non-
trivial task as the association information is to be
determined.

The need for the determination of association infor-
mation and the complications in doing so can be
understood as follows. The basic symbols may be vow-
els, consonants or modifiers. The modifiers are sepa-
rated out and recognised independently of the symbol
they are to modify in the order top to bottom and left to
right and the context information is lost. In the absence
of this information, it is impossible to reconstruct the
original text by piecing together the various basic
symbols and finding out the compound characters.
Therefore, it is necessary to ensure that this information
is available.

There can be at least two strategies for doing so. Some
data structures may be created during the segmentation

Table 8 Results of RDF
features on a sample page of
Hemalatha text of different
fonts and sizes

Data
set

Size Number
of basic
symbols

NN KNN ANN

Number
of basic
symbols
recognised

Accuracy
(%)

Number of
basic symbols
recognised

Accuracy
(%)

Number of
basic symbols
recognised

Accuracy
(%)

DS1 9 127 122 96 123 97 122 96
DS2 10 127 122 96 123 97 122 96
DS3 11 127 122 96 124 98 123 97
DS4 12 127 123 97 124 98 123 97
DS5 15 127 124 98 125 98 122 96
DS6 18 127 126 99 126 99 123 97
DS7 20 127 122 96 124 98 124 98
DS8 23 127 124 98 126 99 127 100
DS9 25 127 125 98 127 100 127 100
DS10 28 127 126 99 124 98 121 95
DS11 30 127 125 98 125 98 126 99
DS12 32 127 126 99 124 98 124 98
DS13 35 127 124 98 127 100 125 98

Table 9 Results of RDF
features on a sample page of
Harshapriya text of different
fonts and sizes

Data
set

Size Number
of basic
symbols

NN KNN ANN

Number of
basic symbols
recognised

Accuracy
(%)

Number of
basic symbols
recognised

Accuracy
(%)

Number of
basic symbols
recognised

Accuracy
(%)

DS14 9 127 121 95 122 96 121 95
DS15 10 127 121 95 122 96 122 96
DS16 11 127 122 96 123 97 123 97
DS17 12 127 122 96 123 97 123 97
DS18 15 127 115 90 118 94 114 90
DS19 18 127 127 100 122 96 125 98
DS20 20 127 124 98 125 98 120 95
DS21 23 127 124 98 124 98 125 98
DS22 25 127 123 97 123 97 123 97
DS23 28 127 123 97 126 99 123 97
DS24 30 127 123 97 126 99 127 100
DS25 32 127 126 99 126 99 124 98
DS26 35 129 120 95 125 98 125 96
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stage and information regarding the association of the
various basic symbols carried right through the recog-
nition process. This is in effect a tedious task. The reason
is as follows. When a modifier is segmented, the decision
as to whether it is construed to be attached to the right of
the previously segmented consonant or to the left of the
consonant yet to be segmented depends on which mod-
ifier it is. Similarly, a modifier may be attached to a
consonant above it or below it. Some of the decisions are
aided by line and word segmentation, but not all. At the
segmentation stage, the identity of the modifier is not yet
known (recognition is yet to follow!). Further, there may
be more than one modifier that is attached to the same
consonant. If the results of the recognition of all the
possibly relevant symbols are to be carried through for
determination of the association information and anal-
ysed, the required data structures and logic become
complicated.

An alternative strategy is to output the basic symbols
into a file as and when they are recognised. End of word
is also output accordingly. It turns out that the

association information can be reconstructed for each
word independently at the end of the recognition process
by defining a set of simple rules. This splits up the
problem into independent recognition and association
information determination phases, and considerably
simplifies the implementation. Therefore, this approach
is followed in this work.

A line of text is scanned for basic symbols from top to
bottom and left to right. The basic symbols, therefore, are
processed in this order. The association relationship
between basic symbols is handled for every word. If the
word contains more than two basic symbols, the associ-
ation could be one of the several possibilities listed below:
(a) The first basic symbol itself is a modifier that

modifies the second basic symbol.

(b) The first as well as the second basic symbols are
modifiers, which modify the third basic symbol.

Table 10 Results of RDF
features on a sample page of
Godavari text of different fonts
and sizes

Data
set

Size Number
of basic
symbols

NN KNN ANN

Number
of basic
symbols
recognised

Accuracy
(%)

Number
of basic
symbols
recognised

Accuracy
(%)

Number
of basic
symbols
recognised

Accuracy
(%)

DS27 9 127 122 96 122 96 122 96
DS28 10 127 122 96 123 97 122 96
DS29 11 127 123 97 124 98 122 96
DS30 12 127 123 97 124 98 123 97
DS31 15 126 124 98 123 97 120 95
DS32 18 127 125 98 124 98 124 98
DS33 20 128 124 98 122 96 127 99
DS34 23 129 127 100 127 100 124 97
DS35 25 127 124 98 124 98 126 99
DS36 28 127 124 98 124 98 124 98
DS37 30 127 124 98 125 98 124 98
DS38 32 127 125 98 125 98 123 97
DS39 35 127 124 98 126 100 118 93

Table 11 Results of OCR using
RDF features on another
sample of Hemalata text of
different fonts and sizes

Data
set

Size Number
of basic
symbols

NN KNN ANN

Number
of basic symbols
recognised

Accuracy
(%)

Number
of basic
symbols
recognised

Accuracy
(%)

Number
of basic
symbols
recognised

Accuracy
(%)

DS40 9 215 208 97 210 98 208 97
DS41 10 215 211 98 211 98 211 98
DS42 11 215 213 99 213 99 213 99
DS43 12 215 213 99 213 99 213 99
DS44 15 215 212 98 211 98 211 98
DS45 18 215 213 99 212 99 210 98
DS46 20 215 206 96 213 99 211 98
DS47 23 215 209 97 209 97 210 98
DS48 25 215 204 95 209 97 208 96
DS49 28 216 212 98 211 98 213 99
DS50 30 219 209 96 209 96 216 99
DS51 32 215 210 98 212 99 208 96
DS52 35 215 211 98 209 97 211 98
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(c) The first as well as third are modifiers, which
modify the second basic symbol.

(d) The first, third as well as fourth basic symbols are
modifiers, which modify the second basic symbol.

(e) The first, second as well as fourth basic symbols
are modifiers, which modify the third basic sym-
bol.

(f) The first, second, fourth and fifth basic symbols
are modifiers, which modify the third basic sym-
bol.

(g) The second basic symbol alone is a modifier,
which modifies the first basic symbol.

(h) The second as well as third basic symbols are
modifiers, which modify the first basic symbol.

(i) The second, third as well as fourth basic symbols
are modifiers, which modify the first basic symbol.

Table 12 Results of OCR using
RDF features on another
sample of Harshapriya text of
different fonts and sizes

Data
set

Size Number
of basic
symbols

NN KNN ANN

Number
of basic
symbols
recognised

Accuracy
(%)

Number
of basic
symbols
recognised

Accuracy
(%)

Number
of basic
symbols
recognised

Accuracy
(%)

DS53 9 215 209 97 209 97 209 97
DS54 10 215 209 97 210 98 209 97
DS55 11 215 211 98 211 98 210 98
DS56 12 215 211 98 211 98 211 98
DS57 15 215 194 90 203 94 204 95
DS58 18 215 215 100 206 96 206 96
DS59 20 215 211 98 211 98 210 98
DS60 23 215 209 97 206 97 208 96
DS61 25 215 211 98 204 95 210 97
DS62 28 216 208 97 205 95 209 97
DS63 30 219 214 98 208 97 217 99
DS64 32 215 208 97 211 98 212 99
DS65 35 215 204 95 212 99 209 97

Table 13 Results of OCR using
RDF features on another
sample of Godavari text of
different fonts and sizes

Data
set

Size Number
of basic
symbols

NN KNN ANN

Number
of basic
symbols
recognised

Accuracy
(%)

Number
of basic
symbols
recognised

Accuracy
(%)

Number
of basic
symbols
recognised

Accuracy
(%)

DS66 9 215 208 97 209 97 208 97
DS67 10 215 208 97 210 98 208 97
DS68 11 215 211 98 211 98 210 98
DS69 12 215 211 98 211 98 211 98
DS70 15 215 211 98 208 97 207 97
DS71 18 215 212 99 211 98 210 98
DS72 20 215 212 99 204 96 206 96
DS73 23 214 211 99 210 98 211 99
DS74 25 215 211 98 210 98 213 99
DS75 28 214 210 98 211 99 212 99
DS76 30 216 214 99 211 98 215 99
DS77 32 216 210 97 210 97 211 98
DS78 35 215 212 99 215 100 214 99
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The association relationships are determined taking into
consideration all these different cases and combinations
thereof.

The text of a paragraph of a popular Telugu song
is shown in Fig. 9. The various basic symbols that are
recognised in the OCR of this paragraph are shown in
Fig. 10. These basic symbols are combined with the
help of rules to determine the compound characters
and the phonetic English representation of the song is
output, as shown in Fig. 11. This phonetic English
representation is then transliterated into editable Tel-
ugu text shown in Fig. 12 using standard translitera-
tion software.

Development of post-processing module—some
discussion

A standard technique for improving recognition accu-
racies is the development of post-processing modules.
One possible strategy for this purpose is to match the
recognised words with a dictionary of ‘‘valid’’ words in
the language. Such a dictionary match may suggest
possible ‘‘close’’ alternative words for the words

erroneously recognised by OCR system but not found in
the dictionary. The size of the dictionary used has a large
impact on the efficacy of this method. Further, the
organisation of the dictionary, i.e. how root words and
various extended forms are stored, impacts the speed. It
has been observed that the number of distinct words in
Telugu is relatively much larger than other languages

Fig. 10 Output of the
recogniser

Fig. 9 A popular Telugu song

Fig. 11 Phonetic English code generated after performing associ-
ation

Fig. 12 Transliterated output in Telugu
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because of the way extended forms of words are coupled
with the root word [23]. So, dictionary matching may be
computationally cumbersome.

In Sect. 5, logic for association information has been
described. Different cases classifying the various com-
binations of symbols have been identified and rules have
been designed to decide the association relationship.

For example, consider the word shown in
Fig. 13(i). Suppose that, due to defects in the image,
the modifier in Fig. 13(ii), which modifies the com-
pound character in Fig. 13(iii), is recognised as the
one in Fig. 13(iv) or (v). These modifier symbols occur
to the right of the character they modify. However, in
this case, there is no character to the left of the
symbol being recognised as it is the first symbol in the
word when read from left to right. Thus, the first
character cannot be Fig. 13(iv) or (v) and a case of
mis-recognition is detected.

Rules can be constructed as given in example above
for detecting cases of mis-recognition based on the
association logic. Further, rules may also be constructed
for suggesting possible current alternatives for the mis-
recognised symbol based on the association logic. The
symbol in doubt can be processed with more detailed
logic to perform correct recognition. Work is in progress
in this regard.

Conclusions

A Telugu OCR System for printed text (TOSP) that
can perform the character recognition for multiple
fonts in multiple sizes has been presented. It is based
on a novel basic symbol approach that is in contrast to
the other approaches for Indian languages reported in
the literature. The idea of basic symbols is that it is
neither convenient nor necessary to segment the com-
pound characters into their constituent elements by
separating out the various modifiers. It is the compli-
cations in these tasks that have traditionally been
considered to be problematic in development of the
OCR systems for Indian languages. It is suggested that
the whole symbol that is a connected entity in the text
can be processed as one. This simplifies the segmenta-
tion tasks considerably.

The proposed system takes scanned images of printed
text as input and performs pre-processing on the image
to separate out the basic symbols. A two-phase

recogniser then recognises these. The preliminary rec-
ognition phase divides the symbols into 15 sets on the
basis of the size of the symbols. The classifier operating
on radial distance feature (RFD) vectors completes the
recognition. Results are provided on various test images.
The recognition accuracy is more than 98% for most of
the images. This is very good considering that these are
raw OCR results for a very complicated Telugu script
and that the system handles multiple fonts and multiple
sizes. Further, the computational effort is quite re-
stricted. Improvement in recognition accuracies may be
achieved by incorporating logic based on association
information determination for which work is in pro-
gress. The output of the recogniser is in phonetic Eng-
lish. This output may be advantageously utilised for the
development of a text-to-speech module. Work is in
progress in this regard.

Originality and contributions

This work describes a Telugu optical character recog-
nition system for printed text (TOSP). The main hin-
drance in the development of OCR systems for Telugu is
the enormous number of symbols produced by the
combinations of various consonants, vowels and modi-
fiers thereof. An elegant system based on the identifi-
cation and recognition of basic symbols is described in
this work. Pre-processing and recognition tasks are
considerably simplified in this approach. A modified
Hough transform method is proposed for skew detec-
tion. Gradient-based features are used for recognising
the basic symbols. These have been used for the first
time for OCR of an Indian language. The segmentation
scheme necessitates determination of association infor-
mation between basic symbols. Ideas regarding the
determination of association information are novel and
have not been discussed elsewhere in the literature.
Logic developed for determining association informa-
tion can be extended for developing a post-processing
module to improve recognition accuracies. Pointers are
provided for this. A special feature of TOSP is that it is
designed to handle multiple sizes and multiple fonts and
still provides a high raw OCR accuracy of more than
98%, which is much better than the existing results.
Further, the output produced by TOSP is in phonetic
English that can directly be transliterated into Telugu
text and edited. Software for such transliteration is
available freely. The phonetic English representation
can be also used to develop a Telugu text-to-speech
system. Work is in progress in this regard. This aspect
has also not been considered in existing works. The
ideas presented in this paper may also be useful for the
development of OCR systems for other Indian lan-
guages.

Fig. 13 Use of association information for post-processing
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Appendix

Table A Confusion table.
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