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Abstract Although many algorithms have been pro-
posed, face recognition and verification systems can
guarantee a good level of performances only for con-
trolled environments. In order to improve the perfor-
mance and robustness of face recognition and
verification systems, multi-modal and mono-modal sys-
tems based on the fusion of multiple recognisers using
different or similar biometrics have been proposed,
especially for verification purposes. In this paper, a
recognition and verification system based on the com-
bination of two well-known appearance-based repre-
sentations of the face, namely, principal component
analysis (PCA) and linear discriminant analysis (LDA),
is proposed. Both PCA and LDA are used as feature
extractors from frontal view images. The benefits of such
a fusion are shown for different environmental condi-
tions, namely, ideal conditions, characterised by a very
limited variability of environmental parameters, and real
conditions with a large variability of lighting, scale and
facial expression.

Keywords Biometrics Æ Face recognition and
verification Æ Fusion of multiple classifiers Æ
Multi-modal and mono-modal biometrics Æ Principal
component analysis Æ Linear discriminant analysis

Introduction

The increase of terrorism and other kinds of criminal
actions, such as fraud in e-commerce, increased the

interest for more powerful and reliable ways to recognise
the identity of a person [1, 2]. To this end, the use of
behavioural or physiological characteristics, called bio-
metrics, is proposed. Biometrics are unique from person-
to-person, cannot be forgotten and it is very difficult to
steal and reproduce them. Commonly used biometrics
include voice, fingerprints and the face. For example, the
automatic fingerprint identification systems (AFIS) are
widely used for criminal investigations [1].

The face is another well-known biometric. First of all,
it is the most natural physiological characteristic with
which to recognise each other. Hence, people consider
the face as a ‘‘good’’ biometric. Moreover, the acquisi-
tion process is basically non-intrusive and can be per-
formed without the cooperation of the subject, if the
person is not ‘‘hostile’’ (i.e. he/she does not forge his/her
appearance, nor does not hide himself/herself from the
camera). For these reasons, it is acknowledged that face
recognition could play an important role in advanced
video-based surveillance systems and personal authen-
tication. Unfortunately, face recognition algorithms
suffer a lot from the high variability of environmental
conditions. As an example, the effectiveness of face
recognition strongly depends on lighting conditions and
on variations in the subject’s pose and expression in
front of the camera.

For the purposes of this paper, face recognition
applications can be subdivided in two types: applications
in controlled and uncontrolled environments. One of the
main applications of the first type is the so called identity
authentication. Identity authentication (or verification) is
necessary for allowing or denying the access to restricted
areas or resources. A person submits to the automatic
identity verification system their face (frontal and/or
profile view) and declares her/his identity. The system
matches the acquired face with the template stored in its
database, and classifies the person as a genuine (i.e. the
claimed identity is accepted) or an impostor. Recognition
is performed by evaluating the degree of similarity, or
score, between the acquired face and the template face. If
the score is higher than a certain value, named accep-
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tance threshold, the person is classified as genuine,
otherwise, he/she is classified as impostor and the access
to the required resource is denied. Automatic identity
verification based on face recognition is usually per-
formed in controlled environments, and requires co-
operation with the person. This means that the face
image is acquired in a certain pose or a certain number
of fixed poses (e.g. frontal and profile views). Lighting,
scale and other environmental conditions exhibit a very
limited variability range.

Applications of the second type refer to the problem
of recognition of an identity in a scene, and they are
typical of video-surveillance tasks. The recognition sys-
tem first detects the face [3] in the video sequence and
normalises it with respect to pose, lighting and scale
conditions. Then, it tries to associate the face with one
or more faces stored in its database, and provides, as
outputs, the set of faces that are considered ‘‘nearest’’ to
the detected face. This problem is much more complex
than the previous verification problem. It is computa-
tionally expensive and needs robust algorithms for
detection, normalisation and recognition. In both veri-
fication and recognition applications, other problems
can arise. For example, some kind of forgery in the
subject appearance (e.g. beard).

Although many algorithms for both face recognition
and verification tasks have been proposed, none of them
can completely handle the above weaknesses (effective
handling of lighting, pose and scale variations is a matter
of on-going research). In general, face recognition and
verification systems can achieve good performances only
for controlled environments. In the last few years, the
fusion of multiple recognisers using different biometrics
has been proposed, especially for verification purposes
(multi-modal biometrics systems). For example, the
fusion of face, hand geometry and voice [4] has been
proposed in order to overcome some limits of the indi-
vidual biometrics. The main drawback of such systems is
the difficult implementation, as they require different
sensors, algorithms and hardware for the biometrics
processing, which causes a big increase in their cost.

Another possibility is the fusion of multiple recogn-
isers using the same biometric (mono-modal biometric
systems). For example, the fusion of multiple face rec-
ognition algorithms. Mono-modal systems are obviously
less expensive than multi-modal ones. However, ‘‘com-
plementary’’ recognisers are necessary, based on differ-
ent representations of the given biometric, in order to
improve the performance of the individual recogniser.
To this end, the fusion of recognisers using different
views of the face was used [5, 6]. Few works have dealt
with mono-modal systems using the same view of the
face. In particular, the fusion of PCA and LDA has not
received much attention [24, 25, 36]. We believe that the
apparent strong correlation of LDA and PCA, especially
when frontal views are used and PCA is applied before
LDA, discouraged the fusion of such algorithms.
However, our experiments show the potential of such a
combination. In this paper, a recognition and verifica-

tion system based on the combination of PCA and LDA
is presented. Both PCA and LDA are used as feature
extractors from frontal view images. When an unknown
face is submitted to the system, it is projected into the
PCA and the LDA spaces. Then, the distances from the
templates stored in the database are computed. The
distance vectors in the PCA and LDA spaces are com-
bined and the final recognition is performed by applying
a simple decision scheme. We investigated the effective-
ness of our system for both recognition and verification.
Experimental results were carried out with three data
sets that represent different environmental conditions,
namely, ‘‘ideal’’ conditions, characterised by a very
limited variability of environmental parameters, and
‘‘real’’ conditions with large variability of lighting, face
scale and expression

Section 2 gives a short overview of previous works on
the fusion of face recognition and verification algo-
rithms. Section 3briefly describes the two appearance-
based approaches to face representation and recognition
used, namely, PCA and LDA. Section 4 describes the
algorithms for fusing PCA and LDA, both for face
recognition and verification purposes. Section 5reports
experimental results and conclusions are drawn in
Sect. 6.

Previous works on the fusion of face recognition
algorithms

A good survey of face recognition systems can be found
in [7]. In the following, we briefly review the main works
on the fusion of multiple face recognisers.

Many face recognition algorithms have been pro-
posed so far [7, 8, 9, 10, 11, 12, 13]. However, none of
them is able to effectively handle the large variability of
critical parameters, like pose, lighting, scale, facial
expression or some kind of forgery in the subject
appearance (e.g. beard).

In order to improve the performance and robustness
of individual recognisers, the use of multiple classifier
systems (MCSs) has been recently proposed. MCSs are
currently a very active research field [14]. Multiple
classifier systems cover a wide spectrum of applications:
hand-written character recognition, fingerprint classifi-
cation and matching, remote-sensing images classifica-
tion, etc. The effectiveness of this approach is proved by
many experimental results [14].

A few approaches for improving the performance and
the robustness of face recognition using MCSs have also
been proposed. In the following, we briefly review them.

Achermann and Bunke [6] proposed the fusion of two
recognisers based on frontal and profile face views. The
individual recognisers are based on hidden Markov
models, eigenfaces (frontal views) and shape classifiers
(profile view) [15]. The outcome of each expert, repre-
sented by a score, i.e. a level of confidence about the
decision, is combined with the following fusion rules:
consensus voting, majority voting, weighted majority
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voting, rank summation, score summation and Bayes
combination rule. The best results were reported with
the voting methods; about 97.7% recognition accuracy
for a home-made data set made up of 600 frontal face
images and 150 profile face images. The number of
classes (identities) was 30. Achermann and Bunke results
show a sharp improvement with respect to the best
individual classifier, that is, the eigenface classifier,
which achieved 94.7% recognition accuracy.

Lucas [16] used a n-tuple classifier for combining the
decisions of experts based on sub-sampled images.
Testing was performed with the AT&T data set, made
up of 400 face images and 40 classes (see Sect. 5 for more
details about the AT&T data set). Lucas pointed out the
advantages of his approach, that is, the simplicity and
the effectiveness. Results were compared with others
obtained by using more sophisticated approaches, such
as the probabilistic decision-based neural net of Lin and
Kung [17] and the convolutional neural net by Lawrence
et al. [18]. Lucas showed that the n-tuple classifier per-
forms much better than the other approaches, reporting
97.3% recognition accuracy with respect to 96.4% for
the convolutional approach.

Tolba and Abu-Rezq [19] presented four combina-
tion rules tailored to the individual classifiers used: a
radial basis function network (RBF) and a linear vector
quantisation classifier (LVQ). Both classifiers were
trained and tested on the AT&T data set. The combi-
nation rules are basically ‘‘expert’’ rules (e.g. ‘‘if the
pattern is rejected by the LVQ classifier, then reject it’’).
The authors reported 99.5% recognition accuracy for a
rejection rate of 0.5%. The individual LVQ network
reported 99.0% recognition accuracy, while the RBF
network reported 98.0%.

The above works focused on the recognition task. In
the field of face verification, most of the literature used
multi-modal approaches. For example, the face is cou-
pled with one or more biometrics, such as fingerprints
and voice.

Roli et al. [20] described the combination of two
speech classifiers with six face classifiers using frontal
views. Speech recognisers were based on static and
dynamic statistical models, while the frontal face rec-
ognisers were based on appearance-based (LDA) and
fractal approaches [21]. The investigated combination
rules were: majority voting, sum rule, behaviour-
knowledge space (BKS) and decision templates (DT).
The XM2VTS data set [22] was used for experiments
according to the protocol described in [23]. The
XM2VTS data set is made up of 2,360 images (295
classes). Experiments were aimed to investigate the
conditions under which the combination rules needing a
training phase (such as BKS and DT rules) could per-
form better than the simpler ones.

Verlinde et al. [5] investigated a mono-modal system
based on different face views and a multi-modal system.
The multi-modal system combined the face-based mono-
modal system with a speech-based system. The authors
focused on the performance improvement achievable

with the multi-modal system. The rules for classifier
combinations were: majority voting, linear and qua-
dratic classifiers, K-NN, decision trees, logistic regres-
sion and Bayes combination rule. Experiments were
performed with the M2VTS data set (the initial version
of the XM2VTS data set) [22].

Ross and Jain [4] described the fusion of face, speech
and hand geometry for personal authentication. A
home-made data set was used for the experiments; such
a data set was made up of 250 images per biometric (50
classes). Experiments were performed by simple combi-
nation rules such as sum, decision trees and linear dis-
criminant functions. Reported results showed that such
a fusion allows improving performance with respect to
the best individual classifier.

Finally, the authors [24, 25] reported preliminary
experiments on the fusion of two appearance-based
approaches, PCA and LDA, for face verification and
recognition.

PCA and LDA for face representation

Let X be a d-dimensional feature vector. In our case, d is
equal to the number of pixels of each face image. The
high dimensionality of X is a well-known problem for
the design of a good face recognition algorithm.
Therefore, methods for reducing the dimensionality of
this image space are required. To this end, principal
component analysis (PCA) and linear discriminant
analysis (LDA) are widely used.

Principal component analysis [8, 26] is defined by the
transformation:

yi ¼ W t
PCAxi ð1Þ

where xi 2 X � <d , i = 1,..., n (n samples). WPCA is a
d-dimensional transformation matrix whose columns
are the eigenvectors related to the eigenvalues computed
according to the formula:

kei ¼ Sei ð2Þ

where S is the scatter matrix (i.e. the covariance matrix):

S ¼
Xn

i¼1
xi � mð Þ � xi � mð Þt; m ¼ 1

n

Xn

i¼1
xi ð3Þ

This transformation is called Karuhnen-Loeve
transform. It defines the d-dimensional space in which
the covariance among the components is zero, because
the covariance matrix is diagonal. The eigenvalues cor-
respond to the variances of each component in the
transformed space. After ordering the eigenvalues by
increasing order, it is possible to consider a small num-
ber of principal components exhibiting the highest vari-
ance. The principal components of the transformed
space are also called the most expressive features, and
the eigenvectors related to the most expressive features
are called eigenfaces.
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The linear discriminant analysis (LDA, also called
Fisher discriminant analysis) [9, 26] is defined by the
transformation:

yi ¼ W t
LDAxi ð4Þ

The columns of WLDA are the eigenvectors of S�1w Sb,
where Sw is the within-class scatter matrix, and Sb is the
between-class scatter matrix. It is possible to show that
this choice maximises the ratio det(Sb)/det(Sw).

These matrices are computed as follows:

Sw ¼
Xc

j¼1

Xnj

i¼1
xj

i � mj
� �

� xj
i � mj

� �t
; mj ¼

1

nj

Xnj

i¼1
xj

i ð5Þ

where xj
i is the i-th pattern of the j-th class, and nj is the

number of patterns for the j-th class.

Sb ¼
Xc

j¼1
mj � m
� �

� mj � m
� �t

; m ¼ 1

nj

Xn

i¼1
xi ð6Þ

The eigenvectors of the LDA are called fisherfaces
and the components of the transformed space are the
most discriminant features. LDA transformation is
strongly dependent on the number of classes, c, the
number of samples, n, and the original space dimen-
sionality, d. It is possible to show that there are almost
c)1 non-zero eigenvectors, c)1 being the upper bound
of the discriminant space dimensionality. We need d+c
samples at least to have a non-singular Sw. It is impos-
sible to guarantee this condition in real applications.
Consequently, an appropriate ‘‘regularisation’’ tech-
nique is necessary [9, 26, 27, 28. 29, 30, 31, 32] to make
the Sw matrix invertible. A possible solution is to ‘‘per-
turb’’ Sw by a regularisation coefficient, r, and to per-
form LDA using the ‘‘regularised’’Sw, indicated in the
following as Sreg

w (regularised LDA [30]):

Sreg
w ¼ Sw þ r � I ð7Þ

where I is the identity matrix.
Another solution is to perform a transformation to

an intermediate feature space with reduced dimension-
ality dintermediate<<d. As an example, the PCA trans-
formation has been proposed to generate such an
intermediate space by Belhumeur et al. [9] and Zhao
et al. [27]. We also used the LDA after the application of

the PCA transform, thereby, using the Sreg
w defined as

follows:

Sreg
w ¼ W t

PCASwWPCA ð8Þ

where WPCA is the PCA transformation matrix accord-
ing to Eq. 1.

It is worth noting that other regularisation techniques
have been proposed for solving the small sample size
problem of the LDA [28, 29, 30, 31, 32].

Fusion of PCA and LDA for face verification
and recognition

In this section, we present our methodology for fusing
the two appearance-based approaches previously de-
scribed. Figure 1 gives an overview of the proposed
method. Recognition and verification are implemented
by the following steps:

– Representation of the input face image by PCA and
LDA features

– The Euclidean distance vectors, dPCA and dLDA, of the
input image from all of the N face templates stored in
the database are computed

– For face recognition, we fuse the two distance vectors
by a transformation rule, and apply two types of
classification algorithms, namely, nearest mean and
nearest neighbour

– For face verification, we fuse the two distance vectors
and make the final decision by applying a weighted
acceptance threshold

In this paper, we use the Euclidean distance because it
is the simplest way to compute a distance among feature
vectors. A more sophisticated distance could be used
[33], but here, we preferred to simplify the distance
computation in order to focus on the benefits of fusion.

It is worth noting that many works have analysed the
differences between PCA and LDA (see, in particular, [9,
34]), but, to the best of our knowledge, no work has
investigated the possibility of fusing them. In our opin-
ion, the apparent strong correlation of LDA and PCA,
especially when frontal views are used and PCA is ap-
plied before LDA, discouraged the fusion of such
algorithms. However, it should be noted that LDA and

Fig. 1 Scheme of the proposed
face recognition and
verification system. The
mugshot has been taken from
the AT&T data set
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PCA are not as correlated as one might think, since the
LDA transformation applied to the principal compo-
nents can generate a feature space significantly different
from the PCA one. Results reported in the literature
appear to suggest that PCA and LDA could have a
certain degree of complementarity [34]. Results reported
in Sect. 5 confirmed this claim.

Fusion of PCA and LDA for face verification

Any face verification system is characterised by the
acceptance threshold computation. Our system uses a
single threshold. By tuning only one real value, named
threshold, we increase or decrease the ‘‘security’’ degree
of our system. In the following section, further details
about threshold computation are given.

Before proceeding, it is worth noting that in our
experiments:

(a) All data sets were subdivided into two parts: one
was used as training set and the other as test set

(b) We computed the transformation matrix of PCA
and LDA, and the template vector for each class
(‘‘identity’’) from the training set (we selected the
mean vector)

(c) We used the test set in order to compute the detec-
tion-error trade-off curves (DET) according to [35]

Our approach to threshold computation

The acceptance threshold is usually computed by using
some kind of metric. The Euclidean distance is the most
commonly used metric in PCA- or LDA-based systems.
A discussion about the opportunity of this choice can be
found in [33]. In our work, we used the Euclidean dis-
tance as the metric. As remarked above, our decision
scheme is based on a single threshold. Multiple thresh-
olds related to different identities can be used as well. In
order to overcome the limitation due to the use of a
single threshold, we used a ‘‘weighted’’ threshold. For a
given identity, we computed the Euclidean distance of all
patterns from the template, thereby, generating a vector
of distances. Then, for each identity, the related weight
can be computed in various ways. We used the average
of all of the distances. Other choices are possible as well
(e.g. the minimum distance can be used as weight). The
rationale behind this is that the identity’s weight can be
seen if we consider that multiplying the acceptance
threshold for this value makes the final decision
(acceptance/rejection). The obtained weighted threshold
is a simple way to handle the differences among classes.
We do not have to tune different thresholds for the
different classes, as the single threshold is tuned by the
class-related weights. Obviously, different weights for
PCA and LDA are used.

The fusion algorithms

In the following, we describe:

(a) The methods for combining the two weights asso-
ciated to PCA and LDA, called wPCA

j and wLDA
j

(b) The methods for combining the distances from a
candidate pattern to the templates associated to
PCA and LDA, called dPCA and dLDA

The term wj defines the weight derived from the
combination of the PCA and LDA weights. Item (b)
refers to the final distance, d, that will be compared with
the product of the threshold, c, with wj. We call such a
product the weighted threshold. The claimed identity will
be accepted if:

d\wj � c ð9Þ

The normalisation of all weights and distances for
each class is required. We used the well-known formula:

valueNorm ¼ value� valueMin

valueMax� valueMin
ð10Þ

According to this formula, distances take values in the
range [0,1], therefore, the same meaning of a matching
score can be attributed to them. The minimum distance
value means that the compared faces are the same face,
while the maximum distance value means that the
compared faces are definitely different. The opposite
holds for a matching score.

In the following, the fusion algorithms used in our
experiments are described in terms of the computations
of the above weight, wj, and distance, d:

‘‘Mean’’ algorithm:

d ¼ dPCA þ dLDA

2
; wj ¼

wPCA
j þ wLDA

j

2
ð11Þ

‘‘Max’’ algorithm:

d ¼ dPCA þ dLDA

2
; wj ¼ max wPCA

j ;wLDA
j

n o
ð12Þ

‘‘MaxMin’’ algorithm:

d ¼ min dPCA; dLDA
� �

; wj ¼ max wPCA
j ;wLDA

j

n o
ð13Þ

It is easy to see that, for the same threshold value, c,
an impostor pattern can be accepted using Eq. 13 and
rejected using Eq. 11. Let us suppose that �d and dmin are
the combined distance values of Eqs. 11 and 12 and
Eq. 13 for a certain pattern, respectively, and �wj and
wmax

j are the combined weights using Eq. 11 and Eqs. 12
and 13, respectively. Let us suppose that c ¼ �d

wmax
j
þ e,

with� being a small positive or negative value. Under this
assumption, the pattern is rejected using Eq. 11and ac-
cepted using Eq. 13. Nevertheless, the pattern is accepted
using Eq. 12 if �>0. So, for the same threshold value, the
rejection rate decreases from Eq. 11 to Eq. 13. Conse-
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quently, the above fusion strategies have an intrinsically
decreasing degree of ‘‘security’’.

Fusion of PCA and LDA for face recognition

We propose two kinds of approaches to fuse PCA and
LDA face representations: the nearest neighbour ap-
proach (NN) and the nearest mean approach (NM) [26].

First of all, we normalise the distance vectors, dPCA

and dLDA, in order to map the range of these distances to
the interval [0,1] according to Eq. 10.

Then, a combined distance vector, d, that must contain
both PCA and LDA information, is computed. To this
end, the following two techniques have been used:

– The combined distance vector is computed as the
mean vector:

d ¼ dPCA
1 þ dLDA

1

2
; :::;

dPCA
N þ dLDA

N

2

� �
ð14Þ

– The combined distance vector is computed by
appending the dPCA and dLDAvectors:

d ¼ dPCA
1 ; :::; dPCA

N ; dLDA
1 ; :::; dLDA

N

� �
ð15Þ

where N is the number of images in the database. If Cis
the number of the identities, also called classes, an

identity, c, is associated to each couple dLDA
j ; dPCA

j

� �
,

j=1,..., N.
After computing and ordering the combined distance

vector, d, we followed the NN strategy: the class asso-
ciated to the minimum distance of d is selected. If the
combined distance vector follows Eq. 14, we call our
algorithm ‘‘Mean-NN’’ (M-NN); if it follows Eq. 15, we
call our algorithm ‘‘Append-NN’’ (A-NN).

In the case of the NM approach, we first compute a
template for each identity in the database. We select the
average image for both the PCA and the LDA repre-
sentations. Consequently, our distance vectors, dPCA and
dLDA, are composed of C components instead of N.
These vectors are combined according to Eqs. 14 or 15.
The identity associated to the smallest combined dis-
tance is selected. The related algorithms are called
‘‘Mean-NM’’ (M-NM), and ‘‘Append-NM’’ (A-NM),
respectively.

Experimental results

In this section, we report our experiments for two well-
known face databases: the AT&T and the Yale data sets.

For the case of the face recognition task, we also report
the results for the MIT data set.

The data sets

The AT&T data set is made up of ten different images of
40 distinct subjects. For some subjects, the images were
taken at different times, varying the lighting, facial
expressions (open/closed eyes, smiling/not smiling) and
facial details (glasses/no glasses). All of the images were
taken against a dark homogeneous background with the
subjects in an upright, frontal position (with tolerance
for some side movement). The data set was subdivided
into a training set, made up of five images per class/
identity (200 images), and a test set, made up of five
images per class (200 images). In order to assess verifi-
cation performances, we used all possible combinations
of five images out of ten to generate the training and the
test sets (252 cases). Reported results refer to the average
detection-error trade-off curves (DET) for the 252 cases.
In order to assess recognition performances, we repeated
our experiment for ten random partitions of the data set.
Reported results refer to the average rank order statistics
of the ten runs. Figure 2 shows an example of the face
images from the AT&T data set. The AT&T data set is
publicly available at the http://www.cam-orl.co.uk/
facedatabase.html. This data set was used to simulate an
‘‘ideal’’ environment for face recognition ad verification
because the environmental variations are very small.

The Yale data set is made up of 11 images per 15
classes/identities (165 total images). Each face is char-
acterised by different facial expressions or configura-
tions: centre-light, with/without glasses, happy, left-
light, normal, right-light, sad, sleepy, surprised and
wink. The data set was subdivided into a training set,
made up of five images per class (75 images), and a test
set, made up of six images per class (90 images). To
assess verification performances, we used all possible
combinations of five out of eleven images to generate the
training and the test sets (330 cases). Reported results
refer to the average DET curves for such 330 cases. To
assess recognition performances, we repeated our
experiments for ten random partitions of the data set
and reported the average rank order statistics. Figure 3
shows an example of face images from the Yale data set.
The Yale data set is publicly available at http://cvc.ya-
le.edu/projects/yalefaces/yalefaces.html. This data set
was used to simulate a ‘‘real’’ environment with notable
lighting and facial expression variations.

The MIT data set was taken at the MIT Media
Laboratory. The subjects are 16 males (mostly grad
students). Each subject sat on a couch and was digitised
27 times, varying the head orientation, the lighting and

Fig. 2 Examples of face images
from the AT&T data set
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the scale (camera zoom). The variations in lighting, etc.
are not precisely calibrated, and no effort was made to
keep the subjects from moving in between pictures.
In our experiments, we used the images based on the
scale variations, thereby, obtaining three data sets, one
for each head rotation (144 face images per data set).
Figure 4 shows an example of face images from
the MIT data set. The MIT data set is publicly available
at ftp://whitechapel.media.mit.edu/pub/images/face-
images/. This data set was used to simulate a ‘‘real’’
environment for face recognition purposes, with scale
and lighting variations. Large-scale variations make
poor sense for verification purposes, as the environ-
mental conditions are usually well controlled for identity
verification applications.

Results for face verification task

After computing the PCA and LDA matrices on the
training set, we computed the DET curves using the
genuine and impostor matching distances on the test set.
For each combination performed on the AT&T data set,
we computed 200 genuine matching distances and 7,800
impostor matching scores. For each combination per-
formed on the Yale data set, we computed 95 genuine
matching distances and 1,260 impostor matching dis-
tances. With the term ‘‘genuine matching distances’’, we
refer to the distances computed by comparing faces of
the same identity; with the term ‘‘impostor distances’’,
we refer to the distances computed by comparing faces
of different identities.

We compared our algorithms with two classical fu-
sion strategies called ‘‘AND’’ and ‘‘OR’’ [5]. Claimed
identity is accepted when both experts accept it
(‘‘AND’’), or when at least one accepts it (‘‘OR’’).

For AT&T and Yale data sets, performances are re-
ported in terms of the average DET curves [35] of the
individual algorithms (PCA and LDA) and their fusion
with the strategies described in Sect. 4. The DET curves
show the false rejection rate (percentage of rejected
genuine users) as a function of the false acceptance rate
(percentage of accepted impostors) for all threshold
values.

For the AT&T data set, Fig. 5 shows the average
DET curves. These curves point out that the fusion of

PCA and LDA outperforms the best individual verifi-
cation algorithm. In addition, the proposed fusion
algorithms perform better than the classical AND/OR
rules. The ‘‘mean’’ algorithm provided the best perfor-
mance. It is worth noting that the AT&T data set re-
presents an ‘‘ideal’’ work condition for verification
purposes. As an example, the individual PCA recogniser
worked well too. However, results show that the fusion
allows improving performances.

For the Yale data set, Fig. 6 shows the average DET
curves. Even in this case, the fusion of PCA and LDA
outperforms the best individual verification algorithm
and the classical AND/OR rules. In this case, the dif-
ferent fusion rules exhibit similar performances. We
think that the environmental variations in the Yale data
set can be considered as ‘‘noisy’’ information that limits
the effectiveness of the feature extraction performed by
the PCA and LDA. In this case, there is no fusion rule
much better than the others. We believe that the strong
environmental variations among each session of exper-
iments, as can be seen in Fig. 3, limited the performance
differences among fusion rules. It is worth noting that
such variations of expressions and lighting are not usu-
ally permitted in the controlled environments used for
personal identity authentication. However, the results
pointed out that fusion improved performances with
respect to the best individual recogniser.

Results for face recognition task

Figure 7 shows the rank order statistics, i.e. the per-
centage accuracy that can be achieved by considering the
M faces of the database nearest to the given input face.
The input face is considered as correctly recognised if the
right identity is associated to one of the first M faces.
Such curves measure the system reliability—very
important for video-surveillance applications in uncon-
trolled environments. The combination of PCA and
LDA gives a sharp improvement in the performance,
and a better identification reliability.

It is worth noting that the best combination result for
rank=1 (97.3%) is comparable with that reported in
[16] and [20]. In [16], a 97.5% accuracy is reported, but it
is averaged only on five runs; in [20], a 99.5% accuracy is
reported, but with a rejection rate of 0.5%. It is also

Fig. 4 Examples of face images
from the MIT data set

Fig. 3 Examples of face images
from the Yale data set
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worth noting that the approaches in [16, 20] are more
complex than ours; in [16], the combination of 500 face
recognisers is necessary to achieve the above identifica-
tion accuracy, whilst in [20], the individual algorithms
(LVQ and RBF) are intrinsically more complex than our
minimum Euclidean distance approach.

The identification performance improvement points
out a certain complementarity between the PCA and the
LDA. In this case, such complementarity is also sug-
gested by the average correlation coefficient that we

computed between the dPCA and the dLDA vectors. A low
value was obtained: 0.39. We think that the PCA and
LDA are weakly correlated thanks to the good quality
of the images in terms of pose and lighting conditions.
However, high correlation among such vectors does not
necessarily implies an ineffectiveness of the fusion [14].

Whilst the AT&T data set is characterised by small
variations of pose and lighting, the Yale data set is
characterised by strong variations of expression and
lighting. This task is, therefore, more complex and the

Fig. 5 For the AT&T data set,
the average DET curves of the
individual algorithms (PCA and
LDA) and their fusion with
different strategies are depicted.
In order to assess verification
performances, we used all
possible combinations of five
images out of ten to generate
the training set. Each DET
curve refers to the average of
the 252 cases considered

Fig. 6 For the Yale data set,
the average DET curves of the
individual algorithms (PCA and
LDA) and their fusion with
different strategies are depicted.
In order to assess verification
performances, we used all
possible combinations of five
images out of ten to generate
the training set. Each DET
curve refers to the average of
the 330 cases considered
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results are obviously worse, even if the number of
identities is inferior.

Even in this case, the rank order statistics reported in
Fig. 8 show the effectiveness of the decision fusion for
improving the performance and the reliability of a face
recognition system. It is worth noting that the use of a
template condensing the various lighting and face
expressions of the training set (nearest mean approach)
helps to considerably increase the performance of the
system (M-NM and A-NM curves of Fig. 8). On the
other hand, for the AT&T data set, which exhibits small
environmental variations, no significant performance
differences are pointed out by using one template or
multiple templates (Fig. 7).

Unfortunately, in this case, we could not compare
our results with others, because no work reported in the
literature used the Yale data set for combining multiple
algorithms for face recognition.

It should be noted that the average correlation coef-
ficient in this case is high: a value of 0.69 was obtained.
In our opinion, PCA and LDA are correlated because of
the lighting and face expression variations in the images.
As said in Sect. 5.2, the above variations can be con-
sidered as ‘‘noisy’’ information that limits the goodness

of the feature extraction performed by PCA and LDA.
However, the identification accuracy increase by our
fusion algorithms shows that this high correlation can be
partially overcome.

Figures 9 and 10 show the standard deviation of the
identification accuracy on the test set as a function of the
first M faces (rank) from the training set of the AT&T
and the Yale data sets, respectively. As well as the
average identification accuracy, the standard deviation is
related to the ten runs in our experiments. With the
standard rank order statistics, which show the average
identification accuracy as a function of the training set
recalls, these curves help in pointing out further the
benefits of fusion. In all cases, the standard deviation
decreases more rapidly for the combined recognisers.
This means that the rank order statistics related to the
combined systems are more ‘‘stable’’. This result is
particularly relevant for the Yale data set (Fig. 10),
which exhibits large lighting and facial expression vari-
ations. On the other hand, the curves related to the
AT&T data set confirm that, being such a data set

Fig. 7 Rank order statistics for the AT&T data set. Reported
results show that the combination of PCA and LDA improves the
reliability of the system

Fig. 8 Rank order statistics for the Yale data set. Reported results
show that the fusion improves the performance of the individual
algorithms

Fig. 9 Standard deviation of the identification accuracy on the test
set as a function of the first Mrecalls from the training set for the
AT&T data set. Reported results show that such standard
deviations decrease more rapidly using the fusion of PCA and
LDA, thereby, increasing the ‘‘stability’’ of the rank order statistics
reported in Fig. 7

Fig. 10 Standard deviation of the identification accuracy on the
test set as a function of the first M recalls from the training set for
the Yale data set. Reported results show that such standard
deviations decrease more rapidly using the fusion of PCA and
LDA, thereby, increasing the ‘‘stability’’ of the rank order statistics
reported in Fig. 8
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subjected to small environmental variations, the use of
one template embedding environmental variations
(nearest mean approach) is substantially equivalent to
the use of multiple templates (nearest neighbour ap-
proach).

Finally, Figs. 11and 12 report the rank order statis-
tics and the relative standard deviations for the MIT
data set. For these experiments, images nearest and
farthest from the camera were used for training, and the
intermediate images were used for testing (Fig. 4). We
averaged the results for each of the three admitted head
rotations. It should be noted that the individual rec-
ognisers performed very bad, especially the PCA-based
one. In this case, the NM-based classifiers exhibited the
best performance: it is worth noting the improvement of
about 15% over the best individual classifier (LDA).
The effectiveness of the NM approach could be ex-
plained with the expressive power of the average image,
that is, the template image for each class, in both PCA
and LDA spaces. We hypothesise that (a) the template
has also been able to effectively represent the images
acquired at an intermediate degree of scale, and (b) the
template also smoothed the small background variations
due to the scale variability (see Fig. 4). Consequently,
fusion by NM-based decision increases the recognition
robustness with respect to scale variations. This property
is very interesting because, in many recognition appli-
cations, such as video-surveillance, the system must
make a decision on faces acquired at scale degrees that
are ‘‘intermediate’’ with respect to those for which the
system has been trained. If this property was confirmed
by further experiments, then we could try to better ex-
ploit it for handling the scale variations problem.

Scalability of the proposed system

The proposed approach requires that the memory of our
face recognition system must contain:

1. The transformation matrices of PCA and LDA for
coding the input image

2. The templates in the PCA and LDA spaces

Therefore, as it is well-known for the case of
appearance-based face recognition systems, memory
space problems could arise if a large-scale system should
be deployed for a complex real application. In order to
perform a preliminary investigation of this issue, we
performed, with the AT&T data set, PCA and LDA
transformations by increasing the number of classes.

We considered no cropped face images, thereby,
evaluating PCA and LDA transformations on the
10,304-dimensional original feature vector of the AT&T
data set. Then, we increased the number of classes from
10 to 40, and evaluated the number of the F significant
features (that is, the eigenfaces) used by the PCA. Such a
number, F, has been computed according to the ratio:

F ¼ argmin
f

Pf

i¼1
ki

Pd

i¼1
ki

>0:95

0
BBB@

1
CCCA ð16Þ

with ki being the i-th PCA-ordered eigenvalue and d the
original face space dimensionality. Equation 16 is the
standard way to select the significant features generated
by the PCA [24]. Figure 13 shows the number of features
as function of the number of classes for PCA and LDA.
It is worth noting that, for LDA, the number of features
is always fixed to C)1, with C being the number of
classes. Figure 13 also points out that the number of
features of PCA seems to be linearly dependent on the
number of classes. Therefore, the total storage memory
of PCA and LDA, by assuming that each feature value is
a double-precision real value of four bytes, can be simply
approximated. Using 40 classes, the PCA and LDA
transformation matrices and the 200 templates (five
templates for each class) require about 5 MB. By hy-
pothesising that the number of classes increases to 200,
therefore, requiring 1000 templates, the predicted num-
ber of PCA features should be about 573, according to
Fig. 13, under the same environmental conditions of the

Fig. 11 Rank order statistics for the MIT data set. Reported
results point out that the fusion can handle the scale variations,
thereby, improving performance with respect to the best individual
classifier

Fig. 12 Standard deviations of the rank order statistics for Fig. 11.
Reported results point out that the rank order statistics related to
the fusion algorithms are more ‘‘stable’’ than those related to the
individual algorithms
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AT&T data set. The number of LDA features is 199.
Therefore, the total storage memory should be about
25 MB. This value appears to be reasonable for a
modern face verification/recognition system. Accord-
ingly, the proposed system seems to be suitable for face
recognition systems of medium scale, in terms of storage
memory requirements.

It is worth noting that we approximated such mem-
ory requirements using a data set exhibiting small
environmental variations. Although we noticed that the
storage memory requirements were about the same as
using the Yale data set and the MIT data set, we think
that a larger data set is needed to obtain reliable pre-
dictions when the environmental variations increase.

Conclusions

So far, individual face recognition algorithms can
achieve good performances, but only for very controlled
environments. Recently, the fusion of multiple algo-
rithms has been proposed to address the issues related to
the environmental variations. Some works have been
reported, but, in most of the cases, the problem was
addressed by using multi-modal approaches where face,
fingerprints and other biometrics are combined. Very
few works proposed mono-modal systems based only on
the face.

In our opinion, there is one good reason to investi-
gate the potential of the face-based mono-modal sys-
tems. This approach limits the cost of the
implementation of the biometric system because it does
not require multiple sensors and other kinds of dedi-
cated hardware. Therefore, mono-modal approaches
should be better investigated.

To the best of our knowledge, none of the previous
face-based mono-modal systems proposed the combi-
nation of PCA and LDA. Maybe the apparent strong
correlation between PCA and LDA, especially when
PCA is applied before LDA, discouraged such fusion.

However, in the authors’ opinion, no work proved the
superiority of a method with respect to the other for
all the environmental conditions. In addition, results
reported in the literature suggest that PCA and LDA
could have a certain degree of complementarity.
Hence, the fusion of PCA and LDA could improve the
performance with respect to the best individual clas-
sifier. Moreover, such a fusion could handle the dif-
ferences in the behaviour of the individual algorithms
with respect to the environmental condition variability.
In other words, it could improve the robustness of the
whole biometric system.

We believe that our main contribution to the state-
of-the-art was to show, by experiments, that the fusion
of PCA and LDA with simple rules allows improving
the performance and the system robustness to environ-
mental conditions variability. Performance improve-
ment has been shown both for recognition and
verification tasks. Experimental results were carried out
on three data sets, which represent three environment
conditions: ‘‘ideal’’ conditions, with a very limited range
of variability of the environmental parameters (AT&T
data set); ‘‘real’’ conditions with large variability of
lighting and expression (Yale data set); ‘‘real’’ condi-
tions, with variability of scale and lighting (MIT data
set). The results pointed out the improvement of the
performance and robustness of the system with respect
to the best individual recogniser, under the above
environmental conditions.

Although definitive conclusions cannot be drawn on
the basis of the limited set of experiments above, we
think that the reported results suggest that the fusion of
LDA and PCA for face verification and recognition is
worthy of further theoretical and experimental investi-
gations.

Originality and contributions

In this work, we investigated and assessed, by experi-
mentation, the fusion of two appearance-based face
recognition algorithms, namely, principal component
analysis (PCA) and linear discriminant analysis (LDA).
Experiments were carried out in order to simulate dif-
ferent environmental conditions; ‘‘ideal’’ conditions,
with a very limited range of variability of environmental
parameters, and ‘‘real’’ conditions with large variability
of lighting, scale and facial expression. The results
pointed out the improvement in performance and
robustness with respect to the best individual face rec-
ogniser. The benefits of the PCA and LDA fusion has
been shown for both face verification (through the
detection-error trade-off curves) and recognition
(through the rank order statistics).

To the best of our knowledge, no previous work
investigated in detail the usefulness of fusing PCA and
LDA. Accordingly, we believe that our main contri-
bution was to show that, by the fusion of PCA and
LDA, it is possible to improve the performance of the

Fig. 13 Number of features required by PCA and LDA when the
number of templates increases. In both cases, such a number can be
approximated as being linearly dependent on the number of
templates
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best individual face recogniser. Moreover, we showed
that such a fusion allows an improvement in the
robustness of the system, as pointed out by the results
obtained with variable environmental parameters, such
as lighting, expression and scale.
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