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In order to convert a color image into a monochrome one, the lightness components of pixels have to date been used as
gray-levels for the representation of the monochrome image. However, saliencies of an image embedded only in the
chrominance components are eliminated in such conversion. To cope with this problem, ‘‘Color2Gray’’ algorithm,
which excels in the color removal of digital images, has been proposed by Gooch et al. [ACM Trans. Graphics 24
(2005) 634]. In this paper, the algorithm is first analyzed and its mathematical property is revealed. Then a fast
Color2Gray algorithm is proposed by using the mathematical property. Finally, the validity and the effectiveness of the
proposed algorithm are proven by some experiments. # 2009 The Optical Society of Japan
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1. Introduction

In recent years, digital color images have become very
familiar to us, and color printers have also become a
common item. However, to save printing costs, the mono-
chrome printing of color images is still popular. Thus the
color-to-monochrome image conversion is an important
color transformation technique.

In a usual and typical color-to-monochrome conversion,
only the lightness components of an input color image are
extracted and used to represent the monochrome one.
For example, in the high- and standard-definition television
(HDTV and SDTV) standard,1,2) the lightness component of
i-th pixel YHDTV

i and YSDTV
i are obtained as follows:

YHDTV
i ¼ 0:2126ri þ 0:7152gi þ 0:0722bi; ð1Þ
YSDTV
i ¼ 0:299ri þ 0:587gi þ 0:114bi; ð2Þ

where ðri; gi; biÞ stand for the linear RGB components of i-th
pixel.

The color-to-monochrome conversions represented by the
weighted sum of RGB components, such as eqs. (1) and (2),
do not require complex calculation, and in many cases good
monochrome images can be obtained. However, the con-
version using only lightness components does not always
reflect the color information in a monochrome image
appropriately. For example, the image of ‘‘Impression’’
drawn by Monet and its monochrome images obtained by
eqs. (1) and (2) are shown in Figs. 1(a), 1(b), and 1(c),
respectively. From Figs. 1(b) and 1(c), it is observed that the
sun and its reflection on the water almost disappear.

To cope with this problem, color removal methods which
consider differences of colors in an input image have been
proposed in recent years.3–19) For example, Fig. 2 shows the
color removal results of Impression obtained by several
methods.3,4,8) The sun and its reflection on the water can be

recognized though the appearances of the images differ.
Though a definitive method has not yet been proposed20)

because each one has some shortcomings, we consider that
the algorithm ‘‘Color2Gray’’ proposed by Gooch et al.3) is
relatively good in the image quality of the resulting image.
In Color2Gray, differences of colors in an input image are
first quantitatively expressed and an optimization problem
concerning the color removal is constructed using them.
Then the monochrome image, which reflects differences of
colors, is obtained by solving the problem using a conjugate
gradient (CG) method.21) Although the Color2Gray can yield
visually good monochrome images in many cases, it is well
known that its computational cost is tremendous for practical
use. The cost of the algorithm is Oðn2Þ when the number of
pixels in an input image is expressed as n.

In this paper, the analytical solution of the optimization
problem of Color2Gray is first revealed. However, the
computational cost of calculating the bare analytical solution
is Oðn2Þ and is equivalent to the cost of an original
Color2Gray employing the CG method. A color quantization
is introduced to reduce the cost of calculating the solution,
and we then propose a method to compensate the deterio-
ration of image quality of the resulting image caused by the
quantization. Finally, a fast and efficient color-to-mono-
chrome conversion algorithm is proposed. The computa-
tional cost of this algorithm is Oðn log nþ m02Þ, where m0 is
the number of colors in an input image after a quantization.

The rest of this paper is organized as follows. An
overview of the color removal methods proposed so far is
given in §2. Details of the Color2Gray algorithm are
introduced in §3. Then, the analytical solution of the
optimization problem formulated in Color2Gray is derived,
and a new color-to-monochrome conversion method, in
which computational cost is drastically reduced compared
with the original Color2Gray, is proposed by transforming
the analytical solution in §4 and §5, respectively. Finally, the
effectiveness of the proposed method is verified through�E-mail address: suetake@sci.yamaguchi-u.ac.jp
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some conversion experiments in §6, and the conclusions are
described in §7.

2. Related Work

In this section, a brief overview of the color removal
methods is given.

Bala and Eschbach4) proposed a technique which was
based on unsharp masking22) (UM). UM enhances the high
frequency components (edges) in an input image, and their
method can be regarded as a kind of selective UM in which
the strength of edge enhancement effect is controlled based
on the value of the chrominance components of each pixel.
Alsam and Kolas,5) and Smith et al.6) also proposed tech-
niques which obtained the enhanced monochrome images
by selective UM based on the chrominance components.

However, the methods which employ the UM technique
have a common shortcoming: the edge enhancement effect
cannot be realized when the two iso-lightness regions are
separately placed. Moreover, the enhanced edges are some-
times observed as artifacts. In other words, the ‘‘global
consistency’’, which refers to the identical gray-level being
assigned to the same colors in an input image, is not satisfied
in UM-based methods.

Ways that change the projection coefficients of eq. (1)
or (2) for each input image appropriately have also been
proposed.7–13) A simple means is to first use a principal
component analysis23) (PCA) to obtain the coefficients of
color-to-monochrome projection. However, the image qual-
ity of the resulting image obtained by a simple PCA is
insufficient in many cases.9,14) Zhang et al.7) proposed a
method based on the kernel PCA, and Grundland and
Dodgson8) proposed a ‘‘predominant component analysis’’,

which resembles PCA, and the color removal method
‘‘Decolorize’’ based on it. On the other hand, Rasche et al.9)

proposed a method to obtain the projection coefficients by
solving an optimization problem considering the color
differences in an input image. However, the computational
cost of their method is huge and is not suitable for practical
use. Though they introduced color quantization and inter-
polation to reduce the cost,14) it is still tremendous. Note that
the method proposed in ref. 14 does not use a linear
projection, but the algorithm is very similar to the algorithm
proposed in ref. 9.

An advantage of the projection-based methods is that
the global consistency is automatically satisfied. However,
the ability of the color-to-monochrome conversion of the
projection-based methods is not high, and it sometimes
happens that an identical gray-level is assigned to different
colors. Moreover, the ‘‘average lightness consistency’’,
which means preservation of the average lightness of an
input image in the color-to-monochrome conversion, is not
realized because the methods alter the coefficients used in
eq. (1) or (2). When the average lightness of an output image
is different from that of the input image, the color removal
cannot be considered appropriate because the impression
given by the image is changed.

Although there are other methods than those mentioned
above,15–19) they also have respective shortcomings.

Consequently, the method proposed by Rasche et al. in
ref. 14 most closely resembles the Color2Gray algorithm.
Both methods obtain the output gray-levels by solving
the optimization problem. The most significant difference
between them in reference to this is whether or not their
objective functions contain absolute values. The function

(a) (b) (c)

Fig. 1. (Color online) ‘‘Impression’’ drawn by Monet and its monochrome image: (a) original color image, (b) lightness
component in HDTV standard, (c) lightness component in SDTV standard.

(a) (b) (c)

Fig. 2. Color removal results of Impression obtained by several methods: (a) Gooch et al. method,3) (b) Bala and
Eschbach method,4) (c) Grundland and Dodgson method.8)
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employed by Rasche et al. contains the absolute value, and
the optimization problem must therefore be solved by an
iterative method. On the other hand, the objective function
formulated in Color2Gray does not contain the absolute
value, which allows the problem to be solved analytically
under a certain condition, which is a natural and default
condition in Color2Gray.3) The analytical solution described
in this paper reveals that the global and average lightness
consistency are actually realized in the color removal of
Color2Gray under this condition.

3. Color2Gray: Color Removal Method Considering
the Difference of Colors

Gooch et al.3) proposed a color-to-monochrome image
conversion method also called Color2Gray which obtains a
converted monochrome image by minimizing an objective
function formulated based on the ‘‘signed color distance’’.
In Color2Gray, the signed color distance, which expresses
the difference of colors in an input image, is reflected
onto the gray-levels constructing the monochrome image
through a minimization of the objective function. Details of
Color2Gray are described below.

3.1 Formulation of the optimization problem in
Color2Gray

In Color2Gray, the following objective function is
formulated:

Eð f Þ ¼
X
ði; jÞ2��

½ð fi � fjÞ � �ij�2; ð3Þ

where fi is a gray-level of i-th pixel, and f stands for gray-
levels of a whole image. That is, f is ð f1; f2; . . . ; fnÞT. T and
n stand for a transposition and the number of pixels in an
input image, respectively. �ij is a signed color distance
between i-th and j-th pixels, and means the difference of the
colors between those pixels. �� is a set of pixel pairs, and its
elements are the pixel pair ði; jÞs satisfying that a chessboard
distance between the pixels is less than or equal to �. That is,
the pixel pairs ði; jÞ satisfying maxðjxi � xjj; jyi � yjjÞ � �
are the elements of �� when a spatial coordinate of i-th pixel
is represented by ðxi; yiÞ. � indicates a range of the neigh-
borhood. In the case where all pixel pairs in an input image
are elements of the set, � is expressed as 1 in this paper.

Then a converted monochrome image ~ff is obtained by
solving the following optimization problem:

~ff ¼ argmin
fi2R

Eð f Þ: ð4Þ

Equation (4) is solved using the CG method in which
lightness components l of an input color image are used as
an initial value of f . However, Eð f Þ ¼ Eð f þ cÞ is satisfied
where c ¼ ðc1; c2; . . . ; cnÞT and the values of all cis are
identical, so that eq. (4) has an infinite number of solutions.
Hence, after obtaining a solution ~ff by the CG method, the
gray-level shifting of the solution is achieved to get a valid
average lightness of an output converted image. Concretely,
a final converted image is obtained by the gray-level shifting
which attracts the average lightness of an output mono-
chrome image to that of the input color one.

3.2 Definition of the signed color distance
The signed color distance �ij between i-th and j-th pixels

used in eq. (3) is defined by

�ij ¼
�L�ij j�L�ijj > ��ðk�CijkÞ
signð�Cij � v�Þ��ðk�CijkÞ otherwise

�
ð5Þ

with

��ðxÞ ¼ � tanhðx=�Þ; ð6Þ
v� ¼ ðcos �; sin �Þ; ð7Þ

signðxÞ ¼
þ1 x > 0

�1 otherwise

�
; ð8Þ

where �L�ij is L�i � L�j and �Cij is ð�a�ij; �b�ijÞ, that is,
ða�i � a�j ; b

�
i � b�j Þ. L�i , a�i , and b�i are color components of

i-th pixel which are transformed onto the CIE 1976 L�a�b�

color space.22) ‘‘�’’ indicates an inner product. As shown in
eq. (5), the signed color distance �ij is given as �L�ij when
the absolute lightness difference is more dominant than the
chrominance difference. Otherwise the value related to the
chrominance difference is assigned to �ij. � is a parameter
which gives importance to the chrominance difference in the
color removal. � is a parameter to determine a sign of the
color distance in the conversion. That is, the value of �
determines which colors should be brighter or darker in the
color-to-monochrome conversion; for example, when � is
about �=4, warm-colored and cool-colored pixels become
brighter and darker in the conversion, respectively.

4. Analytical Solution of the Optimization Problem in
Color2Gray

In Color2Gray, a range of the neighborhood � is usually set
as13) because the distances of pixel pairs, which cannot be
discriminated in the ordinal monochrome image, are un-
known beforehand. In the case where the number of pixels
of an input image is n, the number of elements within �1
becomes nC2 þ n ¼ nðnþ 1Þ=2, where nC2 means the com-
bination n choose 2, and the condition � ¼ 1 seems inap-
propriate from the viewpoint of computational complexity.
However, the optimization problem of Color2Gray can be
solved analytically and directly without numerous iterations
when � is set as 1, though this is not described in ref. 3.

Here we solve the optimization problem analytically, and
give the analytical solution directly in §4.1. Additionally,
the characteristics of the color-to-monochrome conversion
of Color2Gray are discussed using the solution in §4.2.

4.1 Derivation of the analytical solution
The solution of the optimization problem defined by

eqs. (3)–(8) is obtained by a first iteration in the CG method
when � is set as 1. Though eq. (4) has an infinite number
of solutions as mentioned above, in fact, a unique solution
is obtained depending on an initial value of the iteration
process. Now let’s solve the optimization problem.

To solve the optimization problem is equivalent to solving
the following simultaneous equations:

AðnÞx ¼ b ð9Þ
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with

AðnÞ ¼ nIðnÞ � JðnÞ; ð10Þ
x ¼ ð f1; f2; . . . ; fnÞT; ð11Þ

b ¼
Xn
j¼1

�1j;
Xn
j¼1

�2j; . . . ;
Xn
j¼1

�nj

 !T

; ð12Þ

where IðnÞ is an n�n identity matrix, and JðnÞ is an n�n
matrix of which all the elements are 1. n is the number of
pixels of an input image, and is equal to the number of
dimensions of the simultaneous equations. Equations (9)–
(12) are obtained by rearranging the equations derived from
differentiation of eq. (3) for each fi and regarding them as 0.

By using eqs. (10) and (12), it can be proven that there are
the following relationships concerning AðnÞ and b:

A2
ðnÞ ¼ nAðnÞ; ð13Þ

AðnÞb ¼ nb: ð14Þ
The proof of eqs. (13) and (14) is shown in Appendices A
and B, respectively. Then the analytical solution can be
obtained based on the procedure of the CG method and the
relationship of eqs. (13) and (14).

In the procedure of the CG method, an approximate
solution vector in k-th iteration xk is updated as follows:

xkþ1 ¼ xk þ 	kpk; ð15Þ

where 	k is an increment and pk is a search direction vector.
On the other hand, a residual vector rk is defined as

rk ¼ b� AðnÞxk: ð16Þ

If rk becomes 0, xk is identical with an exact solution of
the optimization problem. And from eqs. (15) and (16), the
following equation concerning rkþ1 is obtained:

rkþ1 ¼ b� AðnÞxkþ1

¼ b� AðnÞðxk þ 	kpkÞ
¼ rk � 	kAðnÞpk: ð17Þ

When k is 0, an initial search direction vector p0 is set as an
initial residual vector r0 in the CG method procedure, and r1
is obtained by using eqs. (13), (14), (16), and (17) as follows:

r1 ¼ r0 � 	0AðnÞr0

¼ r0 � 	0ðAðnÞb� A2
ðnÞx0Þ

¼ r0 � 	0ðnb� nAðnÞx0Þ
¼ r0 � 	0nr0: ð18Þ

In the case where 	0 is set as 1=n, r1 becomes 0. That is, the
procedure is completely accomplished in the first iteration.
In this case, an exact solution ~ff of the optimization problem
is obtained using eqs. (10), (15), and (16) as follows:

~ff ¼ x1

¼ x0 þ 	0p0

¼ x0 þ
1

n
ðb� AðnÞx0Þ

¼
1

n
ðnIðnÞ � AðnÞÞx0 þ

1

n
b

¼
1

n
JðnÞx0 þ

1

n
b: ð19Þ

In Color2Gray, the lightness component of an input image
l ¼ ðL�1;L�2; . . . ;L�nÞ

T is given as the initial approximate
solution vector x0. Then, i-th component of ~ff , that is, ~ff i
can be written as follows:

~ff i ¼
1

n

Xn
j¼1

L�j þ
1

n

Xn
j¼1

�ij

¼ hL�i þ
1

n

Xn
j¼1

�ij; ð20Þ

where hL�i stands for the average lightness of an input
image.

4.2 Discussion of the analytical solution expressed in
eq. (20)

The first term of eq. (20) is a common constant for all ~ff is,
and corresponds to the c portion in the case where a general
solution is represented by cþ ~ff . In Color2Gray, the first
term of eq. (20) has a role to retain the average lightness
of an input image in an output image. This is described in
the following. h ~ff i, that is, the average of the components
of ~ff is written as follows:

h ~ff i ¼
1

n

Xn
i¼1

~ff i

¼
1

n

Xn
i¼1

hL�i þ
1

n

Xn
j¼1

�ij

 !

¼ hL�i þ
1

n2

Xn
i¼1

Xn
j¼1

�ij: ð21Þ

Due to �ij þ �ji ¼ 0 and �ii ¼ 0 being satisfied, the following
equation is satisfied: Xn

i¼1

Xn
j¼1

�ij ¼ 0: ð22Þ

According to eqs. (21) and (22), it can be seen that h ~ff i is
identical with hL�i. As a result, it is understood that the gray-
level shifting is originally and appropriately achieved in
eq. (20) because the average lightness of the input image is
hL�i. Therefore, it is proved that the gray-level represented
by eq. (20) is the final output in Color2Gray with � ¼ 1.
The color-to-monochrome conversion using eq. (20) is
termed ‘‘Original Color2Gray’’ in this paper.

From eq. (20), it is confirmed that the average lightness
and global consistencies are realized in Original Color2Gray.
The average lightness consistency is confirmed in eqs. (21)
and (22); and it can be easily understood that the identical
gray-level is assigned to the same colors in an input
image by the conversion of eq. (20), which means the global
consistency is realized. Although the optimization problem
defined by eqs. (3)–(8) has these characteristics inherently,
the analytical solution of it represents those characteristics
explicitly.

In Original Color2Gray, an output ~ff i is given by adding
the average of �s concerning i-th pixel to the average
lightness as shown in eq. (20). On the other hand, eq. (20)
can be rewritten as follows:
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~ff i ¼
1

n

Xn
j¼1

L�0i; j; ð23Þ

where L�0i; j means the modified lightness of i-th pixel
calculated in consideration with j-th pixel, and is defined by

L�0i; j ¼ L�j þ �ij

¼
L�i j�L�ijj > ��ðk�CijkÞ
L�j þ signð�Cij � v�Þ��ðk�CijkÞ otherwise

(
:

ð24Þ
As shown in eq. (23), the output gray-level ~ff i in Original
Color2Gray is considered the average of the modified
lightness L�0s concerning i-th pixel. Equation (24) shows
that L�0i; j becomes L�i , that is, the modification is not applied
when the lightness difference between i-th and j-th pixel is
adequately large. The modification is only applied when the
chrominance difference is dominant.

Here, the case where the lightness difference is dominant
in all pixel pairs is considered. In other words, when the
signed color distance �ij is always given by �L�ij, eq. (23)
becomes as follows using eq. (24):

~ff i ¼
1

n

Xn
j¼1

L�i ¼ L�i : ð25Þ

Thus, it is confirmed that the Color2Gray output is identical
to the lightness component of an input image L� when the
lightness difference is more dominant than the chrominance
difference in an input image, that is, the lightness modifi-
cation is not needed.

The analytical solution of the optimization problem of
Color2Gray enables us to consider the properties of global
and average lightness consistencies. However, the computa-
tional cost to obtain the output gray-levels is not greatly
reduced using the solution. The computational cost of the
Original Color2Gray expressed in eq. (20) is Oðn2Þ because
n times addition of �ij is needed to obtain ~ff i and there are n

pixels ( ~ff is) in the image of concern. Though the computa-
tional cost of the calculation of eq. (20) is slightly less than
that in solving the optimization problem of Color2Gray by
the CG method, that cost is still Oðn2Þ. Hence, the computa-
tional cost reduction of Original Color2Gray is achieved
in the next section, and a fast color removal method is
proposed based on it.

5. Proposed Fast Color Removal Algorithm

When the decoloring of a color image is carried out by
Original Color2Gray, the calculations for the second term of
eq. (20) account for most of the entire computational cost. In
this section, we propose the fast Color2Gray algorithm using
the analytical solution in eq. (20). The following steps are
implemented:

A. modification of the definition of the signed color
distance,

B. consideration of the number of same color pixels,
C. color quantization,

and
D. lightness compensation.

5.1 Method A: modification of the definition of the signed
color distance

A new signed color distance �0ij is defined by modifying
eq. (6), which is one of the definitions of �ij, as follows:

�0�ðxÞ ¼ � tanhðbxc=�Þ: ð26Þ

bxc is a floor function and means the maximum integer
number less than or equal to x. In practice, a look-up table
(LUT) for bxcs and �0�ðbxcÞs is used. The cost of calculating
the hyperbolic tangent value is reduced by using the LUT
while the quality of the resulting image is hardly deterio-
rated. Furthermore, using an LUT for bxcs and

ffiffiffiffiffiffiffi
bxc
p

s is
proposed here. To calculate the signed color distance defined
in eqs. (5)–(8), it is necessary to calculate the norm of �Cij

which contains the calculation of a square root value defined
by

k�Cijk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�a�2ij þ�b�2ij

q
: ð27Þ

The cost of calculating square root values can also be
reduced by using an LUT.

Concretely, �0�ðk�CijkÞ is calculated using the LUTs T1

and T2 as follows:

�0�ðk�CijkÞ ¼ T2ðT1ðb�a�2ij þ�b
�2
ij cÞÞ ð28Þ

with

T1ðzÞ ¼ b
ffiffi
z
p
c; ð29Þ

T2ðzÞ ¼ � tanhðz=�Þ; ð30Þ

where z in eqs. (29) and (30) refers to integer numbers.

5.2 Method B: consideration of the number of same color
pixels

Here, it is assumed that the color number i0 is given for
colors appearing in an input image, and the number of pixels
whose color number is i0 is also given as si0 . Then, by using
eq. (20), the output gray-level ~ff 0i0 for i0-th color can be given
by:

~ff 0i0 ¼ hL
�i þ

1

n

Xm
j0¼1

sj0�i0j0 ; ð31Þ

where m means the number of colors included in an input
image. The output gray-level of i-th pixel ~ff i is obtained
by:

~ff i ¼ ~ff 0T3ðiÞ; ð32Þ

where T3 is an LUT concerning pixel numbers and color
numbers. T3ðiÞ indicates the color number of the i-th pixel.

m is always smaller than or equal to n, and in most cases,
it is substantially smaller. Hence the computational cost of
eq. (31) is quite a bit less than that of eq. (20). Note that the
computational cost of building T3 and counting si0 must be
modest for high speed processing. The way to carry them
out is described below.

First, the label li for i-th pixel is given by

li ¼ 2562ri þ 2561gi þ 2560bi: ð33Þ

In eq. (33), it is assumed that RGB values are recorded in
256 levels. In the case where these are recorded in 
 levels,
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256 in eq. (33) should be changed to 
. Then the pixels in an
input image are sorted in the numerical order of l. The fast
sorting algorithm, quicksort,24,25) is used here. For example,
sorted pixels in l’s order become fl34; l52; l3; l4; l127; l85;
l63; . . .g. And the values of l become f0; 0; 1; 1; 1; 3; 7; . . .g.
In this example, the color number i0 ¼ 1 is assigned to the
color of l34 and l52, that is, ðr; g; bÞ ¼ ð0; 0; 0Þ. Similarly,
the color number i0 ¼ 2 is assigned to the color ðr; g; bÞ ¼
ð0; 0; 1Þ, the color number i0 ¼ 3 is assigned to the color
ðr; g; bÞ ¼ ð0; 0; 3Þ, and so on. The colors excluded from an
input image, such as ðr; g; bÞ ¼ ð0; 0; 2Þ in this example, are
not assigned a color number.

The color number i0s can be assigned by scanning the
sorted pixels, and the number of pixels si0s can also be
acquired simultaneously.

5.3 Method C: color quantization
In this section, we propose a computational cost reduction

by the color quantization. The RGB values after the
quantization ðr0; g0; b0Þ are given by

r0i ¼ �bri=�c þ ð�� 1Þ=2; ð34Þ
g0i ¼ �bgi=�c þ ð�� 1Þ=2; ð35Þ
b0i ¼ �bbi=�c þ ð�� 1Þ=2; ð36Þ

where � stands for the width of quantization and is a positive
integer number. The computational cost reduction can be
achieved by applying Method B to the color quantized image.

The number of colors m0 after the quantization is usually
significantly smaller than that of a bare input image, though
it depends on the color distribution of the input image. And
m0 is always smaller than or equal to m.

The degree of the computational cost reduction is
dependent on the color distribution of an input image and
the value of �. An efficient reduction is achieved by
assigning � a large number. However, the difference
between the output image obtained by the Color2Gray with
color quantization and that of Original Color2Gray is in-
creased as � increases. On the other hand, when � is set as 1,
it is identical with the case in which only Method B is used.

5.4 Method D: lightness compensation
Method C (color quantization) sometimes causes serious

deterioration in the quality of an output image because the
colors located in a cubic quantization region are transformed
into an identical representative color. The means of com-
pensating the deterioration is proposed here as ‘‘Method D’’.
The compensation values concerning the input colors and
quantized colors are calculated, and are used to decrease the
deterioration.

The final gray-level of i-th pixel ~ff i using method D is
obtained as follows:

~ff i ¼ ~ff 0T3ðiÞ þ pi; ð37Þ

where pi stands for a compensation value for i-th pixel.
Color2Gray output can be used for the colors in the same
quantization cubic as a candidate of pi. However, the output
becomes similar to the lightness component L� of the colors
because the differences of hue and chroma in a cubic are

small. Especially, when the lightness differences are more
dominant than the chrominance differences between the
colors of concern, Color2Gray output is identical with L� as
mentioned in §4.2. Therefore, it is useful that the lightness
component is simply used as the compensation value as
follows:

pi ¼ L�i � L�0T3ðiÞ; ð38Þ

where L�0T3ðiÞ means the lightness component of the quantized
color of which the number is T3ðiÞ, and L�i � L�0T3ðiÞ stands for
the lightness difference between the color of i-th pixel and
its quantized color.

5.5 Proposed fast algorithm for the color removal
The algorithm proposed in this paper, that is, the fast

Color2Gray algorithm, is constructed using Methods A–D,
and is explained here. First, the color quantization is carried
out using eqs. (34)–(36); then, color numbers i0s are assigned
to quantized RGB values ðr0; g0; b0Þ. The output gray-level for
i0-th quantized color ~ff 0i0 is obtained by

~ff 0i0 ¼ hL
�i þ

1

n

Xm0
j0¼1

sj0�
0
i0j0 : ð39Þ

Finally, the output gray-level of i-th pixel ~ff i is obtained as
follows:

~ff i ¼ ~ff 0T3ðiÞ þ ðL
�
i � L�0T3ðiÞÞ: ð40Þ

Here, T3ðiÞ indicates the color number i0 concerning the color
of i-th pixel after the quantization. We call this fast
algorithm ‘‘Fast Color2Gray’’.

6. Experimental Results

The attempt is made to verify the validity and the
effectiveness of the proposed Fast Color2Gray by applying
it to some images.

6.1 Conditions of experiments
In the experiments, Impression shown in Fig. 1(a),

‘‘Lenna’’ and ‘‘Parrots’’ included in the standard image
database SIDBA,26,27) ‘‘Map’’ and ‘‘Voiture’’ drawn by Bli,
in which each image is 24 bits/pixel and color-scale, are
employed. Their sizes are shown in Table 1. Figure 3 shows
the four images without Impression.

The methods used for comparison were those by Bala and
Eschbach,4) and Decolorize,8) which can remove the color
very fast. The Bala and Eschbach method is representative of
the UM-based methods and is here referred to as ‘‘selective
unsharp masking’’ (SUM). The parameters of SUM are set as
ðK;B1;B2;NÞ ¼ ð1; 15; 40; 5Þ based on ref. 4. Among them,
a parameter related to the calculation time is only N, and
N ¼ 5 guarantees that the method works within a short
time. On the other hand, Decolorize is representative of
the projection-based methods. Its parameters are set as
ð	; �; �Þ ¼ ð0:3; 25; 0:001Þ based on ref. 8. In Decolorize,
the parameter setting is related only to the quality of the
resulting image and has no relevance to the calculation time.
Moreover, Original Color2Gray expressed in eq. (20) is also
employed for comparison. In Original Color2Gray, there are
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two parameters � and �, and these are scarcely related to the
computational cost. Therefore, the values producing good
results for many images are employed, and these are actually
� ¼ 15 and � ¼ �=4. In Fast Color2Gray, � and � are also
set as 15 and �=4, respectively.

In the experiments, we mainly use the HDTV standard
expressed in eq. (1) to calculate lightness components of
images because its primaries are identical with those of the
standard RGB color space,28) which is a common color space
for the displays of personal computers. However, only
Decolorize employs the SDTV standard expressed in eq. (2)
to calculate lightness components; hence we also show

the monochrome images obtained by this standard in the
experimental results.

The CPU employed in the experiments is Intel� Core� 2
Duo 3.0 GHz.

6.2 Calculation time
The calculation times of the methods employed in the

experiments are shown in Table 2. From Tables 1 and 2, it is
observed that the calculation times of the comparison
methods except Original Color2Gray are roughly in OðnÞ,
and that of Original Color2Gray is Oðn2Þ. The number of
pixels of Lenna is four times larger than that of Parrots, and
the calculation time of Original Color2Gray for Lenna is
about sixteen times larger than that for Parrots. Moreover,
the calculation time of Original Color2Gray is very long in
comparison with other methods.

Concerning the Fast Color2Gray, Table 3 shows the
number of colors after the quantization with various
quantization width �. From Tables 2 and 3, it can be easily
understood that the number of colors m0 and the calculation
times are reduced as the value of � increases, and Fast
Color2Gray can process quickly and equivalent to the other
methods when � is set as 8. The computational cost of Fast
Color2Gray can be expressed as Oðn log nþ m02Þ. Oðn log nÞ
and Oðm02Þ are related to the sorting of pixels by the
quicksort and the calculation of eq. (39), respectively. The
computational cost of quicksort is independent of �, and
theoretically becomes a constant for the image consisting of

Table 1. Sizes of images employed in experiments.

Impression Lenna Map Parrots Voiture

Image size (width � height) 128� 92 512� 512 172� 172 256� 256 125� 125

Number of pixels 11776 262144 29584 65536 15625

(a) (b)

(c) (d)

Fig. 3. (Color online) Images employed in experiments: (a)
‘‘Lenna’’, (b) ‘‘Map’’, (c) ‘‘Parrots’’, (d) ‘‘Voiture’’ drawn by Bli.

Table 2. Calculation times of various methods. A unit is second.

Impression Lenna Map Parrots Voiture

HDTV standard 0.01 0.13 0.02 0.05 0.01
SUM 0.02 0.36 0.07 0.15 0.03
Decolorize 0.01 0.25 0.04 0.09 0.02
Original Color2Gray 10.2 4860 30.8 300 17.8

� ¼ 1 1.33 120 0.02 4.75 0.26
� ¼ 2 0.49 15.9 0.02 4.04 0.11

Fast Color2Gray � ¼ 4 0.09 1.17 0.02 1.00 0.04
� ¼ 8 0.02 0.25 0.02 0.19 0.02
� ¼ 16 0.01 0.22 0.02 0.07 0.02

Table 3. The number of colors after the quantization with various
quantization widths �.

� Impression Lenna Map Parrots Voiture

1 10752 148279 105 27632 4988
2 7291 53812 105 25766 3126
4 2784 13018 105 12215 1694
8 758 2596 101 3621 749

16 198 498 77 811 290
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n pixels. Figure 4 shows the relationship between m0 and the
calculation time of Fast Color2Gray for Lenna. The line in
Fig. 4 is a quadratic curve. Thus it is actually confirmed that
the computational cost of Fast Color2Gray is almost Oðm02Þ.
Moreover, the calculation time of the sorting is admittedly
not great in comparison with the calculation of eq. (39).

6.3 Effects of Methods A–D and the parameter setting of
Fast Color2Gray

From the viewpoint of the computational cost, � should be
set as a large value in Fast Color2Gray. However, the quality
of a resulting image is deteriorated under large �. In this
paper, we regard the resulting image obtained by Original
Color2Gray as an ideal monochrome image. The difference
between the ideal image and the image obtained by Fast
Color2Gray is evaluated by a mean square error (MSE)
defined as follows:

MSE ¼
1

n

Xn
i¼1

ð f Fast
i � fOri

i Þ
2; ð41Þ

where f Fast and fOri stand for the resulting mono-
chrome images obtained by Fast Color2Gray and Original
Color2Gray, respectively. MSEs concerning the five test
images are shown in Table 4.

The case where � is set as 1 is considered first. In this
case, the number of colors m0 after quantization is identical
with the number of colors m in an input image. From
Table 2, it is observed that the calculation time of Fast
Color2Gray is about 0.1 times less than that of Original
Color2Gray for Impression. This reduction in calculation
time is mainly due to Method A because m is nearly equal to
n as shown in Tables 1 and 3. When � is set as 1, the MSEs
concerning the results are less than 1 as shown in Table 4,
and such small differences cannot be detected by human
vision. Hence it can be said that Method A reduces the
calculation time without deterioration of the image quality.
On the other hand, as shown in the results for other images, a
huge calculation time reduction is achieved because the
values of m are very small compared with those of n; this
reduction is due to Method B.

Then, the case where � is larger than 1 is considered,
that is, the effect of Method C. From Tables 2 and 4, it is

observed that the large calculation time reduction is
achieved by increasing the value of � though deterioration
of the quality of the resulting images also increases.

Finally, the effect of Method D is confirmed here. For
example, the converted monochrome images of Voiture
obtained by HDTV standard and Original Color2Gray are
shown in Figs. 5(a) and 5(b), respectively. In Fig. 5(a), it is
hard to see the boundary of the grassy plain and mountains
which can be discriminated in the original color image.
That is, Voiture contains iso-lightness different colors.
The boundary is, however, clearly seen in Fig. 5(b). The
resulting images obtained by Fast Color2Gray with various �
are shown in Figs. 6 and 7. Figure 6 shows the results when
Method D is not used, and Fig. 7 shows the results when it is
employed. (a), (b), (c), and (d) shown in Figs. 6 and 7 are
the resulting images when � is set as 2, 4, 8, and 16,
respectively. Especially in Fig. 6(d), deteriorations in the
image quality are apparent in the road and the sky portions,
while these deteriorations are reduced when Method D is
used as shown in Fig. 7(d). Therefore, the effectiveness of
Method D is confirmed.

From Table 2, � ¼ 8 appears to be sufficient for the
calculation time in comparison with SUM and Decolorize.
Note that the lightness extraction by HDTV standard is the
simplest and fastest method. Moreover, � ¼ 8 is also appears
appropriate for the image quality because MSEs between the
resulting images obtained by Fast Color2Gray and Original
Color2Gray are about 2 when � is set as 8 as shown in
Table 4. Indeed, the image quality of Fig. 7(c), which is the
resulting image of Fast Color2Gray with � ¼ 8 for Voiture,
is acceptable. Therefore, � is set as 8 in the following
experiments.
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Fig. 4. Relationship between the number of colors after quanti-
zation and the calculation time of Fast Color2Gray for Lenna. A
line is a quadratic curve.

Table 4. MSEs between the resulting images obtained by Fast
Color2Gray and Original Color2Gray.

� Impression Lenna Map Parrots Voiture

1 0.26 0.14 0.0006 0.08 0.12
2 0.62 0.49 0.08 0.57 0.57
4 0.97 0.66 0.58 0.96 0.88
8 2.41 1.38 1.10 2.55 2.48

16 9.02 4.94 1.40 8.09 5.42

(a) (b)

Fig. 5. Color removal results of Voiture: (a) lightness component
in HDTV standard; (b) Original Color2Gray.
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6.4 Subjective evaluation
In this section, the resulting images obtained by Fast

Color2Gray with � ¼ 8 and other methods are shown and
discussed subjectively.

Figure 8 shows the resulting image of Impression ob-
tained by Fast Color2Gray. Little deterioration of the image

quality caused by the color quantization is seen in
comparison with that obtained by Original Color2Gray
shown in Fig. 2(a). This result is deemed adequate.

The monochrome images of Voiture obtained by the
methods for comparison are shown in Fig. 9. Figure 9(a)
shows the lightness component obtained by SDTV standard,
while (b) and (c) show the resulting images obtained by
SUM and Decolorize, respectively. Though the boundary of
the grassy plain and mountains can be discriminated in the
result obtained by SUM, quality of the image is insufficient;
the resulting image obtained by Decolorize, however, is
visually good. The conversion result of Decolorize can be
viewed as superior to that of Original Color2Gray and Fast
Color2Gray from the viewpoint of the contrast of the plain
and mountains, and of the mountains and sky.

Figure 10 shows the resulting monochrome images of
Map, where (a) and (b) show the lightness component
obtained by HDTV and SDTV standard, respectively.
Figures 10(c), 10(d), 10(e), and 10(f) show the resulting
images obtained by SUM, Decolorize, Original Color2Gray,
and Fast Color2Gray, respectively. An island in Map has
completely disappeared in Fig. 10(a) and is hardly seen in
(b). In the result obtained by SUM, the island can be
distinguished. However, the quality of the image is not good
because artifacts are observed around the island, and they
break the global consistency. In the resulting image obtained
by Decolorize, the visibility of the island is poor. This
conversion result shows one limitation of the projection-
based method: that the ability of the color-to-monochrome
conversion by the linear projection is low as mentioned
in §2. In contrast, excellent resulting images are shown
in Figs. 10(e) and 10(f), which are obtained by Original
Color2Gray and Fast Color2Gray, respectively.

Figures 11 and 12 show the monochrome conversion
results for Parrots and Lenna, respectively. The images are
shown in the same manner as in the case of Map. For these
images, the lightness components are seen to be a sufficient
gray-level as shown in Figs. 11(a), 11(b), 12(a), and 12(b).
Hence, the special conversion is not needed for these
images. However, artifacts are observed in the results
obtained by SUM as shown in Figs. 11(c) and 12(c). As
shown in Figs. 11(c), 11(d), 12(c), and 12(d), though the
image quality of the results obtained by Decolorize is
relatively good in comparison with SUM, unnecessary
conversions have been carried out. As shown in Fig. 11(d),
the body of the right parrot and the head and body of the left

(a) (b)

(c) (d)

Fig. 6. Color removal results of Voiture obtained by Fast
Color2Gray without Method D: (a) � ¼ 2; (b) � ¼ 4; (c) � ¼ 8;
(d) � ¼ 16.

(a) (b)

(c) (d)

Fig. 7. Color removal results of Voiture obtained by Fast
Color2Gray with Method D: (a) � ¼ 2; (b) � ¼ 4; (c) � ¼ 8;
(d) � ¼ 16.

Fig. 8. Resulting image of Impression obtained by Fast
Color2Gray.
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one (yellow and red colors) are converted into brighter gray-
level than their lightness component in Decolorize. And for
the result of Lenna shown in Fig. 12(d), the average gray-
level is obviously higher than the lightness components
shown in Figs. 12(a) and 12(b). The average lightness
consistency is not realized in this case. On the other hand, in

the Original Color2Gray and Fast Color2Gray, the mono-
chrome images which are similar to the lightness compo-
nents in HDTV standard are obtained as shown in
Figs. 11(e), 11(f), 12(e), and 12(f). These results show
that the unnecessary conversions are not executed in the
Original Color2Gray and Fast Color2Gray.

(a) (b) (c)

Fig. 9. Color removal results of Voiture obtained by several methods: (a) lightness component in SDTV standard;
(b) SUM; (c) Decolorize.

(a) (b)

(c) (d)

(e) (f)

Fig. 10. Color removal results of Map obtained by various
methods: (a) lightness component in HDTV standard; (b) lightness
component in SDTV standard; (c) SUM; (d) Decolorize; (e)
Original Color2Gray; (f) Fast Color2Gray.

(a) (b)

(c) (d)

(e) (f)

Fig. 11. Color removal results of Parrots obtained by various
methods: (a) lightness component in HDTV standard; (b) lightness
component in SDTV standard; (c) SUM; (d) Decolorize; (e)
Original Color2Gray; (f) Fast Color2Gray.
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6.5 Quantitative evaluation
Finally, the conversion results shown above are evaluated

quantitatively.
Table 5 shows the average gray-levels of the resulting

monochrome images. SUM, Original Color2Gray, and Fast
Color2Gray satisfy the average lightness consistency. How-
ever, this consistency is not satisfied in Decolorize, as
indicated especially in the result of Lenna.

Table 6 shows MSEs between the images obtained by the
means considering with difference of colors and the light-
ness components. Concerning Decolorize, the lightness
component obtained by the SDTV standard is employed to
calculate MSE, and that obtained by the HDTV standard is
employed for the other methods. From Table 6, the resulting
images obtained by Original Color2Gray and Fast
Color2Gray are seen to be relatively similar to the lightness
component in comparison with other methods. Thus the
color-to-monochrome conversion giving importance to
lightness components is realized in Color2Gray. That saves

the unnecessary conversion, which is especially observed in
the resulting images of Parrots and Lenna obtained by SUM
and Decolorize.

These results confirm the validity and effectiveness of
Fast Color2Gray.

7. Conclusions

This paper first introduced the salience-preserving color
removal method called Color2Gray proposed by Gooch
et al.3) Then Color2Gray was analyzed mathematically, and
the analytical solution of its optimization problem was
reported. Thereafter, Fast Color2Gray which reduced the
processing time significantly using color quantization and
various LUTs was proposed based on this analytical solution.
Finally, the validity and the effectiveness of the proposed
Fast Color2Gray algorithm were proven by experiments.

Appendix A: Proof of Eq. (13)

Using eq. (10), A2
ðnÞ is obtained as follows:

A2
ðnÞ ¼ ðnIðnÞ � JðnÞÞðnIðnÞ � JðnÞÞ

¼ n2IðnÞ � 2nJðnÞ þ J2
ðnÞ: ðA:1Þ

Furthermore, J2
ðnÞ is can be represented as

J2
ðnÞ ¼

1 � � � 1

..

. . .
. ..

.

1 � � � 1

0
BB@

1
CCA

1 � � � 1

..

. . .
. ..

.

1 � � � 1

0
BB@

1
CCA

¼

n � � � n

..

. . .
. ..

.

n � � � n

0
BB@

1
CCA

¼ nJðnÞ; ðA:2Þ

and then eq. (A·1) can be rewritten as

Table 5. Average gray-levels of resulting images obtained by
various methods.

Impression Lenna Map Parrots Voiture

HDTV standard 121.9 124.5 207.1 123.4 156.0
SDTV standard 121.1 132.6 206.0 123.4 151.1
SUM 123.3 125.7 207.9 124.3 157.7
Decolorize 115.7 150.3 193.7 131.1 161.8
Original Color2Gray 122.0 124.5 207.7 123.4 156.0
Fast Color2Gray 122.5 124.9 207.8 123.9 156.5

(a) (b)

(c) (d)

(e) (f)

Fig. 12. Color removal results of Lenna obtained by various
methods: (a) lightness component in HDTV standard; (b) lightness
component in SDTV standard; (c) SUM; (d) Decolorize; (e)
Original Color2Gray; (f) Fast Color2Gray.

Table 6. MSEs between lightness components and resulting
images obtained by various methods. Concerning the Decolorize,
the lightness component obtained by SDTV standard is employed
to calculate MSE, and that obtained by HDTV standard is
employed for the other methods.

Impression Lenna Map Parrots Voiture

SUM 250.6 180.4 278.0 112.8 521.7
Decolorize 41.1 432.3 289.5 199.5 908.7
Original Color2Gray 88.8 51.6 87.2 81.4 113.1
Fast Color2Gray 89.2 50.5 91.8 80.9 122.1
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A2
ðnÞ ¼ n2IðnÞ � 2nJðnÞ þ nJðnÞ

¼ n2IðnÞ � nJðnÞ

¼ nðnIðnÞ � JðnÞÞ
¼ nAðnÞ: ðA:3Þ

Therefore it is proved that eq. (13) is always satisfied. �

Appendix B: Proof of Eq. (14)

Using eq. (10), AðnÞb is represented as follows:

AðnÞb ¼ ðnIðnÞ � JðnÞÞb
¼ nb� JðnÞb: ðB:1Þ

Here JðnÞb is substituted as b0. Then k-th element of b0, that
is, b0k is represented as follows:

b0k ¼
Xn
i¼1

Xn
j¼1

�ij: ðB:2Þ

b0k is independent of k. Further, from the definition of the
signed color distance �ij, the relationships �ij þ �ji ¼ 0 and
�ii ¼ 0 are always satisfied, and b0k for all k becomes

b0k ¼ 0: ðB:3Þ

Hence the relationship JðnÞb ¼ 0 is satisfied. Then, by
substituting the relationship into eq. (B·1), it is proved that
eq. (14) is satisfied. �
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