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Abstract
Construction works associated with the building of reservoirs in mountain areas can damage the stability of adjacent valley
slopes. Seepage processes caused by the filling and drawdown operations of reservoirs also affect the stability of the reservoir
banks over time. The presented study investigates the stability of a fractured-rock slope subjected to seepage forces in the lower
basin of a planned pumped-storage hydropower (PSH) plant in Blaubeuren, Germany. The investigation uses a hydro-
mechanically coupled finite-element analyses. For this purpose, an equivalent continuum model is developed by using a repre-
sentative elementary volume (REV) approach. To determine the minimum required REV size, a large number of discrete fracture
networks are generated using Monte Carlo simulations. These analyses give a REV size of 28 × 28 m, which is sufficient to
represent the equivalent hydraulic and mechanical properties of the investigated fractured-rock mass. The hydro-mechanically
coupled analyses performed using this REV size show that the reservoir operations in the examined PSH plant have negligible
effect on the adjacent valley slope.

Keywords Numerical modeling . Fractured rocks . Equivalent continuum approach . Hydro-mechanically coupled finite element
analysis . Germany

Introduction

The stability of slopes is governed by hydro-mechanical prop-
erties of the soil and/or rock, stress conditions, and slope ge-
ometry, so that any change in these factors can affect the slope
stability. The present study places the focus on the effect of
stress conditions due to water-level change on the stability of a
fractured rock slope. Water level drawdown usually impairs
the slope stability. A reduction of the stabilizing external

hydrostatic pressure and increased hydraulic gradients may
lead to a decrease in the safety factor. Also, the rising water
level in an associated reservoir might lead to problems related
to, for example, stress redistributions due to external loading,
loss of negative pore pressures due to wetting, and seepage
effects. In the past, many catastrophic landslides have been
caused by filling and drawdown operations (Schuster 1979;
Kenney 1992; Schuster and Wieczorek 2002; Zhu et al. 2011;
Paronuzzi et al. 2013).

The influence of hydraulic operations on the stability of
reservoir-rim soil slopes has been investigated by several re-
searchers using hydro-mechanically coupled seepage-stability
analyses (Lane and Griffiths 2000; Liao et al. 2005; Zhan et al.
2006; Paronuzzi et al. 2013). Potentially critical conditions of
rapid drawdown from a partial submergence slope have been
identified by Lane and Griffiths (2000) using the finite-
element method and a chart-based approach developed for
operating safely. Liao et al. (2005) examined the influence
of the water-level drawdown speed on the stability of a slide
mass. Through numerical calculation, the relationships be-
tween the slide mass stability, the hydraulic conductivity and
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the water-level drawdown speed were obtained. The analysis
results of Zhan et al. (2006) demonstrated that the value of the
safety factor in a silty-soil slope increases with the rising res-
ervoir water level. The increase of the safety factor is attribut-
ed to an increase in the water thrust on the slope surface.
During the drawdown process, there exists a critical reservoir
level at which the value of the safety factor is at its lowest. The
critical reservoir level is equal to one third of the slope height.
Vajont landslide in northern Italy has been back-analyzed by
Paronuzzi et al. (2013) to examine the influence of reservoir
operations (filling and drawdown) on Mt. Toc slope stability.
It was found that the main trigger of the Vajont rockslide was
the reservoir-induced water table which formed as a conse-
quence of rapid seepage inflow within the submerged toe of
the slope. However, in the case of large-scale rock slopes with
a large number of fractures, the characterization of the hydrau-
lic and mechanical properties of the fractured-rock slopes is
still one of the most challenging tasks. For solving this prob-
lem, different types of theoretical and numerical models have
been presented and discussed by Jing (2003). In a broad sense,

these models could be divided into two categories: (1)
discontinuum approach, (2) equivalent continuum approach.

The discontinuum approach assumes that the rock mass is
assembled from individual blocks delimited by fractures and it
is possible to precisely investigate the behavior of fractured
rock masses at small scale (Esmaieli et al. 2015). The disad-
vantage of the discontinuum approach is that it requires a huge
amount of detailed input data for solving large-scale problems
with a large number of fractures, which can result in a high
computational effort. As one alternative to the limitations of
the discontinuum approach, the equivalent continuum ap-
proach has been developed. This approach assumes that a
sufficiently large representative element volume (REV) exists,
over which a statistical equivalence can be established be-
tween the constitutive parameters of the equivalent continuum
and those of the original discontinuum. The original discon-
tinuous material can then be treated as a continuous material
characterized by the laws of continuum mechanics, which
enables one to study the stability of fractured-rock masses in
large scales.

Fig. 1 Power law distribution of
fracture length

Table 1 Characteristics of three
fracture sets for the slope
exposure

Fracture parameter Fracture set

S0 K1 K2a K3

Dip direction [°] 89.17 228.97 258.39 288.07

Apparent dip angle β [°] 5.56 66.38 1.02 69.09

Standard deviation of apparent dip angle [°] 4.06 10.78 2.57 11.89

Density constant C [−] 2.0438 1.4507 – 0.8539

Fractal dimension N [−] 2.504 2.183 – 2.314

Fracture frequency P20 [m
−2] 2.0438 1.4507 – 0.8539

Average fracture length μL [m] 1.66 1.85 – 1.76

Fracture density P21 [m
−1] 3.4 2.68 – 1.5

a Neglected fracture set
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Various equivalent continuum models have been devel-
oped by several researchers (Eshelby 1957; Singh 1973;
Morland 1974; Goodman et al. 1968; Gerrard 1982; Oda
1986). The most central effort in developing this approach is
the crack tensor theory of Oda (1986), who developed a meth-
od for solving the coupled flow-stress-strain analyses of frac-
tured rock masses. With the corresponding elastic compliance
and permeability tensors, the REV has been found for the
fractured discontinuum, and the rock mass is replaced by an
anisotropic elastic porous medium. However, there are still
unresolved questions: how can the equivalent properties be
determined? Is the equivalent continuum approach suitable
for modeling the discontinuous fractured rock mass? And
what are the conditions for applicability of the equivalent con-
tinuum model for fractured-rock masses (Long et al. 1982; La
Pointe 1996; Aydan et al. 1995)? This article reports on the
development of a systematic treatment of the homogenization
and upscaling issues for the hydraulic and mechanical

properties of fractured-rock masses. The investigated hydro-
mechanical equivalents were applied as input data in the
coupled seepage-slope stability model, in which the slope sta-
bility subjected to seepage forces were examined correspond-
ing to various hydraulic operations of the reservoir.

Determination of mechanical and hydraulic
properties of rock mass

Geological data

The fracture system examined in this study is based on the
results of the site characterization program of the planned PSH
plant in Blaubeuren in Germany undertaken by the
Department of Engineering Geology and Hydrogeology of
RWTH Aachen University (Song 2016). It is proposed that
the lower reservoir of the PSH plant is constructed in a

Fig. 2 Generated 20 × 20 m
fracture networks: a without
dispersion of the fracture
orientation, b with dispersion of
the fracture orientation

Fig. 3 a Sampled flow regions
with different sizes; b the rotated
hydraulic conditions for the
sampled flow regionwith a size of
15 × 15 m

Hydrogeol J (2018) 26:803–817 805



limestone quarry area at the natural groundwater level without
any technical sealing. The outcropping rock in the quarry area
is characterized by fractured limestone of the Jura (upper and
lower massive limestone). For the investigation program, re-
mote sensing by terrestrial laser scanning (TLS) with digital
orthophotos was used to map the quarry and subsequently to
analyze the distribution pattern of the discontinuities (Song
2016). For the generation of stochastic discrete fracture net-
works (DFNs), the most abundant fracture data are fracture
orientation, fracture density and fracture length (Nirex 1997).
The fracture orientation was defined by the azimuth of the fall
line (direction orthogonal to the strike) and the dip angle.
Regarding the scanned three-dimensional (3D) point cloud
of the terrestrial laser scanning, the spatial position and the
number of fracture sets were partially evaluated by the com-
mercial program BSplit-FX^ (Nguyen et al. 2011). The 3D
measured dip angle α is converted into two-dimensional
(2D) equivalent (apparent) dip angle β as follows:

tanβ ¼ tanα⋅cosθ ð1Þ

where θ is the angle between the orientation of the selected
cutting plane (168°) for the 2D–DFN generation and the av-
eraged dip direction of each fracture set. The selected cutting
plane is parallel to the slope surface with a spatial orientation
258°/82°.

The fracture length is one of the most difficult parameters
to be determined, because the fracture surfaces are rarely
completely outcropped. The slope exposure was captured by
two images to create an orthophoto from which the optical
perspective effects and image distortions were eliminated.
Based on the orthophoto, the observable fracture tracks were
then recorded in ArcGIS as lineaments manually (Ferrero and
Umili 2011). Depending on the apparent dip angles of frac-
tures, the fracture tracks are classified into three fracture sets
K1, K3 and S0. For each fracture set, a power law fracture
length distribution has been fitted to the available data as
shown in Fig. 1. The number of fractures (P20) per m

2 longer
than the length (L) measured in meters is given by:

P20 ¼ C⋅L−N ð2Þ

Fig. 4 Calculated hydraulic paths
in the flow regions with a size of
15 × 15 m in gradient direction
(from boundary 1 to 3) between 0
and 75° in 15° steps

Fig. 5 Hydraulic conductivity
ellipses from 25 simulations for a
flow region with a size of a 5 ×
5 m and b 28 × 28 m
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where L is the fracture length, C is a density constant and N is
the fractal dimension (Dershowitz 1984). It should be noted
that the data include only fractures with a length longer than a
lower cut-off length Lmin of 1 m. In this study, the truncated
power-law given by Riley (2005) was used to describe the
cumulative distribution of fracture lengths:

F Lð Þ ¼ 1−
L

Lmin

� �−N

ð3Þ

The average fracture length μL can be then calculated as
follows:

μL ¼ N
N−1

Lmin ð4Þ

The fracture frequency of each set P20 and average
fracture length can be determined with the calculated frac-
tal dimension N, density constant C and Lmin by Eqs. (2)
and (4), respectively. Furthermore, the fracture density
can be calculated as follows:

P21 ¼ μL⋅P21 ð5Þ

Table 1 shows basic information about the fracture system
including averaged dip direction, averaged apparent dip angle,
the fracture frequency, the fracture density, average fracture
length, and C and N values for each fracture set.

Creation of stochastic discrete fracture networks
(DFNs)

To generate discrete fracture networks in two dimensions, a
numerical program based on the Monte Carlo method has
been developed using the geometric parameters previously
described. The 2D fracture patterns were randomly generated
in a square area (generation region) for which a general de-
scription of the process follows. Each fracture set was gener-
ated independently and the location of each fracture in a set
was modeled by assuming that the centers of the fractures
were randomly distributed (Poisson distribution) within the
generation region. Fracture centers have been constrained to
lie within the generation region and the total number of frac-
ture centers was determined by the fracture frequency P20

(number of fractures per unit area) given in Table 1. In the
next step, the orientation of each fracture in a set must be
determined followed by the selection of the length of each
fracture. As shown in Fig. 1, the fracture length within each
set is found to be distributed in a power law function. The
fractures are truncated at the boundaries of the generation
region in the case of part of the fracture lying outside of the
boundaries.

Figure 2 demonstrates two generated 2D DFNs without
(Fig. 2a) and with (Fig. 2b) dispersion of the fracture orienta-
tion. The DFN with dispersion of fracture orientations has no
order, as shown in Fig. 2b, leading to unrealistic images of the
fracture system and that cannot be visually compared with the
fracture network in the field. It seems that a relation between
the orientation and fracture length exists so that small fractures
show greater dispersion about their mean orientation than lon-
ger fractures (Blum et al. 2005); thus, only the DFN without
dispersion of the fracture orientation was used in this study
(see Fig. 2a).

Determination of REV size with regard to equivalent
hydraulic properties of fractured rock mass

Various studies have been carried out to compute the direc-
tional conductivity of fractured rock masses (Mourzenko et al.
2011; Lang et al. 2014). The study by Lang et al. (2014) has
shown that the permeability of 2DDFNs is commonly smaller
than that of 3D DFNs. However, there are still many unsolved
problems when modeling fluid flow through 3D DFNs, such
as the difficulties associated with geometric meshing and large
calculation times (Li et al. 2014; Benedetto et al. 2016). More
extensive descriptions of fracture network models are given in

Fig. 6 Averaged k(α) values from the flow regions with different sizes
and in different gradient directions in a polar coordinate system (unit: m/s)

Fig. 7 Variation coefficient of the principal conductivity (kmax and kmin)
in different sample sizes
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the textbook by Adler and Thovert (1999). In this study, the
2D hydraulic analyses were performed by using a code in
MATLAB, which is developed by the author based on the
theory of Long et al. (1982) and Song (2016). Using the
Monte Carlo method, a 2D square DFN was generated with
a size of 35 × 35m fromwhich rectangular flow regions with a
length Lf (in meters) were sampled for the hydraulic analysis.
Figure 3 shows the relationship between the generation region
and the flow regions chosen for analysis. For each calculation,
the fracture pattern in the generation region remains un-
changed while rotating the flow region. In the analyses of
the seepage flow through a fracture network, the shortest hy-
draulic flow paths traversing from one boundary to the oppo-
site boundary were determined by using the graphical theory
and the percolation theory. The calculated connected hydrau-
lic paths in each chosen direction and the boundary conditions
of the flow region are shown in Fig. 4. The boundary condi-
tions consist of two constant head boundaries (H1 and H2) on
sides 1 and 3, and two boundaries with the same linear varia-
tion in head from H1 to H2 on sides 2 and 4. The directional
conductivity is measured in the direction perpendicular to

sides 2 and 4; furthermore, all fractures in the flow regionwere
treated as line elements with flux using cubic law, and the
matrix was assumed to be impermeable. In this study, a con-
stant hydraulic aperture of 2 cm calculated by Bock et al.
(2011) was used to focus on the evaluation of the impact of
geometry on hydraulic properties. Under the defined hydrau-
lic conditions and assuming Darcy flow, the steady flux Qα

that crosses the side 3 of the flow region was calculated and
the corresponding conductivity k(α) was determined by Eq.
(6):

k αð Þ ¼ Qα=
H2−H1ð ÞL f

L f

� �
¼ Qα= H2−H1ð Þ ð6Þ

whereH1 andH2 is the defined constant head on sides 1 and 3
of the flow regions, respectively. To determine the change of
directional conductivity, the hydraulic gradient was rotated
with the direction α counterclockwise from 0–165° in 15°
steps (see Fig. 3b). Twenty-four calculations including the
12 symmetrical directions to the preceding were performed
for each flow region. For homogeneous anisotropic media,
the measured values of k(α) versus the angle of rotation α

Table 2 Summery of all results obtained from the hydraulic analyses of the DFNs in different sample sizes

Sample size [m ×m] k11 [m/s] k12 = k21 [m/s] k22 [m/s] kmax [m/s] kmin [m/s] αmax [°] Coefficient of
variation, kmax [%]

Coefficient of
variation, kmin [%]

REV

5 5.31E-05 1.03E-05 4.12E-05 5.91E-05 3.52E-05 150 17.1 17.7 No

10 4.32E-05 8.53E-06 3.69E-05 4.91E-05 3.09E-05 145 13.4 12.4 No

15 3.67E-05 7.56E-06 3.34E-05 4.28E-05 2.73E-05 141 8.7 8.3 No

20 3.23E-05 6.40E-06 3.07E-05 3.79E-05 2.50E-05 139 6.4 6.3 No

25 3.02E-05 6.07E-06 2.88E-05 3.56E-05 2.34E-05 138 4.9 5.2 No

28 2.96E-05 5.98E-06 2.80E-05 3.49E-05 2.28E-05 139 4.4 4.9 Yes

30 2.89E-05 5.73E-06 2.77E-05 3.40E-05 2.25E-05 138 4.2 4.6 Yes

Fig. 8 a Sampled DFNs in sizes
from 3 × 3 m to 15 × 15 m; b
rotated analysis orientation for
sampledDFNswith a size of 10 ×
10 m
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were fitted by an ellipse and plotted in polar coordinates. The
quality of the fitting was estimated by using Eq. (7):

RMS ¼ 2

kmax þ kmin

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n
∑
n

1
k αð Þ−ksim αð Þ½ �2

s
ð7Þ

In general, a root mean square (RMS) value smaller than
0.2 means a high fitting quality. Regarding the calculated kmax,
kmin and αmax values, the three hydraulic conductivity tensor
components k11, k12 = k21 and k22 were determined as follows:

k11 ¼ 1

2
kmax þ kminð Þ þ 1

2
kmax−kminð Þ⋅cos 2αmaxð Þ ð8Þ

k22 ¼ 1

2
kmax þ kminð Þ‐ 1

2
kmax−kminð Þ⋅cos 2αmaxð Þ ð9Þ

k12 ¼ k21 ¼ 1

2
kmax−kminð Þ⋅sin 2αmaxð Þ ð10Þ

where kmax and kmin are the two principal hydraulic conduc-
tivity components of the 2D conductivity tensor, αmax is the
angle between kmax and the Y-axis counterclockwise, n is
number of the rotations and ksim(α) is the calculated value
on the ellipse in the gradient direction α.

For flow regions with each size in all directions, 25 simu-
lations were carried out to achieve an acceptable convergence
of the mean and standard deviation of the conductivity com-
ponents. Figure 5a,b illustrates the permeability anisotropy for
two domain sizes 5 × 5 m and 28 × 28m, respectively. The red
curves in these figures are the mean conductivity ellipse. As
can be seen from Fig. 5a, there is a large difference between
the adjusted conductivity ellipses of the fracture networks at
the small scale (5 × 5 m) due to the widely varying fracture
geometry and their hydraulic connections. However, as the
scale was increased from 5 × 5 m to 28 × 28 m, the adjusted
ellipses showed a very good match (see Fig. 5b).

Figure 6 illustrates the averaged values of hydraulic con-
ductivity k(α) of 25 simulations with different model sizes and
in different directions. As can be seen from Fig. 6, the con-
ductivity values are scale-dependent so that they decrease with
increasing domain size; however, they become more stable
when the model size becomes larger. In this study, a sample
standard deviation of the principal permeability components
less than 5% of their sample averages was considered (Blum
et al. 2005). Thereby, the REV size of the fracture system for
rock permeability was determined as 28 × 28 m, which means
that with respect to hydraulic behavior, continuum approxi-
mations could be used for a REV size larger or equal to this
size (see Fig. 7). Finally, the averaged principal hydraulic
conductivities kmax and kmin were determined as 3.49E-5 and
2.28E-5 m/s, respectively. The principle direction αmax was
equal to 139°. The other coefficients calculated from the hy-
draulic analysis of the DFNs in different sample size are sum-
marized in Table 2.

Determination of REV size with regard to equivalent
mechanical properties of fractured rock mass

The geometric distribution of fractures influences not only
the hydraulic behavior of a rock mass but also its mechan-
ical behavior. Because of the complex nature of fracture

Fig. 9 Damage value ellipses
from 25 simulations for a model
size of a 3 × 3 m and b 15 × 15 m

Fig. 10 Variation coefficient of the principal damage values in different
sample sizes
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patterns and distributions, a comprehensive relation
between fracture geometry and the overall mechanical
characteristics of a fractured rock mass is difficult.
Based on the damage mechanics theory, Kawamoto
et al. (1988) suggested a method to express the geometry
of a complicated fracture system in tonsorial form and to
obtain a mechanically equivalent continuum. In the sim-
plest isotropic case, the damage coefficient D is a scalar
quantity defined as:

D ¼ δSD=δS ð11Þ

where δS is the area of intersection of a plane of the rock
and δSD is the area of the intersection or intersection of
the same plane with cracks within δS. Value D varies
between 0 (undamaged material) and 1 (fully damaged
material). The effective stress σeff is then calculated as:

σeff ¼ σ= 1−Dð Þ ð12Þ

For a uniaxial compression, Young’s modulus E is
defined by:

σeff ¼ E⋅ε ð13Þ

Based on the strain equivalence principle (Lemaitre 1971),
Young’s modulus of a damaged rock is defined as follows:

Ed ¼ E⋅ 1−Dð Þ ð14Þ

where Ed and E are the Young’s modulus of damaged and
undamaged material, respectively. The method of Kawamoto

et al. (1988) has the following assumptions: (1) the fracture
has a planar shape; (2) the mechanical behavior of fractures is
elastic; (3) Fractures are persistent and there are no stress
concentrations of fracture tips and intersections (Gutierrez
and Youn 2015). Based on these assumptions, the damage
tensor could be defined with the geometric information of
the fracture in a rock mass as

Dij ¼ l
V

∑
N

k¼1
ak nk⊗nk
� � ð15Þ

where N is the number of the fractures, V is the volume of the
rock mass, l is the average spacing between fractures, ak is the
length of the kth fracture, nk is the unit vector normal to the kth
fracture and ⊗ denotes the tensor product.

Similar to the process presented in section ‘Determination
of REV size with regard to equivalent hydraulic properties of
fractured rock mass’, the minimum size of mechanical REV
was determined. The size of the sampled fracture network
with a fixed center was increased from 3 × 3 m to 15 × 15 m
(see Fig. 8a), and the damage values of D(α) were calculated
rotating every 15° counterclockwise (see Fig. 8b). The calcu-
lated D(α) values versus the rotation angles αwere then fitted
by an ellipse. The quality of the fitting was also evaluated by
the RMS method. Based on the fitted ellipse, the Dmax, Dmin

and major principal direction αmax, and the principal damage
coefficient components D11, D12 =D21, and D22 were then
calculated.

For the sampled DFN with each size and in each direc-
tion, 25 simulations were carried out in order to obtain an
acceptable convergence of the three components of the
damage tensor. Figure 9a,b demonstrates the anisotropy

Table 3 Summary of all results obtained from the damage tensor calculations in different sample sizes

Sample size
[m ×m]

D11 [−] D12 =D21 [−] D22 [−] Dmax [−] Dmin [−] αmax [°] Coefficient of
variation, Dmax [%]

Coefficient of
variation, Dmin [%]

REV

3 0.474 0.130 0.529 0.634 0.369 51 20.6% 18.8% No

4 0.469 0.121 0.530 0.624 0.375 52 17.5% 14.7% No

5 0.468 0.115 0.534 0.621 0.381 53 14.0% 12.0% No

6 0.474 0.112 0.530 0.617 0.387 52 10.7% 10.2% No

7 0.476 0.111 0.531 0.618 0.389 52 9.4% 8.8% No

8 0.481 0.111 0.529 0.619 0.391 51 7.9% 7.8% No

9 0.483 0.111 0.530 0.619 0.393 51 7.0% 7.1% No

10 0.484 0.110 0.530 0.620 0.394 51 5.9% 6.3% No

11 0.485 0.111 0.532 0.622 0.395 51 5.2% 5.5% No

12 0.482 0.110 0.536 0.622 0.396 52 4.7% 4.7% Yes

13 0.482 0.109 0.536 0.622 0.397 52 4.1% 4.0% Yes

14 0.482 0.109 0.536 0.621 0.397 52 3.9% 3.5% Yes

15 0.482 0.109 0.536 0.621 0.397 52 3.6% 3.2% Yes
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of the damage coefficient for a model size of 3 × 3 m and
15 × 15 m, respectively. The red curves in these figures are
the mean damage coefficient ellipse. As can be seen from
Fig. 9a, there is a large difference between the adjusted
damage ellipses of the fracture networks at the small scale
(3 × 3 m) due to the widely varying fracture geometry;
however, as the scale was increased from 3 × 3 m to 15 ×
15 m, the ellipses showed a very good match (see Fig. 9b).

The minimum required REV size was determined accord-
ing to the criterion that was used for the determination of the
minimum representative REV size with respect to hydraulic
properties. As shown in Fig. 10, the standard deviation of the
principal damage values is less than 5% of their sample aver-
ages when the model size increases from 3 × 3m to 12 × 12m.
Accordingly, a mechanical REV size of 12 × 12 m is suffi-
ciently representative with respect to the mechanical

Fig. 11 a Left: location map of Germany; Right: digital elevation model
for the limestone quarry with planned lower reservoir of the PSH-Blautal
showing the location of defined observation points P1 and P2, and the

cross-section AA′ used in the FEM-analysis; bAdopted hydrogeological-
geomechanical section AA′ of the adjacent slopes at the lower reservoir
site of PSH
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properties of the fractured rock mass in the study area. Table 3
summarizes all the coefficients calculated from the damage
tensor analyses of the DFNs in different sample sizes. For this
model size of 12 × 12 m, the averaged principal damage
valuesDmax andDmin were equal to 0.62 and 0.40, respective-
ly. The averaged principal direction angle of the damage ten-
sor was about 52°, which was nearly perpendicular to the
direction of principal permeability.

Finally, two different REV sizes were determined in respect
of hydraulic and mechanical properties of the examined frac-
tured rock mass: permeability tensor (28 × 28 m) and damage

tensor (12 × 12 m). For the hydro-mechanically coupled FE
analyses, the larger REVof 28 × 28 m was used.

Hydro-mechanically coupled finite element
analyses

Description of the problem

In this section, hydro-mechanically coupled analyses are
performed by using the finite element program ABAQUS
6.12 in order to evaluate the effect of reservoir operations
on the stability of the adjacent valley slope. For this pur-
pose, extensive hydrogeological and geomechanical in-
vestigations were carried out in the project area
(Neukum et al. 2014). Based on the in-situ measurements,
a 3D groundwater flow model was created by using the
finite element program FEFLOW-Version 6.2 in order to
predict the water level changes due to reservoir operations
characterized by regular filling-drawdown procedures
(Song 2016). The findings obtained from these analyses
were used for the definition the hydraulic boundary con-
ditions of the hydro-mechanically coupled analyses pre-
sented in the following section.

Fig. 12 Geometry and finite-element mesh of the slope with hydraulic
conditions corresponding with the model heights: a lower reservoir is full
and b reservoir is emptied; c simulated groundwater level HP1 andHP2 at

observation points P1 (in the mountain area) and P2 (in the reservoir)
from the flow model for a period of 2 days

Table 4 Mechanical, physical and hydraulic properties of the rock mass

Material parameters Unit Value

Density (dry) ρd [kg/m3] 2,600

Density (saturated) ρr [kg/m3] 3,100

Isotropic hydraulic conductivity kf [m/s] 5.56E-5

Young’s modulus Ed [MPa] 9341

Poisson’s ratio υ [−] 0.26

Cohesion c [kPa] 367

Friction angle φ [°] 50
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Geometrical model, boundary conditions
and discretization

By using the scanned data from the terrestrial laser scanning, a
geo-referenced digital elevation model of the entire quarry
including the planned location of the lower reservoir was cre-
ated, from which the 2D model was obtained as the cross-
section AA′ in Fig. 11a. The left vertical boundary of the
numerical model was limited by the foot of the western flank
of the reservoir because its height and slope angle were small-
er than the eastern flank; however, the left vertical boundary of
the numerical model was chosen such that its effect on the
numerical results was negligibly small. Two observation
points P1 and P2 were defined in the FEFLOW model on
the section AA′ to register water levels in the mountain area
and in the lower basin during reservoir operations.

The rock ground was modeled with 3,830 CPE8R elements
(square, reduced integrated eight-node elements). The minimum
length of mesh elements that was used in the reservoir area was

equal to 2 m. With increasing distance from the lower reservoir,
their lengths reached a maximal value of 4 m. The left and right
boundaries are fixed in the horizontal direction, whereas the
bottom boundary of the domain is fixed in horizontal and vertical
directions. The simulated time-varying water levels at P1 and P2
were defined as hydraulic constraints on left/right sides of the
model (see Fig. 12). Under the designed operation variant, the
water-level fluctuation in the lower reservoir varies between
492 m above sea level (asl) and 501 m asl (P2), while in the
mountain area it is between 497.3 and 498.3m asl (P1), as shown
in Fig. 12c. An increase or decrease of the water level in the
reservoir shows similar rates of about 2.6–2.7 m/h. In the per-
formed analyses, three seepage cases were considered: (1) the
water level at P1 (HP1) is lower than at P2 (HP2), i.e. thewater in
the lower basin flows into the valley slope; (2) the water level at
HP1 is higher than at HP2, i.e. groundwater flows from the
mountain area into the lower basin; (3) no water level difference
between HP1 and HP2 exists, i.e. no flow. The initial groundwa-
ter level at the lower reservoir was assumed at about 500 m asl.

Fig. 13 a Calculated pore-water
pressure distribution after the res-
ervoir filled up to its maximum
water level (only positive values
have been indicated); b outflow
velocities evaluated by the nu-
merical simulation

Fig. 14 Simulation results for the first scenario of the fully filled
reservoir. a Displacement status close to the critical failure condition
with four chosen observation points on the slope surface; b recorded

displacements at the four selected control points with the accurate
development of the factor of reduction until the critical failure condition
is reached
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Used constitutive model and material parameters

In the autumn of 2012, water injection and pumping tests were
carried out to determine the hydraulic properties of the study
area. The rock layers in the depth between 520 and 490 m asl
(reservoir basin) have a relatively heterogeneous hydraulic
condition so that the hydraulic conductivity varies between
1E-5 and 1E-4 m/s. By using the results of the injection tests
performed in nine boreholes at 5-m intervals, an average value
of 5.56E-5 m/s was calculated in this depth section. In com-
parison, the hydraulic conductivity kmin and kmax obtained
fromDFNs analyses is 2.28E-5 and 3.49E-5 m/s, respectively.
In the hydro-mechanical analyses performed in the following,
the averaged value of 5.56E-5 m/s was used for the limestone.
Retention curves were defined according to the van
Genuchten model. The rocks below the groundwater level
were considered as saturated materials.

For the stability analyses, the Mohr-Coulomb failure crite-
rion is used. The material parameters were determined by

direct shear tests using nine selected rock samples at the
Institute for Landfill Engineering and Geomechanics, TU
Clausthal University. The material parameters of the exam-
ined fracture rock mass are listed in Table 4. An averaged
damage coefficient of 0.51 which is calculated by Dmax and
Dmin was used to determine the efficient Young’s modulus.
The Young’s modulus obtained from the rockmechanical tests
was 19,063MPa. According to Eq. (11), the Young’s modulus
of the damaged rock Ed was determined as 9341 MPa.

Numerical procedure

The analyses consider a slope under drained conditions. In the
first step, the initial stress- and strain-distribution in the slope
are simulated for the initial water level under the gravity load-
ing. Subsequently, the cohesion and friction angle of the rock
mass were incrementally decreased based on the shear
strength reduction technique (Lane and Griffiths 2000;
Huang and Jia 2009) until a failure occurs in the slope. The

Fig. 15 a Calculated pore-water
pressure distribution after draw-
down of the reservoir level to
reach the minimum elevation
(only positive values have been
indicated); b inflow velocities
evaluated by the numerical
simulation

Fig. 16 Simulation results for the second scenario of the reservoir level
decreased to the minimum level. a Displacement status close to the
critical failure condition with four chosen observation points on the

slope surface; b recorded displacements at the four selected control
points with the accurate development of the factor of reduction until the
critical failure condition is reached
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failure was identified by the onset of instability in the numer-
ical models; however, in the case that the model was already
unstable, an increase in the strength appeared until the limit of
stability was found. In both cases, the limit of stability was
represented by a critical factor of strength reduction, which
was defined as the safety factor of the slope.

In the following section, two critical simulation scenarios
are described in detail. The first scenario of the numerical
modeling is the simulation of seepage and deformation con-
ditions for the case that the reservoir is filled up to the maxi-
mum water level. The second scenario of the numerical
modeling is that the reservoir level is decreased to the mini-
mum water level; furthermore, the safety factor of the slope is
investigated for various hydraulic conditions during the
filling-drawdown operations of the reservoir.

Results and discussion of hydro-mechanically coupled
analyses

For the first scenario, the case of the fully filled reservoir is
studied. Figure 13a,b shows the pore-water pressure distribution
and the flow velocity at the toe of the bank, respectively. The
compressive stress concentrates in the toe of the slope resulting in
shear failure and the upward development of shear strain which
triggers tensile failure at the top of the slope. Figure 14a illustrates
the displacement for the failure surface in the critical failure con-
dition, while Fig. 14b illustrates the displacements at the four
selected control points with the accurate development of the

factor of reduction until the critical failure condition.
Accordingly, the safety factor of the slope is equal to 2.457.

In the second scenario of the numerical modeling, the res-
ervoir level is decreased to the minimum level so that the
groundwater then flows from the valley slope into the lower
reservoir as shown in Fig. 15. Figure 16 illustrates the dis-
placement for the failure surface in the critical failure condi-
tion and the safety factor of the slope (= 2.429).

Furthermore, the safety of the rock slope was investigated
for 23 different hydraulic conditions. The combined effect of
gravity, buoyancy forces and seepage forces on the safety
factor is illustrated in Fig. 17. The safety factor, over the whole
period examined, shows approximately a regular oscillation
during the operation phase. Increasing of the reservoir water
level leads to an increase of the safety factor and vice versa.
The range of calculated factor of safety (FOS) varies between
FOS = 2.428 and FOS = 2.458. As a result, it can be said that
the effect of reservoir operations on the slope stability is negli-
gibly for a water level fluctuation between 492.5 and 501m asl.

Conclusions

Given the fact that many large-scale engineering applications
in fractured rock masses inevitably contain large number of
fractures, it is of great importance to rigorously investigate the
hydraulic and mechanical behavior of fractured rock mass in
equivalent senses. This report presents a methodology to com-
pute the equivalent properties of fractured rock masses with

Fig. 17 a Variation of the factor
of safety (FOS) during the filling-
drawdown operation of the lower
reservoir for 2 days; bVariation of
FOS vs. water level difference
between the two model sides
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explicitly represented fractures, to investigate the scale-
dependency of the properties, and to investigate the conditions
for the application of the equivalent continuum approach for
the hydro-mechanically coupled analysis in fractured rock
masses. The developed equivalent continuum model incorpo-
rates both the mechanical damage tensor and permeability
tensor to characterize the pre-existing fractures, accommodat-
ing the orientation, length, density and aperture of fractures.
Compared to other discrete fracture models, the advantages of
this model are primarily represented in simulating the overall
behavior of fractured rock in large scales.

Geological data used in this study are from the site character-
ization of the lower basin of the planned Blautal PSH plant in
southern Germany. A numerical program was developed for the
generation of stochastic DFNs using the Monte Carlo method.
Based on the generated DFNs, the scale dependencies of the
hydraulic and mechanical properties of the rock mass are inves-
tigated by the discrete seepagemethod and the geometric damage
theory using multiple realizations of the fracture system with
increasing model sizes, respectively; furthermore, the equivalent
permeability tensor and damage tensor are investigated in the
rotated DFN models, and their tensor characteristics are satisfied
at a certain scale. The coefficient of variation is suggested to
quantitatively evaluate the errors involved in the scale-
dependency and tensor-characteristic evaluation. Finally, a
REV size of 28 × 28 m and 12 × 12 m is sufficiently determined
to represent the equivalent hydraulic and mechanical properties
of the investigated rock mass, respectively, indicating that the
uses of the equivalent continuum approach with corresponding
hydro-mechanical equivalents is justified for the site considered
in this study.

The results obtained from coupled seepage-slope stability
models adequately explain the slope behavior during the hy-
draulic operations of the PSH plant. The change trend of slope
stability is nearly related to the filling-drawdown cycles in the
lower reservoir of the plant. An increase of the water level in
the reservoir leads to a marginal increase of the safety factor,
and vice versa, the safety factor decreases with the decreasing
water level. The main destabilizing factor of the slope is the
drawdown of the water level as a consequence of seepage
inflow towards the reservoir; furthermore, the safety of the
rock slope has been investigated in 23 different hydraulic con-
ditions and the calculated safety factors vary between 2.428
and 2.458, which indicates that the reservoir operations in the
examined PSH plant have negligible effect on its stability.

The methodology described in this report introduced the pro-
cedures for determining the equivalentmechanical and hydraulic
properties of fractured rock masses and the applicability of the
equivalent continuum approach in hydro-mechanical seepage-
slope stability analysis. The results indicate that this methodol-
ogy provides a systematic platform for large-scale engineering
applications in fractured rock masses, such as use of deep geo-
thermal energy and a geological repository of radioactive waste.
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