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Abstract Saltwater intrusion is a common phenomenon
in coastal aquifers that can affect the quality of water
intended for drinking and irrigation purposes. In order to
provide sustainable management options for the coastal
aquifer of Malia, located on the Greek island of Crete, a
weighted multi-objective optimization methodology is
employed. The methodology involves use of the particle
swarm optimization algorithm combined with groundwa-
ter modelling. The sharp-interface approximation com-
bined with the Ghyben-Herztberg equation is used to
estimate the saltwater-intrusion front location. The predic-
tion modelling results show that under the current
pumping strategies (over-exploitation), the saltwater-
intrusion front will continue to move inland, posing a
serious threat to the groundwater quality. The management
goal is to maximize groundwater withdrawal rates in the
existing pumping wells while inhibiting the saltwater-
intrusion front at locations closer to the coastal zone. This
is achieved by requiring a minimum hydraulic-head value
at pre-selected observation locations. In order to control
the saltwater intrusion, a large number of pumping wells
must be deactivated and alternative sources of water need
to be considered.

Keywords Groundwater management . Coastal
aquifers . Saltwater intrusion . Optimization . Greece

Introduction

Saltwater intrusion occurs in many coastal aquifers and
can jeopardize groundwater quality if not detected early.

Adverse results of saltwater intrusion in productive
aquifers involve reduction in the available freshwater
storage volume and the simultaneous contamination of
production wells, given that less than 1 % of seawater
(250 mg/L chloride concentration) renders freshwater
unsuitable for drinking and has toxic effects on plants
(Werner et al. 2013). The extent and shape of the saltwater
zone depends on various parameters such as the size,
shape and geological structure of the coastal aquifer as
well as upstream groundwater inflow and tidal oscilla-
tions. In addition, the saltwater intrusion phenomenon is
greatly enhanced by excessive groundwater pumping
activity; therefore, the development of a sustainable
pumping strategy is necessary to avoid the detrimental
effects of unrestrained groundwater withdrawal. The first
step for the determination of such a strategy depends on
an accurate representation of the current saltwater intru-
sion extent. In many practical applications, the available
data needed in order to map the saltwater wedge
accurately are very limited, a fact that leads in heavy
reliance on mathematical models to make estimates
(Werner et al. 2013).

The evolution of the saltwater front in a coastal aquifer
can be described mathematically by two main approaches:
the sharp-interface and the density-dependent approach.
The most simplified, widely used approach is the sharp-
interface approach that can be combined with the Ghyben-
Herzberg relationship under steady-state conditions. Ac-
cording to this approach, the physical system consists of
two immiscible fluids of different constant densities
(freshwater and saltwater) that form a mixing zone that
is limited into an interface with a small finite width (Reilly
and Goodman 1985). This approach has been applied and
extended by many researchers—such as Dagan and
Zeitoun (1998), Brunke and Schelkes (2001), Mantoglou
(2003), Mantoglou et al. (2004), Guvanasen et al. (2000),
Ababou and Al-Bitar (2004), Karterakis et al. (2007),
Koukadaki et al. (2007) and Papadopoulou et al. (2010a),
(2010b) among others. Under transient conditions, the
behavior of the interface is controlled by both the
freshwater and saltwater dynamics, since significant
amounts of saltwater must enter or exit the aquifer
following the interface movement (Mantoglou et al.
2004).

The density-dependent flow approach is based on the
assumption that the freshwater–saltwater system consists
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of a miscible fluid transporting a solute (salt) that affects
the fluid properties (density and viscosity) creating a
mixing zone of significant width (Pinder and Cooper
1970). Researchers have successfully applied this method
in the field (Milnes and Renard 2004; Giambastiani et al.
2007; Kopsiaftis et al. 2009; Kourakos and Mantoglou
2009; Dokou and Karatzas 2012). The application of
density-dependent models in real world applications,
though, is a complex procedure that requires large
computational effort especially when simulating complex
geomorphologies. Moreover, the density-dependent meth-
od requires the knowledge of mass transport parameters
such as dispersivity, that are difficult to estimate accurate-
ly and are usually determined by empiric equations or
using values from the bibliography (Reilly and Goodman
1987). Consequently, the appropriateness of each method
depends on the complexity of the problem at sight.

The second step towards the development of an
optimal management strategy is the selection of the
appropriate optimization model that, combined with the
simulation model, can solve a variety of management
problems taking into account economic, environmental,
and societal aspects. Researchers have employed three
main types of management models in order to solve the
optimization problem at hand: (1) linearization methods
(2) non-linear programming and (3) heuristic algorithms.

Unconfined coastal aquifers exhibit a non-linear be-
haviour with respect to the response of the hydraulic head
to the pumping conditions, rendering the optimization
problem a non-linear one. To circumvent this non-linearity
researchers have used various modified versions of linear
programming (Shamir et al. 1984; Uddameri and
Kuchanur 2007, Karterakis et al. 2007 among others).
Other researchers have employed non-linear optimization
methods such as: MINOS nonlinear optimization algo-
rithm (Gorelick et al. 1984; Willis and Finney 1988;
Finney and Samsuhadi Wills 1992; Reinelt 2005 among
others), sequential quadratic programming (Mantoglou
et al. 2004) and the streamline upwind Petrov-Galerkin
formulation (Gordon et al. 2000).

However, conventional optimization algorithms using
non-linear programming sometimes have difficulty in
finding the global optima or, in case of multi-objective
optimization, the Pareto front. Thus, in recent years,
research has been directed towards heuristic techniques,
such as evolutionary algorithms, Tabu search and simu-
lated annealing due to their broad applicability to general
management scenarios. Various applications in saltwater
intrusion management have applied such algorithms
successfully (Cheng et al. 2000; Cai et al. 2001;
Karterakis et al. 2007; Mantoglou and Papantoniou
2008; Dhar and Datta 2009; Kourakos and Mantoglou
2011).

Saltwater intrusion is as a problem with multiple
conflicting objectives, i.e. maximization of groundwater
extraction while satisfying environmental criteria. This
multi-objective problem is solved here using the particle
swarm optimization (PSO) algorithm in a weighted
average approach. The effectiveness of the PSO algorithm

has not yet been tested in saltwater intrusion applications,
which constitutes the novel contribution of this work.
Specifically, the approach employed here is to combine a
groundwater flow simulation model that defines the
location of the saltwater intrusion toe based on a hydraulic
approach (sharp interface and Ghyben-Herztberg approx-
imation) with PSO. The optimization goal is to maximize
groundwater withdrawal in the existing pumping well
network while inhibiting saltwater intrusion in the coastal
aquifer. All pumping scenarios attempt to find a balance
between socioeconomic (i.e. the water needs of the local
communities) and environmental (saltwater mitigation)
factors. The study area where the aforementioned meth-
odology is applied and tested is the coastal aquifer of
Malia located on the island of Crete, Greece, where the
phenomenon of groundwater overexploitation is intense,
especially during the summer months.

Methodology

Groundwater simulation model: PTC
Princeton transport code (PTC) is a three-dimensional
(3D) groundwater flow and contaminant transport simula-
tor that uses a combination of finite element and finite
difference methods to solve a system of partial differential
equations that represent the groundwater flow, velocity
and contaminant mass transport of the simulated physical
system (Babu et al. 1997):

∇⋅ K⋅∇hð Þ ¼ 0 ð1Þ

∂c
∂t

−∇⋅ D⋅∇cð Þ−∇⋅ vcð Þ ¼ 0 ð2Þ

v ¼ −
K
n
∇h ð3Þ

In Eqs. (1), (2) and (3), h is the hydraulic head, K is the
tensor of hydraulic conductivity, D is the tensor of
hydrodynamic dispersion, c is the solute concentration, t
is time, v is the pore velocity vector, and n is the effective
porosity.

The preceding system of equations includes the
following: the steady state flow of water through a porous
medium (Eq. 1), the transport equation that describes the
contaminant concentration migration with time (Eq. 2) and
a constitutive relationship between groundwater pore
velocity and hydraulic head (Darcy’s law, Eq. 3).

PTC employs a splitting algorithm for solving the fully
3D equations which provides considerable savings both in
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computer memory requirements and computational effort.
The domain is discretized into approximately parallel
horizontal layers. Within each layer a finite element
discretization is used allowing for accurate representation
of irregular domains. The vertical connection of the layers
is accomplished using finite difference discretization. This
hybrid coupling of the finite element and finite difference
methods provides the opportunity to divide the computa-
tions into two steps during a given time iteration (splitting
algorithm). In the first step, all the horizontal equations are
solved using finite elements, while in the second step, the
vertical equations which connect the layers are solved
using finite differences (Babu et al. 1997). PTC is coupled
with a graphical user interface (GUI) called ArgusOne that
is an easy-to-use GIS-based graphical pre- and post-
processor. This model has been successfully used in
several previous studies (Aivalioti and Karatzas 2006;
Koukadaki et al. 2007; Dokou and Pinder 2011).

In this work, the PTC model was used in conjunction
with the sharp interface approach and the Ghyben-
Herztberg approximation in order to estimate the saltwater
intrusion extent, as discussed in detail in the following.
According to this approach only the hydraulic head values
on the model domain are needed in order to approximate
the saltwater intrusion extent; thus, only the flow module
of the PTC algorithm was employed here.

Sharp-interface approach
This approach is based on the assumption that the mixing
zone between two immiscible fluids with different
constant densities (fresh and saline water) is limited into
an interface of a small finite width. The location of the
sharp interface between the two fluids is determined by
the difference between the hydraulic heads of the saline
water and freshwater and the volume of freshwater
flowing towards the shoreline from inland (Reilly and
Goodman 1985). Based on the sharp interface theory, the
physical system is modelled using only the standard
groundwater flow equation and the seawater intrusion
front is approximated hydraulically using the Ghyben-
Herzberg relationship developed independently by
Ghyben (1888) and Herzberg (1901) around the same
time:

ξ ¼ ρ f

ρs−ρ f
h f ≈ 40h f ð4Þ

In Eq. (4), ξ is the interface depth below the sea level,
hf is the hydraulic head of the freshwater above the sea
level, ρf is the density of freshwater (1,000 kg/m3), and ρs
is the density of saline water (1,025 kg/m3).

This means that for the aforementioned freshwater and
saltwater densities, for each meter of freshwater hydraulic
head (hf) above the mean sea level, the interface between
saline water and freshwater is balanced approximately
40 m below the mean sea level.

It has been shown by previous studies (Llopis-Albert
and Pulido-Velazquez 2014) that the sharp interface
approximation is reasonable regarding regional-scale
problems when the transition zone is narrow relative to
the scale of the problem. Additionally, they have shown
that higher values of layer thickness, longitudinal disper-
sion coefficients, and molecular diffusion coefficients, as
well as lower values of recharge, transmissivity, and
distance of the wells to coast, lead to a better approxima-
tion using the sharp interface approach (Llopis-Albert and
Pulido-Velazquez 2014). Finally, this approach is more
suitable for modeling long-term responses of freshwater
lenses or short-term responses in aquifers where seawater
can move in and out easily (Mantoglou et al. 2004). The
interested reader is directed to Reilly and Goodman
(1985), Bear (1999) and Diersch and Kolditz (2002) for
an extensive review on the sharp interface approach.

Optimization problem formulation
The objective of the optimization algorithm is to maxi-
mize the total water withdrawal while controlling the
location of the saltwater intrusion front. Constraints that
ensure no further intrusion of the seawater front are
imposed at pre-selected observation locations where the
calculated hydraulic head should be greater than a
minimum value (hmin). This value is calculated by the
Ghyben-Herzberg relationship. Restrictions for all the
production wells regarding the maximum allowable
extraction rate were also set equal to the current extraction
rates (Qimax). The mathematical formulation of the
problem is described by the following equations:

max
Xn

i¼1

Qi ; i ¼ 1;…; n ð5Þ

subject to:

hj ≥ hmin ; j ¼ 1;…;m ð6Þ

Qi ≤ Qimax ð7Þ

Qi ≥ 0 ð8Þ

In Eqs. (5)–(8), n is the number of production wells, m
is the number of observation locations where a head
constraint is imposed, Qi is the pumping rate of well i,
Qimax is the maximum allowable extraction rate for each
well i, hj is the hydraulic head at a control location j, hmin
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is the minimum hydraulic head needed to avoid saltwater
intrusion in the aquifer.

Due to the fact that PSO cannot solve constrained
problems, the constrained optimization problem described
in the preceding was reformulated into an unconstrained
problem as follows:

min f Qð Þ ¼
−w1

Xn

i¼1

Qi þ w2

Xm

j¼1

hmin−hj

� �
; if hmin−hj≤ε

−w1

Xn

i¼1

Qi þ w2

Xm

j¼1

hmin−h j

� �þ w3 ; if hmin−h j > ε

8>>>><
>>>>:

;

i ¼ 1;…n and j ¼ 1;…m ð9Þ
ð9Þ

In Eq. (9), w1 and w2 are weights that are used as
scaling factors in order to assign relatively equal impor-
tance between the two criteria of the objective function.
The negative sign of the first term in each equation
indicates maximization. The parameter w3 is a penalty
imposed whenever the constraint of maintaining a mini-
mum hydraulic head is not satisfied in any of the
preselected control locations. Note that the difference of
hmin−hj is given a tolerance ε (in this work ε=0.01 m,
since a difference of 1 cm in hydraulic head can be
considered negligible) before the penalty is imposed. The
upper and lower bound constraints remain active for this
alternative formulation.

PSO algorithm
In the unconfined aquifer studied in this work, the
optimization of pumping activity is nonlinear due to the
nonlinear relation of the groundwater system to the
pumping stress under water-table conditions. Specifically,
according to the Dupuit-Forchheimer equation for uncon-
fined aquifers, the hydraulic head calculation at any
location of the unconfined aquifer is a nonlinear function
of the hydraulic head at a known distance from the
pumping well. This makes evolutionary algorithms such
as PSO, an attractive method for solving this non-linear
optimization problem.

The PSO algorithm, developed by Eberhart and
Kennedy (1995), was inspired by the behavior of swarms
of animals. According to this method, each individual
behaves as a particle in multidimensional space with a
specific position and velocity. During each iteration, a
particle in a specific point in space moves to a new one by
adding a velocity to its current position, keeping track of
the best position it has achieved so far. All particles are
members of what is called a swarm. The particle velocity
is determined by three components: the inertia compo-
nent, causing the particle to continue moving in one
direction, the cognitive component, causing the particle to
move towards the best position it has ever been in and the
social component, steering the particle towards the best
position of any particle of the swarm (global best) or in its

neighborhood (local best). The particle position and
velocity are calculated according to the following equa-
tions:

vi tð Þ ¼ vi t−1ð Þ þφ1rand1⋅ pi−xi t−1ð Þð Þ
þφ2rand2⋅ pg−xi t−1ð Þ

� � ð10Þ

xi ¼ xi t−1ð Þ þ vi tð Þ ð11Þ

In Eqs. (10) and (11), vi is the velocity of particle i, xi
is the position of particle i, pi is the best position of
particle i, pg is the global best position of all particles, t is
the current iteration number, ϕ1 and ϕ2 are two positive
numbers (acceleration constants), and rand1 and rand2 are
two uniformly distributed random numbers in the range of
[0,1].

During the implementation of the particle swarm
optimization there are certain parameters that need to be
taken into account in order to avoid the Bexplosion^ of the
swarm, to speed convergence and to avoid premature
convergence (swarm collapse). These include the selection
of the maximum velocity, the acceleration constants, the
constriction factor (del Valle et al. 2008) and the selection
of neighborhood topology (if a local search is implement-
ed). Various methods have been proposed in order to
define these parameters and solve the associated problems.
A selection of those is chosen and applied here.

More specifically, the maximum velocity was chosen to
be limited using a multiplier that is usually between 0 and
1, as follows:

vmax ¼ kxmax ð12Þ

where k is the velocity multiplier and xmax the
variable’s upper bound.

It has been found empirically that, even when the
maximum velocity and the acceleration constant are
defined correctly, the particles may still diverge. The
method selected in this work to overcome this problem is
the constriction factor method first proposed by Clerc and
Kennedy (2002). This method updates Eq. (10) as follows:

vi tð Þ ¼ χ⋅
vi t−1ð Þ þφ1rand1⋅ pi−xi t−1ð Þð Þ

þφ2rand2⋅ pg−xi t−1ð Þ
� �

8<
:

9=
; ð13Þ

χ ¼ 2

2−φ−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
φ2−4φ

p���
���
; φ ¼ φ1 þφ2 > 4 ð14Þ

1184

Hydrogeology Journal (2015) 23: 1181–1194 DOI 10.1007/s10040-015-1286-6



It has been shown empirically that the optimal values for
this method are ϕ1 = ϕ2 = 2.05; thus, the constriction
factor equals χ = 0.729 (del Valle et al. 2008).

In this application, global best PSO was first applied
but at around the 50th iteration premature convergence
was detected, with all particles collapsing to a single
point. Thus, local best PSO was adapted using ring
topology, meaning that each particle can communicate
information between only two other particles (neighbors).
The primary purpose of using neighbors instead of
exchanging information between the entire swarm is to
preserve diversity and allow the particles to explore larger
areas without immediately being drawn to the global best
solution.

The coupling between the groundwater flow simulator
and the optimization model is achieved as follows—for

each member of the swarm containing a potential solution
of pumping rates for each well, a call is made to the
simulator that calculates the hydraulic head at the
preselected observation locations where a minimum head
is required. Then, the corresponding objective function
value (fitness) is calculated and stored.

The main advantage of PSO over other evolutionary
computation algorithms such as the genetic algorithm
(GA), lies in the fact that in PSO there exist two
populations (the local bests and the current positions).
This allows greater diversity and exploration over a single
population. In addition, PSO converges faster than GA
due to the momentum effects on particle movement (e.g.
when a particle is moving in the direction of a gradient).

Elbeltagia et al. (2005) compares five evolutionary-
based algorithms: GA, memetic algorithms, PSO, ant-

Fig. 1 Map of study area location and topography
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colony systems, and shuffled frog leaping. They conclud-
ed that the PSO method was generally found to perform
better than other algorithms in terms of success rate and
solution quality, while being second best to ant-colony
systems in terms of processing time. Dokou and Karatzas
(2013) also found PSO to be superior to genetic algorithm
(GA) and differential evolution (DE) algorithms in a
groundwater application.

Although other similar optimization algorithms such
as genetic algorithms, differential evolution etc., have
been used frequently in real world subsurface hydrology
problems, the PSO method has been recently applied in
only a few works (Matott et al. 2006; Tian et al. 2011;
Gaur et al. 2011; Dokou and Karatzas 2013) and has
never been applied in saltwater intrusion management
studies previously.

Field application

The optimization algorithm was applied in order to
manage saltwater intrusion in the aquifer of Malia,
located in northern Crete, 40 km east of the city of
Heraklion. The study area is characterized by a gentle
slope to the north of the town of Malia and by mountains
to the south. The elevation varies from 0 to 200 m above
mean sea level (amsl) over the coastal lowland and from
200 to 550 m amsl over the area south of the city of
Malia and towards the south (model domain). The
location of the study area in Greece and the boundaries
of the model domain are shown in the topographical map
of the area presented in Fig. 1. The mountainous terrain
continues to the south of the model boundary reaching a
maximum elevation of 1,400 m over the Selena area. The

Fig. 2 Geological formations and wells located in the study area
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cultivated area of the municipality of Malia is 1.75 km2.
Sclerophyllous vegetation and complex cultivation pat-
terns cover most of the study area. Other land uses
include olive groves, natural grassland, non-irrigated
arable land and a small area of discontinued urban fabric
around the towns of Malia and Mohos.

The coastal karstic aquifer of Malia is developed in
limestones of the Tripolis zone. Under these rocks, a series
of alternating chloritic schists, phyllites and quartzites
belonging to the Phyllite-Quartzite zone acts as the
impermeable substrate of the extended region (Kallergis
et al. 2000). The Tripolis series consists of faulted and
karstified limestones, dolomites and calcareous dolomites
(Jurassic-Critidic and Triassic-Jurassic) as shown in the
geological map of Fig. 2. The stratigraphy includes
Neogene deposits that consist of bioclastic Messinian
limestones and Quaternary clastic sediments. Along the
coast, alluvial deposits and beach sand deposits are found
(Quaternary deposits).

Groundwater flow model development

Model discretization
The horizontal discretization of the study area was
implemented using a triangular finite element mesh
consisting of 3,017 nodes and 5,831 elements. The

vertical discretization of the model area (Fig. 3) was
based on information obtained from boring logs in
conjunction with the geological map of the area. Boring
logs were available only for public wells GMA1,
GMA3, GMA4, GMA5, GMA6, GMA7, GMA8,
GST8, GST9, GST11 and GST12, but are not shown
here for brevity. The conceptual model comprised an
unconfined aquifer of 100 m depth, which was
discretized into 2 layers. The top layer of the model
follows the topography of the area (variable elevation of
0–550 m), while the elevation of the bottom layer was
set at −10 m (amsl). PTC does not handle negative
elevations very well, thus, the aquifer’s depth of 100 m
was added to all the elevations, hydraulic head values
etc. After this transformation, the elevation at sea level is
100 m, the top layer elevation varies from 100 to 650 m,
the top elevation of the bottom layer of the model is
90 m and the bottom of the aquifer is at 0 m (Fig. 3).

Hydraulic conductivity
The transmissivity (T) for various locations was deter-
mined from pumping tests conducted in the aquifer of
interest by Kallergis et al. (2000). Information regarding
the aquifer-test parameters and results is provided in
Table 1. The values represent the average results of the
Theis and Jacob methods of analysis. Transmissivity
varies from 0.78 to 61.02 m2/h for limestone formations
(Kallergis et al. 2000). The preceding results were taken
into account when the hydraulic conductivity (K)
parameter was fine-tuned during the process of model
calibration. The final calibrated K values that were used
in the model are presented in Fig. 3.

Aquifer recharge due to rainfall
The spatial distribution of rainfall data in the area was
estimated using measurements from three meteorological

Fig. 3 Vertical discretization of the model and calibrated hydraulic conductivity (K) values for each geological formation

Table 1 Aquifer test results (Kallergis et al. 2000). NA not
available

Well
name

Tapping
depth (m)

Duration
(h)

Q
(m3/h)

Transmissivity
(m2/h)

GMA1 92 10 60 61.02
GMA3 125 24 60 43.65
GMA4 255 NA 50 0.78
GMA7 230 12 90 19.32
GMA9 178 30 24 9.75
GMA11 197 30 20 1.09
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stations (Neapolis, Avdou, Kasteli) located inside or very
close to the study area for the period of October 1995 to
November 2011, which corresponds to the model simula-
tion period. Each year was divided into a wet (October–
March) and a dry (April–September) period, each
consisting of 6 months. An average value for each wet
and dry period of each year was then used as a rainfall
value. Using the average rainfall values measured at these
stations provides a better representation of the conditions
in the area rather than using the data from only one
meteorological station. The amount of rainfall that
penetrates the ground surface (infiltration) and eventually
reaches the groundwater (recharge) depends on the soil
moisture, lithology, slope, vegetation etc. For the estima-
tion of the percentage of rainfall that represents recharge
for each geological formation, typical values were used
that were provided by Kallergis et al. (2000) in their
hydrological report of the Malia region and are represen-
tative of the study area. These values are 44 % for the
limestone formations, 21.5 % for the neogenic sediments,
15 % for Quaternary deposits and 5 % for phyllites.

Boundary and initial conditions
The exploitation of the aquifer system is realized by a
great number of wells. Information for 49 shallow wells
with depths from 2 to 20 m (starting with the letter W), 8
private (starting with the letter B) and 24 public wells
(starting with GMA, GST, N and D) was available for this
study (a total of 81 pumping wells). Their locations were
presented in Fig. 2.

The groundwater drainage is observed to occur in a
northerly direction, while the aquifer is recharged mainly
from the mountainous regions through the carbonate

rocks. A first type flow boundary condition was
set along the coastline, setting the hydraulic head to
100 m along the coastline. Pumping wells in the area of
interest were defined as second type boundary conditions
assuming that their screens are located at the top layer
(layer 2). Specific information regarding the well screens
was not available. Pumping is assumed to occur only
during the dry summer period, when the irrigation and
drinking water needs are at maximum. Three brackish
springs are located in the area (S1, S3 and S4). The
discharge from the three springs was also included in the
model as a second type boundary condition. In addition,
time-dependent flowrates (in m3/day) that vary season-
ally were defined on parts of the southern and eastern
model boundaries as a result of the calibration process.
These boundary conditions represent the inflow to the
model domain that occurs from adjacent groundwater
basins. Initial conditions were set for the beginning of
the simulation (October 1995) by interpolating field
measurements that were collected at that time.

Model calibration
The calibration of the flow field was based on hydraulic
head data measured in 7 wells in November 2011. The
parameters that were varied during the calibration
procedure included the hydraulic conductivity values for
the various geologic formations and the lateral influx
rates on the southern and eastern model boundaries. The
flow calibration results show a good agreement between
measured and model values in most cases (Fig. 4). The R2

value for the comparison between data and model results
is 0.93, and the corresponding root mean square error
(RMSE) is equal to 3.3 m, indicating an acceptable fit.

Fig. 4 Comparison between observed and simulated hydraulic heads in seven wells
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Saltwater intrusion estimation
The model was also used to predict future aquifer
conditions, projecting the aquifer state 10 years in the
future and the location of the saltwater intrusion front
according to the sharp interface approach, if groundwater
extraction continues with the current scheduling (assum-
ing no water resources management strategy for the
inhibition of the saltwater intrusion front) is shown in
Fig. 5, representing the worst-case scenario. In this case
study, the depth of the modeled aquifer is approximately
100 m below sea level (ξ=100 m); thus, according to the
Ghyben-Herzberg relationship, the hydraulic head of the
freshwater at the interface should be hf=2.5 m. This
means that as long as the equivalent hydraulic head of

freshwater remains 2.5 m above sea level (or 102.5 m for
the model), the movement of saltwater into the coastal
aquifer can be avoided.

Optimization problem formulation
The prediction model, which was based in the calibrated
PTC model for the area, was used in conjunction with the
optimization algorithm in order to select an optimal
management strategy for the saltwater intrusion problem
in the area, under two scenarios, described in detail in the
following. The weights used for each conflicting objective
were set to w1=0.00001, w2=1, w3=5 (penalty), in order to
balance the two objectives and ensure they are in the same

Fig. 5 Hydraulic head (H) calibration results, location of saltwater-intrusion front (102.5 m) under future conditions, and control points
(1–16, green squares)
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order of magnitude. A population of 25 particles was used
in each generation, and a maximum number of 100
iterations was defined as the stopping criterion, corre-
sponding to 2,500 calls to the simulation model. The
initial population was created randomly. In order to select
the parameter values that would produce the best results,
the relevant literature was consulted (del Valle et al. 2008).
The final values that gave the best results were the
velocity multiplier k=0.3 and ϕ1=ϕ2=2.05 (corresponding
to a constriction factor of χ=0.729). The hydraulic head is
constrained at a minimum of 102.5 m at 16 control
locations shown in Fig. 5, which represent an attempt to
mitigate the saltwater intrusion front closer to the shore as
compared to the location predicted under future conditions
if the wells continue to pump with the same rates. The
upper bounds of the pumping rates for each well were set
to the current extraction rates presented in Table 2.

Results and discussion

Scenario 1
For scenario 1, all 81 pumping wells that are currently
active in the area were included in the optimization

Table 2 Optimal extraction rates and objective function value for
scenario 1

Well name Upper bound (m3/day) Optimal rate (m3/day)

B9 1,680 0
B1 1,200 0
B16 1,200 0
B17 1,440 0
B18 960 0
B5 960 0
B6 960 0
B7 960 0
D42 240 0
D66 1,200 0
GMA1 1,560 0
GMA2 2,400 0
GMA3 1,440 1,440
GMA4 480 480
GMA5 960 0
GMA6 1,296 0
GMA7 960 960
GMA8 720 0
GST8 264 0
GST9 288 288
GST11 552 0
GST12 768 768
GST13 312 0
N1 1,200 0
N2 1,440 0
N3A 1,440 0
N3B 1,440 0
N4 1,440 0
N5 1,200 1,200
N6 1,440 0
N8 2,040 0
N9 240 0
W1 960 0
W102 360 0
W103 360 0
W109 360 0
W11 360 0
W111 2,400 0
W113 480 0
W115 480 253.38
W116 600 0
W119 720 0
W12 480 0
W122 600 0
W123 600 0
W126 480 0
W127 480 0
W13 360 0
W130 480 0
W131 480 0
W133 480 0
W136 480 0
W138 480 0
W14 960 0
W140 720 720
W143 720 720
W145 960 0
W146 960 0
W16 480 0
W17 1,064 1,064
W206 480 480
W21 360 360
W26 480 0
W27 360 0
W35 360 360
W36 480 480
W4 600 0
W46 480 0

W5 600 0
W51 480 480
W53 480 0
W56 480 480
W60 720 0
W67 720 720
W69 360 0
W72 480 0
W79 480 0
W84 720 720
W85 720 0
W9 480 0
W91 480 0

Total extraction rate (m3 /day): maximum 63,824, optimal
11,973.38; optimal objective function value: −0.1001

Table 3 Computed hydraulic heads at constraint locations using the
optimal solution for scenarios 1 and 2

Constraint No. Computed hydraulic head (m)
Scenario 1 Scenario 2

1 102.60 102.59
2 102.49 102.50
3 102.49 102.50
4 102.54 102.55
5 102.68 102.72
6 102.69 102.76
7 102.54 102.62
8 102.51 102.58
9 102.58 102.65
10 102.65 102.71
11 102.61 102.65
12 102.59 102.62
13 102.60 102.62
14 102.50 102.50
15 102.51 102.50
16 102.66 102.63
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process. The optimal solution obtained by the algorithm is
presented in Table 2. The optimal objective value achieved
by the algorithm is −0.1001. It is observed that in order to
achieve the necessary target hydraulic head at the
observation locations, a vast number of wells are
completely shut down by the algorithm (63 inactive wells
and only 18 remaining active). The total extraction rate is
reduced to 11,973.38 m3/day, which corresponds only to
18.75 % of the current production rate.

The hydraulic heads at the constraint locations are
shown in Table 3. It is observed that the constraint of
102.5 m is satisfied in all locations, while for points 2 and
3 the tolerance of 0.01 m has become effective. This fact
increases the objective value by a small amount (w2·0.02)
but the penalty of 5 is deactivated.

The convergence rate of the algorithm is presented in
Fig. 6. The penalty imposed for not satisfying the
hydraulic head constraints is active until the 16th iteration.
From the 17th iteration forward, the objective function
drops to negative values, since the penalty is no longer
active. The algorithm converges to the optimal value on
the 83rd iteration.

Scenario 2
Given the fact that the water pumped from wells located
inside the saltwater-intruded zone is of questionable
quality, for scenario 2, only the wells that are located
outside the saltwater-intruded area are allowed to extract
groundwater; thus, only 33 out of the 81 production wells
are considered for this scenario. The optimal objective
value achieved by the algorithm is −0.1089, which is a
little better compared to scenario 1. This is due to the fact
that according to this solution, all hydraulic heads at the

Fig. 6 Convergence rate of the algorithm under scenario 1. Inset shows enlarged scale from iteration number 17 onward

Table 4 Optimal extraction rates and objective function value for
scenario 2

Well name Upper bound (m3/day) Optimal rate (m3/day)

B1 1,200 0
B5 960 0
B6 960 0
B7 960 0
B9 1,680 0
B16 1,200 0
B17 1,440 0
D42 240 240
D66 1,200 0
GMA1 1,560 0
GMA2 2,400 0
GMA3 1,440 1,440
GMA4 480 480
GMA5 960 960
GMA6 1,296 1,296
GMA7 960 960
GMA8 720 0
GST8 264 264
GST12 768 768
GST13 312 312
N1 1,200 0
N2 1,440 0
N3A 1,440 0
N3B 1,440 0
N4 1,440 0
N5 1,200 1,200
N6 1,440 1,440
N8 2,040 0
N9 240 240
W115 480 174.21
W116 600 600
W145 960 0
W146 960 0

Total extraction rate (m3 /day): 10,374.21; optimal objective
function value: −0.1089

1191

Hydrogeology Journal (2015) 23: 1181–1194 DOI 10.1007/s10040-015-1286-6



16 control locations achieved the specified target of
102.5 m (Table 3) without the tolerance of 0.01 m being
activated.

The optimal strategy (Table 4) indicates that in order to
achieve the target hydraulic head at the control locations,
14 out of 33 wells remain active and 19 wells are shut
down. The total extraction rate achieved by this solution is
10,374.21 m3/day, slightly smaller than the total extraction
rate of scenario 1 (16.25 % of the current extraction rate).
The main difference is that all wells pump freshwater and
not brackish water of variable salinity, making this
scenario a more attractive management strategy. The total
extraction rate remains small, indicating that alternative
sources of water for drinking and irrigation needs have to
be considered in the area in order to achieve sustainable
management of water resources. Comparing the two
scenarios, 6 out of 14 of the wells that are kept active
are the same (GMA3, GMA4, GMA7, GST12, N5,
W115), indicating that these wells affect the saltwater
intrusion phenomenon the least. This is mainly due to
their location, which is far from the shoreline for all wells
except W115, which is located close to the model
boundary. Note that in both scenarios 1 and 2, well
W115 is selected as pumping location with the pumping
rate within the desired range, while for the rest of the
wells, the optimal pumping values equal either their lower
or upper bounds. This effect is probably due to a boundary
effect, given the W115 well’s proximity to it.

The convergence rate of the algorithm for scenario 2 is
presented in Fig. 7. This time the penalty for not satisfying
the hydraulic head constraints remains active only up to
the 3rd iteration. From the 4th iteration forward, the
objective function drops to negative values, since the

penalty is no longer active. The algorithm converges to
the optimal value on the 73rd iteration, although it has
reached a very similar value at the 64th iteration.

Conclusions

In this work, the coastal aquifer of Malia, located in the
northern part of Crete, Greece, is studied in order to
identify the current and future extent of saltwater intrusion
and formulate alternative management plans for mitigation
of the phenomenon. The groundwater-flow modelling
results show that under the current pumping strategy, the
saltwater intrusion front will continue to move inland
posing a serious threat for the groundwater quality used
for drinking and irrigation purposes. For this reason, two
optimal management scenarios for mitigation of the
saltwater intrusion phenomenon were considered. The
first scenario allowed all pumping wells in the area to
extract water with an upper bound equal to the current
extraction rates. The optimization results that were
obtained using the PSO algorithm indicate that only
22.2 % of the 81 production wells remain active limiting
the amount of extracted groundwater to 18.75 % of the
current rate. For the second scenario only the wells that
are located outside the saltwater-affected areas are
considered, given the fact that the water extracted from
wells located inside the affected zones provide water of
questionable quality. According to this scenario, 42.4 % of
the 33 wells remain active and provide a water volume
that corresponds to 16.25 % of the current rate. The main
difference between the two scenarios is that the second
scenario guarantees that the water extracted is of higher

Fig. 7 Convergence rate of the algorithm under scenario 2. Inset shows enlarged scale from iteration number 4 onward
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quality, making it a more attractive management strategy
for mitigating the saltwater intrusion phenomenon, while
providing better quality water to the region. It is observed
that, in both cases, the total extraction rate remains
extremely small; thus, alternative sources of water for
satisfying the drinking and irrigation needs of the region
need to be investigated in order to achieve sustainable
management of the water resources. In addition, the low
extraction rates needed to mitigate the phenomenon
confirm the slow nature of the saltwater intrusion process,
requiring a long time for the saltwater front to adapt to
management scenarios. This makes the phenomenon very
difficult if not impossible to reverse, indicating that
management options should focus more on prevention
rather than on mitigation measures.
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