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Abstract This paper uses the discrete element method
(DEM) in three dimensions to simulate cone penetration test-
ing (CPT) of granular materials in a calibration chamber.
Several researchers have used different numerical techniques
such as strain path methods and finite element methods to
study CPT problems. The DEM is a useful alternative tool
for studying cone penetration problems because of its abil-
ity to provide micro mechanical insight into the behaviour
of granular materials and cone penetration resistance. A 30°
chamber segment and a particle refinement method were used
for the simulations. Giving constant mass to each particle
in the sample was found to reduce computational time sig-
nificantly, without significantly affecting tip resistance. The
effects of initial sample conditions and particle friction coef-
ficient on tip resistance are investigated and found to have an
important effect on the tip resistance. Biaxial test simulations
using DEM are conducted to obtain the basic granular mater-
ial properties for obtaining CPT analytical solutions based on
continuum mechanics. Macro properties of the samples for
different input micro parameters are presented and used to
obtain the analytical CPT results. Comparison between the
numerical simulations and analytical solutions show good
agreement.
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1 Introduction

Cone penetration testing (CPT) is one of the most versatile
devices for in-situ soil testing. With minimal disturbance to
the ground, it provides information about soil classification
and geotechnical parameters. Interpretation of CPT results
in sand relies mainly on empirical correlations [1]. Different
correlations have been developed from tests in calibration
chambers, where the sample can be consolidated to a desired
stress level and boundary conditions can be accurately con-
trolled [2—4].

Researchers have used various numerical techniques to
study CPT problems; for example Susila and Hryciw [5]
used finite element modelling to simulate CPTs in normally
consolidated sand, and their results showed some excellent
agreement with earlier analytical and experimental studies.
Ahmadi et al. [6] also estimated cone tip resistance in sand
using the finite difference method, and found the error band
between predicted and measured values from the calibration
chamber to be +25 %.

The Discrete Element Method (DEM) is a useful tool for
studying CPT in granular materials as it gives an alterna-
tive approach to current large-displacement finite-element
models and can provide micro-mechanical insight into this
important boundary value problem. Huang and Ma [7], Cal-
vetti et al. [8] and Jiang et al. [9] all used two-dimensional
DEM simulations to study cone penetration tests. Although
qualitative insight was obtained, the limitations of their
disc-based models excluded quantitative comparisons with
physical tests. Moreover, the kinematic constraints of two-
dimensional simulations are substantially different from
three-dimensional (3D) simulations and real granular mate-
rial.

Arroyo et al. [10] used a 3D DEM model of a virtual cal-
ibration chamber to simulate cone penetration tests in sand
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using spheres with prohibited rotation. Their results were
compared to experimental tests conducted in Ticino sand by
Jamiolkowski et al. [11]. The particles used in their model
were scaled to 50 times larger than the Ticino sand. A small
cubical numerical sample (of size 8 mm) was used to cali-
brate the material parameters, Arroyo et al. [10] determined
these parameters by trial and error in order to provide a best
fit to a single set of data for a drained isotropic compres-
sion test. Their numerical results under isotropic boundary
stresses showed good quantitative agreement with the pre-
dictions of the empirical equations based on the physical
results. However, particle size scaling is not recommended
as it decreases the ratio between cone diameter and dsg, the
median particle size (B/dsg), thereby decreasing the num-
ber of particles in contact with the cone tip and creating large
voids around it. The agreement demonstrated between DEM
and experimental results can be attributed to the prohibition
of particle rotation.

In this paper a particle refinement method [12] is imple-
mented to simulate CPT in a 30° segment of a calibration
chamber. In order to improve the computational efficiency of
the simulations, the radius expansion method is used to gen-
erate the sample, and constant particle mass (i.e. particles of
all sizes have the same mass) is implemented throughout the
simulations. Results are presented for a series of cone pene-
tration tests in which a brief summary of the effects of micro
parameters (such as particle friction and porosity) on the tip
resistance is given. Biaxial tests are then performed on the
same material, to obtain the macroscopic soil characteristics.
These are then used to obtain an analytical solution for the tip
resistance, q., using cavity-expansion theory [13,14], which
is compared to the numerical results.

2 Cone penetration test simulations
2.1 Modelling procedure and sample preparation

In the authors’ previous work [15] a 90° segment of a cali-
bration chamber was considered in order to enable smaller
particles to be modelled without excessive computation time.
They also reduced the chamber height H and width D,.
The use of smaller particles provided a more realistic ratio
of cone diameter to median particle diameter (B /dso) and
ensured that during penetration, the cone tip remained in
contact with an acceptable number of particles. Their results
showed that using a chamber height of 100 mm and a width
of 300mm gave an acceptable computational time without
significantly affecting the measured tip resistance. The exper-
imental results of Schnaid [16] for Leighton Buzzard sand
was used as a benchmark for comparison with the numerical
model and to establish the suitability of the model parameters.
In order to obtain a larger number of small particles in contact
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Fig. 1 Sample of three particle sizes in a 30° segment of calibration
chamber

with the cone tip, the authors’ subsequently used a ‘particle
refinement method’ [12], whereby small particles were gen-
erated close to the cone penetrometer, and larger particles
further away. They simulated sand particles of size 1.5 mm
near the cone penetrometer, using both 90° and 30° segments
of the calibration chamber. They showed that using a sample
comprising three different particle sizes minimised the com-
putational time while effectively giving the same resistance
as using a sample comprising only single-sized particles. In
addition, they showed that to simulate a sand-sized particle of
1.5 or 2.0mm near the cone penetrometer, a 30° segment of
the calibration chamber can be used instead of a 90° segment
(which requires an impractical number of particles).
Although an alternative method could be to use periodic
boundaries, which may help minimise boundaries effects
close to the cone, this would add additional computational
weight to the simulations. As one of the aims of this paper
is to investigate how the efficiency of the authors’ previous
model could be improved, it was chosen to use fixed bound-
aries, also maintaining consistency with previous work. As
such, the model used in this study comprises a refined sam-
ple of spheres simulated in a 30° segment of a calibration
chamber, shown in Fig. 1. The samples used consist of a
minimum of three zones of different-sized particles; the dif-
ference in particle size between any neighbouring zones is
chosen so as to prevent excessive migration of the smaller
particles into the larger voids [12]. The numerical chamber
comprises five finite frictionless walls that serve as sample
boundaries to confine the particles during sample generation
and equilibrium (outer cylindrical wall, two vertical planar
walls at 30° to each other, top and bottom planar walls). The
use of frictionless walls was chosen to minimise the boundary
effects from the lateral chamber wall. Additional, temporary
frictionless walls are used as interfaces between the parti-
cles zones to separate them during the sample preparation
process. Table 1 shows the dimensions and boundary con-
ditions of both the experimental results from Schnaid [16]
and the optimal numerical calibration chamber. Although
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Table 1 Dimensions and boundary conditions of experimental and
numerical calibration chamber

Setting Units Experimental Numerical
calibration calibration
chamber chamber

Chamber width (D) mm 1000 300

Chamber height (H) mm 1500 100

Cone diameter (B) mm 36 18

Particles size (dsg) mm 0.8 1.0

Vertical and kPa 100 100

horizontal

stresses
(D./B) ratio - 27.78 16.67
(B/ds) ratio - 45 18

this work (as well as the previous) uses spheres (which lack
interlocking and can be considered unrealistic) readers are
directed to [17] for related work that focuses on investigat-
ing both the effects of particle shape and crushing during
CPT using DEM. It should be noted that the objective of
this paper is not an attempt to model a single specific piece
of data for a specific soil, but further confirm the suitabil-
ity of simulating CPT using a realistic cone size with DEM
in an aggregate comprising sand-sized grains, to investigate
methods of improving simulation time and further explore
the effects of various micro parameters on the macroscopic
behaviour of granular material, and most significantly, com-
pare the results with solutions using cavity expansion theory.
In the previous work by the authors, the sample was gen-
erated using a deposition and compaction method [15]. This
involved creating the spheres in a taller segment and allow-
ing them to fall under gravity. The software used is PFC3D
version 3.1 [18]; the computer used had an Intel Core Quad
CPU (3GHz) and 3GB RAM. To reduce the time required
for CPT simulations, the radius expansion method [18] is
used here. This method involves creating the particles ran-
domly within the defined boundaries, at a greatly reduced
size, then gradually expanding them to their final radii. The
linear-spring contact model is used for efficiency and sim-
plicity, as well as for the sake of comparison with earlier
work; the particles are given normal and shear stiffnesses of
5% 10° N/m. Although a Hertzian contact law would be more
realistic, again the readers are reminded that this is more of
a fundamental study than a specific calibration, and aims to
provide a step towards more realistic and complex models.
The linear spring contact model uses the assigned normal
stiffness to relate the fotal normal displacement to the total
normal force acting on a particle, while the shear stiffness
relates the increment of shear displacement to the increment
of shear force acting on a particle. As well as the software
documentation [18], further details can be found in [19].

Frictionless Rigid
Sleeve

Frictional Rigid Sleeve

u=0.5
Frictional Rigid Cone h
Tip B
u=0.5 h

Fig. 2 Boundary conditions for cone penetrometer

Following sample generation, an isotropic compressive
stress is then applied by adjusting the outer cylindrical wall
and the bottom wall using a servo-control mechanism. This
is maintained during the cone penetration, and the stresses on
all walls are monitored, and are consistent with the applied
stresses before and during penetration). The simulations here
all use a 60° cone penetrometer, of diameter B = 18 mm.
A frictional conical wall is used to simulate the tip, a fric-
tional cylindrical wall is used for the lower sleeve, and a
frictionless cylindrical wall is used for the upper sleeve, as
shown in Fig. 2. The penetrometer moves with a velocity
of 20mm/s, the standard value used in experiments [20]. In
previous work, it was shown that changing this value had no
influence on the results, and although time cannot be consid-
ered real in the simulations using constant mass, the results
show consistency with previous results in which time was
real. Table 2 shows the particle and wall properties for the
calibration chamber and cone penetrometer, which applies to
all the simulations presented here (unless stated otherwise).

2.2 CPT results
2.2.1 Effects of sample preparation method
To highlight the effects of using the radius expansion method

on the preparation time as well as the tip resistance, two sam-
ples were prepared, one using the deposition and compaction
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Table 2 Particle and wall properties for DEM simulations

Input parameter Value
Particle and wall normal stiffness (k;,) 5x 103 N/m
Particle and wall shear stiffness (ky) 5x 103 N/m
Particle density 2650kg/m?
Particle coefficient of friction 0.5
Frictional tip cone coefficient of friction 0.5
Frictional sleeve coefficient of friction 0.5

Chamber wall coefficient of friction 0

Tip Resistance, g, (MPa)

10

==Simulation A : 2mm, 3mm
and 4mm particles
(deposition and

- Compaction method)

—Simulation B : 2mm, 3mm
and 4mm (radius
expansion method)

Depth (m)

Fig. 3 Tip resistance results for simulations A and B

method (simulation A), the other using the radius expansion
method (simulation B). Both samples comprised the identi-
cal particle configuration of 2, 3 and 4 mm spheres (as seen in
Fig. 1), and have the same wall and particle properties. The
chamber inner-segment (75 mm, radially) next to the cone
was filled with 2mm particles followed by a 20mm thick
band of 3 mm particles, the remaining 55 mm was filled with
4 mm particles. The two samples had the same initial porosity
of 0.37, and were subjected to an isotropic stress of 300 kPa.
The porosity is the same in every zone for both samples.
The particle friction coefficient for each of the two samples
was set to 0.5 after isotropic compaction was completed and
before pushing the cone.

Figure 3 shows that the ultimate tip resistance for the two
simulations to be almost the same, approximately 7 MPa. The
overall simulation time for the simulation (including prepa-
ration) using the radius expansion method was substantially
less than the simulation using the deposition and compaction
method, approximately 7 days compared to 30days, respec-
tively, illustrating the usefulness of the radius expansion
method.
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Tip Resistance, g, (MPa)
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—Simulation B : 2mm, 3mm and
4mm (radius expansion method
and variable mass)

e

-=Simulation C : 2mm, 3mm and
4mm (radius expansion method
and constant mass)
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Fig. 4 Tip resistance results for simulations B and C

2.2.2 Constant particle mass

The use of constant mass was considered due to the need
to use even smaller particles in the vicinity of the cone
penetrometer, thereby increasing the number of particles in
contact with the cone tip. The numerical time step used in
the software is a function of the particle mass, and reduc-
ing the particle size at constant specific gravity next to the
cone reduces the time step, meaning that the smallest parti-
cle size controls the time step and can lead to computational
inefficiency. Therefore, the use of constant particle mass was
considered with the aim of reducing simulation time, given
that the simulations were quasi-static in nature, and gravity
was not important under the boundary stresses applied here.
Further details on scaling the timestep and/or density can be
found in the software documentation [18].

The effects of using constant mass on calculation time
and tip resistance are demonstrated by comparing two sim-
ulations (both of which are generated using the radius
expansion method), one with varied particle mass (i.e. con-
stant density—simulation B), and one with constant particle
mass (simulation C). Both samples have the same 2, 3 and
4 mm sphere arrangement and initial porosity of 0.37. They
were subjected to an isotropic compressive stress of 300 kPa.
The results of the two simulations showed almost equal ulti-
mate tip resistances of about 7MPa as seen in Fig. 4. The
simulation using particles with constant density required
approximately 7days to complete, whereas the simulation
using particles of constant mass needed only 3. It can be
deduced from Fig. 4 that using particles of constant mass
had almost no effect on the tip resistance compared with
particles of constant density. Therefore, a simulation com-
prising five particle zones, with diameters 1.0, 1.5, 2.0, 3.0
and 4.0 mm, with constant mass was performed (simulation
D), with the aim of introducing even smaller particles in the
vicinity of the cone. The first zone had a radial distance of
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Tip Resistance, qc (MPa)

0 2 4 6 8 10
0.00 4= L
0.01 4
0.02 4
Simulation C : 2mm, 3mm and
0.03 4 4mm spheres (radius
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N
=} 4
g 005 ~—SimulationD: 1, 15,2, 3 and
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0.06 4 expansion method and
constant mass)
0.07 4
0.08 4
0.09 4
0.10 4

Fig. 5 Tip resistance results for simulations C and D

20mm, the middle three zones were each 15mm, and the
remaining 85 mm comprised the last zone (filled with 4 mm
particles). As before, the sample has an initial porosity of 0.37
and is subjected to an isotropic compressive stress of 300 kPa.
The number of 1 mm particles in contact with the cone tip
was typically around 52 during the simulation, whereas previ-
ously, using 2 mm particles, only around 14 particles were in
contact. Figure 5 compares the tip resistances of simulation
C with simulation D, and it can be seen that the tip resis-
tance for simulation D is higher than that of simulation C,
especially at shallower depths. In addition, using the smaller
particles next to the cone leads to smaller fluctuations in the
tip resistance, due to the larger, more reaslistic number of
contacts, which is desirable for CPT modelling in sand and
making comparisons with available data [16].

2.2.3 Initial porosity

Many researchers have shown that cone tip resistance is
significantly affected by initial sample porosity and mean
effective stress [21-24]. To investigate the effect of initial
sample porosity on the measured tip resistance, two simula-
tions (E and F) are presented in Fig. 6 which have alternative
particle friction coefficients of 0 and 0.5 respectively during
sample preparation and compaction to 100kPa, resulting in
porosities 0.37 and 0.42 respectively before penetration. The
friction coefficient for the first sample was reset to 0.5 after
isotropic compaction was completed and before pushing the
cone. Both samples were then subjected to an isotropic stress
of 100kPa. The influence of varying initial porosity on cone
tip resistance can be seen in Fig. 6, where it is evident from
comparison that a reduction in the initial porosity leads to an
increase in ultimate tip resistance. The ultimate tip resistance
reduces from 3 MPa for the sample with initial porosity 0.37
to about 1 MPa for the sample with initial porosity 0.42.

Tip Resistance, g, (MPa)

0 1 2 3 4
0.00 L
.
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0.01 4 -\._h—:‘ -
0.02 4 -;_'::‘:_‘ — Simulation E : initial
e porosity=0.37
0.03 _—3'_
s el
2 0.044 ===z
g =
g 0.05 R _?ES- —Simulation F : initial
7] —_— porosity=0.42
8 0.06 -
T
0.07 - ==
o ==
0.08 '“_;__1‘-
-
0.09 - —==
==
0.10 A

Fig. 6 Influence of the whole sample initial porosity on tip resistance
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Fig. 7 Influence of mean effective stress on tip resistance, g, (for the
dense sample)

2.2.4 Mean effective stress

To examine the effect of mean effective stress on the tip
resistance results, three simulations comprising samples with
the same initial porosity of 0.37 but varying mean effective
stresses 100, 200 and 300kPa (E, G and D, respectively)
were performed. Figure 7 shows that increasing the mean
effective stresses results in progressively larger values of ulti-
mate tip resistance. Whereas the ultimate tip resistance was
about 3 MPa when the mean effective stress was 100 kPa, this
value increases to about 6 MPa for a mean effective stress of
200kPa, and to about 8.5 MPa when the mean effective stress
is 300kPa. It should be noted that for the three simulations
the tip resistance normalised by their initial horizontal stress,
qc/on, gives approximately the same value of approximately
30, as seen in Fig. 8. This value is approximately 7 times
lower if compared with experimental data of Schnaid [16]
for dense Leighton Buzzard sand (of 89 % relative density)
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Normalised Tip Resistance, @= g / g,
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Fig. 8 Influence of mean effective stress on normalised tip resistance,
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Fig. 9 Influence of particle friction coefficient on tip resistance at
100kPa compressive stress (for the dense sample)

having an isotropic stress of 100 kPa. However, it was found
that this experimental result is approximately in agreement
with simulation results when particle rotation is prohibited
[19].

2.2.5 Farticle friction coefficient

The particle coefficient of friction has also been reported to
have an important influence on the deformation behaviour
of a soil [25,26]. Three simulations (H, E and I) were com-
pared to highlight the effect of particle friction coefficient on
the cone resistance. The three samples used have the same
initial porosity of 0.37 but different particle friction coeffi-
cients 0of 0.2, 0.5 and 1.0 respectively, after sample generation
and compaction. An isotropic compressive stress of 100kPa
was maintained for all the samples. Figure 9 shows that the
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ultimate tip resistance increases as the friction coefficient
increases. The ultimate tip resistance of the sample with par-
ticle friction coefficient 0.2 is about 2 MPa, which increases
to about 3 MPa for the sample with a friction coefficient of
0.5, and to approximately 4 MPa for the sample with a fric-
tion coefficient of 1.0. In Fig. 9 it can be seen that the scatter
in the trend increases as the friction coefficient increases, this
is due to the much larger contact forces between particles,
hence any loss of contacts and particle rearrangement will
result in more noticeable fluctuations of the tip resistance
curve.
Table 3 provides a summary of the CPT simulations.

3 Biaxial test simulations
3.1 Modelling procedure and sample preparation

The biaxial test is traditionally one of the most impor-
tant laboratory tests for the determination of strength and
stress—strain behaviour of soil and other granular materi-
als. Numerous researchers have successfully used DEM to
simulate the behaviour of granular material (e.g. [27]). The
results of loose and dense simulations of biaxial tests car-
ried out on samples of spheres are now presented. The
biaxial model was prepared by generating six finite fric-
tionless rigid walls as boundaries to confine the 1mm
diameter spheres (generated using the radius expansion
method), shown in Fig. 10. The dimensions of this biax-
ial sample are 56 x 28 x 7mm, corresponding to the
major (1), minor (3), and intermediate (2) principal axes
respectively. The material sheared is the same as that
used for the CPT simulation E, and has the same par-
ticle and wall properties. The purpose of these biaxial
simulations is to obtain continuum parameters for an ana-
lytical cavity expansion analysis to compare with the CPT
DEM simulations. That is, the biaxial test simulations were
performed to obtain the Young’s modulus, E; Poisson’s
ratio, v; angle of friction, ¢; and angle of dilation, ¥;
which will be used to obtain an analytical solution of g
using a combined cylindrical-spherical cavity expansion
method.

After the sample was generated, the stress state was
adjusted to an initial isotropic pressure of 100kPa (i.e. o1 =
o0y = 03). The stresses were calculated using the contact
forces and the ball/wall contact areas. The stresses o1 and
03, in the major (1) and minor (3) directions respectively,
are defined as the axial stress and confining stress. After the
sample had reached an initial pressure of 100kPa, the top
and bottom walls in Fig. 10 were given constant velocities
of 0.01 m/s, while the lateral walls (y-direction) were con-
trolled automatically by a servo-mechanism to maintain a
constant confining stress. The front and back walls in the
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figure (z-direction) did not move and were maintained in
fixed positions.

3.2 Biaxial test results

Two simulations were carried out on two samples with differ-
ent initial porosities to investigate the mechanical behaviour
of a granular assembly sheared under biaxial conditions. The
porosities of the two samples were 0.37 (dense sample) and
0.42 (loose sample) respectively. Each sample comprised
approximately 13,400 spheres, of 1 mm diameter (the size
of spheres next to the cone in the most accurate DEM sim-
ulations), shown in Fig. 10. The number of particles was
chosen to ensure a reasonable computational time.

The effect of varying porosity on the mechanical behav-
iour of the granular material for the two simulations is shown
in Fig. 11. In Fig. 11a the peak axial stress achieved for the
dense sample is about 310kPa at an axial strain of about
2 %; the ultimate stress is approximately 225 kPa. The max-
imum stress reached for the loose sample, at approximately
15 % strain, is also 225kPa. As there is no pore pressure, all
stresses can be considered as effective (o6’ = o). The max-
imum angle of friction, ¢>1’Dea ¢ for the plane-strain condition
was calculated from the peak stresses using a Mohr circle of
stress as:

sing’ = u (1
peak 01/ _I_aé

and was found to be approximately 32° for the dense sample.
The ultimate angle of friction for both samples was found to

be 22°. The plot of volumetric strain against axial strain, in
Fig. 11b shows that peak strength is related to the maximum

o, = 100kPa
g >0

&7

Fig. 10 Sample for biaxial test simulation
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Fig. 11 Axial stress and volumetric dilation for samples with two dif-
ferent initial porosities: a axial stress against axial strain, b volumetric
strain against axial strain

rate of dilation. The dense sample had a maximum dilation
angle, V4, at peak strength of approximately 15°, com-
pared with 0° for the loose sample. Both simulations reach
constant volume beyond about 15 % axial strain, indicating
that critical states are achieved. The maximum dilation angle
was calculated from the strain increments as:

de1 + des _ Sey
Se1 —de3 288 — Sy

Sin ¥, =

2

Other parameters obtained from these biaxial tests are the
Young’s modulus, E, and the Poisson ratio, v. The modulus
E was estimated from unload-reload curves obtained from
the biaxial test simulations, to eliminate the effects of parti-
cle disturbance; while the Poisson ratio was estimated from
the initial strain curve (example for the dense sample given
in Fig. 12). Young’s moduli of £ = 62 and 20MPa, and
Poisson ratios of v = 0.2 were found for the dense and loose
specimens respectively.

These biaxial tests were performed to obtain the mate-
rial properties required to obtain an analytical solution for
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Fig. 12 Estimating of elastic properties a Young’s modulus, b Pois-
son’s ratio

g using a combined cylindrical-spherical cavity expansion.
This paper will now focus on the comparison between the
analytical solution and DEM simulation results for the cone
penetration test.

4 Analytical solution for CPT using cavity
expansion method

4.1 Cylindrical-spherical cavity expansion

The similarity between cavity expansion and cone penetra-
tion was firstly reported by Bishop et al. [28] who noticed
that the pressure required to create a deep hole in an elastic—
plastic medium is proportional to that necessary to expand a
cavity of the same volume under the same conditions. Their
work was furthered by Yu and Mitchell [29], who suggested
that cone tip resistance could be related to (mainly spherical)
cavity limit pressures.

_J

Fig. 13 Plastic zone around a cone in sand [31]

The cavity expansion method assumes that the cone tip
resistance is related through theoretical or semi-analytical
considerations, to either a spherical or cylindrical cavity limit
pressure. The investigation here uses a method developed by
Yu [30] that combines the cylindrical and spherical cavity
expansion solutions to estimate cone tip resistance and it
was implemented by:

1. Estimation of the size of the plastically deforming zone
around the cone using the cylindrical cavity solution for
the size of the plastic region.

2. Calculation of the cone tip resistance from the outputs in
(1) using the spherical cavity expansion theory.

This method was encouraged by a recent finite element study
of cone penetration in sand [31]. They proposed that the
plastic zone created behind the cone and around the shaft
of a penetrometer is similar to that predicted by applying
cylindrical cavity expansion theory. However, the shape of
the elastic-plastic boundary around the cone tip and face is
assumed to be circular or elliptical as shown in Fig. 13. By
applying the above assumption and using the cavity expan-
sion solutions in Mohr—Coulomb materials, as derived by
Yu [13] and Yu and Carter [14], cone tip resistance, g, in
a purely frictional soil can be obtained using the following
expression:

qc 3 (F C) A 3)

Fé 24« a
where P is the initial mean effective stress, F is the plastic
zone shape factor and taken to be unity for a circular plastic
zone around the cone (i.e., 7, = rpy inFig. 13), or otherwise
<1.0. From numerical studies, Yu [13,30] assumed F to be
between 0.7 and 0.8. The ratio (c/a) is the relative size of the
plastic zone generated as a result of expanding a cylindrical
cavity from zero radius. Yu [13] derived an analytical solution
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to this by solving the simple non-linear equation for a purely
frictional soil:

a—1 Bl
B

= (57 ()

where y, 8, «, B, s and x are constant, derived parameters,
and are defined in Eqs. (5)—(10) as follows:

“)

_opfs
V—a+ﬁ (5)
5 — (x—1) Py 6)
204+a)G
_ l+sing
a_l—sinqs @
1 +siny
P = T sy ®
_x(l—a)
s_—oz,B )

P (1—-v)aP H:ﬂ— v i|+l|:1_ v “(10)

(@ -1)G 1—v]  « 1—v
and where G is the shear modulus.

Obtaining the analytical solution for CPT using combined
cylindrical-spherical cavity expansion method requires the
determination of specific material properties. The material
properties E, v, ¢ and ¥ were determined from the above
biaxial tests, and the initial mean effective pressure Pé was
known to be 100kPa (the value applied in the corresponding
CPT simulations). The derived parameters: y, §, o, B, s and
x were determined from Eqs. (5)-(10). The ratio (c/a) was
then evaluated with Eq. (4) using the numerical software
Matlab. Finally, the tip resistance g, was calculated using
Eq. (3).

The soil under consideration was assumed to be an
isotropic dilatant elastic-perfectly plastic material that
obeyed the Mohr-Coulomb criterion. It is not easy to fit the
complete real stress—strain behaviour of sandy soil agree-
ably with a simple elastic-perfectly plastic model. Therefore,
upper bound and lower bound solutions have been used to
describe the investigated soil behaviour and it is assumed that
its real stress—strain behaviour lies within these boundaries.
For the sample with initial porosity 0.37, the upper and lower
bounds are selected as elastic-perfectly plastic models based
on the biaxial test simulation results in Fig. 11. These models
are represented by two straight lines shown in Fig. 14.

In Fig. 14a the upper bound was formed on the basis of the
soil initial stiffness and peak axial stress value and used to
calculate peak angle of friction, whereas the lower bound was
formed with consideration to the soil initial stiffness and criti-
cal axial stress and used to calculate critical angle of friction.
In Fig. 14b the upper bound was used to calculate maxi-
mum angle of dilation which happened at peak axial stress,
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Fig. 14 Upper and lower bounds for sample with initial porosity 0.37
in the DEM simulation

whereas the lower bound was used to calculate the sample
critical angle of dilation which is zero at a critical state. As no
prior peak axial stress was observed for the sample with ini-
tial porosity 0.42 during shearing, only one elastic-perfectly
plastic model was necessary and consequently a single limit
solution governed by the sample initial stiffness and peak
(critical) axial stress value as seen in Fig. 15a and used to
determine peak (critical) angle of friction, and the angle of
dilation is zero (at critical state). The calculated material
properties are shown in Table 4.

4.2 Comparison of CPT results with analytical solutions

The results presented in Table 4 give a comparison of
the analytical solution results of CPT using the combined
cylindrical-spherical cavity expansion method and the DEM
simulation results for a sample of spheres. It can be seen that
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0.42 in the DEM simulation

for the sample with initial porosity of 0.37 (the dense sam-
ple obtained from the DEM simulation), the upper bound
solution led to an analytical tip resistance value of 31.2 MPa
for a plastic zone shape factor F = 1. However, this value
decreased to 19.1MPa for F = 0.7 and to 12.0MPa for
F = 0.5. On the other hand, when the lower bound solution
was considered for the same sample, it resulted in an analyt-
ical tip resistance value of 4.4 MPa for a plastic zone factor
F = 1; this value decreased to 3.0 MPa for F = 0.7 and to
2.1 MPa for F = 0.5. As expected, the 3 MPa tip resistance
as obtained from the DEM simulation for the sample with
initial porosity 0.37 lies between the upper bound and lower
bound values of the analytical solutions for F = 0.5. For
the sample with an initial porosity of 0.42 (the loose sample
obtained from DEM simulation), only one elastic-perfectly
plastic model used to describe the soil behaviour, resulted in
an analytical tip resistance value of 2.4 MPa for a plastic zone
factor ' = 1. However, this value decreased to 1.6 MPa for
F = 0.7 and to 1.1 MPa for F = 0.5. In this regard, the tip
resistance value of 1 MPa obtained from the DEM simulation
for the sample with initial porosity of 0.42 is consistent with
the analytical solution for F' = 0.5 to within about 10 %.

The results suggest that DEM can be used to simulate

cone penetration tests in granular materials, and have shown
reasonable agreement with theoretical analytical solutions.
This analysis highlights the important effect of the plastic
zone shape factor on the magnitude of tip resistance, and a
value for F' of 0.5 gives an appropriate analytical tip resis-
tance value compared with the numerical one.

In reality the plastic zone shape factor F' would vary to
some extent with soil types and their mechanical properties,
as it is defined to reflect the shape of the plastic zone around
the cone tip. A value of ' = 1 means that the plastic zone

Table 4 Material properties for analytical solution of CPT and analytical and DEM tip resistance values

Model Initial porosity E (MPa) v ®' (D) ¥ (D) Pé (kPa) g F q. (MPa) q. (MPa) DEM
Analytical
U-D-S 0.37 62 0.2 32 15 100 40.4 1.0 31.2 3.0
U-D-S 0.37 62 0.2 32 15 100 40.4 0.7 19.1 3.0
U-D-S 0.37 62 0.2 32 15 100 40.4 0.5 12.0 3.0
L-D-S 0.37 62 0.2 22 0 100 21.5 1.0 4.4 3.0
L-D-S 0.37 62 0.2 22 0 100 21.5 0.7 3.0 3.0
L-D-S 0.37 62 0.2 22 0 100 21.5 0.5 2.1 3.0
E-L-S 0.42 20 0.2 22 0 100 12.2 1.0 2.4 1.0
E-L-S 0.42 20 0.2 22 0 100 12.2 0.7 1.6 1.0
E-L-S 0.42 20 0.2 22 0 100 12.2 0.5 1.1 1.0

U-D-S: upper bound method of elastic-perfectly plastic model for dense sample with initial porosity = 0.37
L-D-S: lower bound method of elastic-perfectly plastic model for dense sample with initial porosity = 0.37
E-L-S: elastic-perfectly plastic model for loose sample with initial porosity = 0.42
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is circular. The range of F = 0.7-0.8 that was suggested
by Yu [30] was based on limited large strain finite element
analyses of cone penetration in sand carried out by Huang
et al. [31]. Clearly more work, both numerical and experi-
mental, is needed in order to determine the true range of F'
for various real soils.

5 Conclusions

A numerical analysis of cone penetration tests in a granular
material in a calibration chamber has been investigated using
DEM. A particle refinement was implemented in the simula-
tions whereby small particles were generated near the cone
penetrometer and larger particles further away to achieve a
higher number of small particles in contact with the cone
tip. Using a radius expansion method during sample prepa-
ration was found to reduce computational time significantly
compared with the deposition and compaction method with-
out affecting tip resistance too much. In addition, because
the CPT test is a quasi-static process, it was found that the
use of a constant particle mass, irrespective of size, lead to
a larger time-step and greater computational efficiency com-
pared with constant density and almost the same tip resistance
was obtained in both cases. The paper has not attempted to
model a specific penetration resistance profile as a function of
depth, but does replicate qualitatively the correct behaviour
and the effect of different parameters such as initial porosity,
mean effective stress and particle friction coefficient have
been shown to have an effect on the behaviour. A reduction
in particle size next to the cone was found to give a higher
tip resistance especially at shallow depths and decrease the
fluctuations in the tip resistance. The initial porosity, mean
effective stress and particle friction coefficient were found to
influence the tip resistance, with a reduction in initial poros-
ity, an increase in particle friction coefficient and an increase
in mean effective stress all leading to an increase in tip
resistance.

DEM simulations of biaxial tests were carried out and
suitable continuum parameters were obtained for input to an
analytical cavity expansion solution for cone tip resistance
based on continuum mechanics and a combined cylindrical-
spherical cavity expansion method. A comparison is provided
between the DEM-derived cone tip resistance and a simple
cavity expansion-based analytical solution, with an estimated
F value. The study shows it has been possible to capture
the essential features of the mechanics of cone penetra-
tion in granular materials using DEM, therefore showing
that DEM can be used to simulate cone penetration tests in
granular materials with confidence. Hence this new com-
bined DEM-cavity expansion approach adds new insight
to the complex cone penetration problem in geotechnical
engineering.

@ Springer

The next step will be to improve the realism of CPT simu-
lations, which the authors believe will be a more feasible task
now it has been established how the efficiency of the model
can be improved. This future work will involve combining
the key concepts of the above work with realistic shape [17],
a vastly greater number of particles, polydisperse particle
assemblies, a Hertzian contact law, and realistic, calibrated
micro properties for both the particles and apparatus.
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