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Abstract The rheological behavior of non-cohesive soils
results from the arrangement and complex geometry of the
grains. Numerical models based on discrete element mod-
eling provides an opportunity to understand these phenom-
ena while considering the discrete elements with a similar
shape to that of the grains the soil is composed of. How-
ever, dealing with realistic shapes would lead to a prohibi-
tive calculation cost. In a macroscopic modeling approach,
simplification of the discrete elements’ shape can be done as
long as the model can predict experimental results. Since the
intrinsic non-convex geometry property of real grains seems
to play a major role on the response of the granular medium,
it is thus possible to keep this geometrical feature by using
cluster of spherical discrete elements, which has the advan-
tage to reduce dramatically the computation cost. Since the
porosities found experimentally could not always be obtained
with the numerical model—owing to the huge difference in
shape, the notion of relative density, which requires a search
for minimum and maximum porosities for the model, was
chosen to compare the experimental and numerical results.
Comparing the numerical simulations with the experimental
triaxial tests conducted with relative densities and different
confining pressures shows that the model is able to predict
the experimental results.
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1 Introduction

Granular materials are important components of a geotech-
nical structure. They are used alone or in combination with
various other materials (reinforcement, drains, or recycled
materials) to modify its mechanical or hydraulic behavior.
The arrangement and interlocking of the soil grains have a
decisive impact on the mechanical behavior of the granular
assembly and therefore on the behavior of the structure. In
many of today’s applications, engineers do not have the tools
available that allow them to take the changes in density of
granular materials into consideration in the designing meth-
ods used.

This is particularly true in the evaluation of the liquefac-
tion strength of soils [1], reclaimed fill [2], innovative struc-
tures composed of combinations of materials with various
mechanical characteristics such as tire-reinforced sand mix-
tures [3], or structures that are subjected to strong impacts
such as protective barriers against rockfall [4].

To remedy these shortcomings, a numerical model is pro-
posed, based on the discrete element method that takes into
consideration the porosity of the material. The numerical
model is defined by a limited number of parameters and inte-
grates simple element shapes. The ability of the numerical
model to reproduce the mechanical behavior of a granular
assembly with different porosities was validated by com-
parison with axisymmetric triaxial compression tests on real
sand.

The discrete element method developed by Cundall and
Strack [5] is used to study the behavior of composite materi-
als composed basically of granular materials [6,7]. Contrary
to the models based on the finite element method, the discrete
element modeling (DEM) can model the complex behavior
of a granular medium with few parameters. The discrete
nature of the DEM models can also highlight localization
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phenomena. In the solution process there are two successive
alternating computation phases at each time step:

— the determination of the normal contact and tangential
forces between two interacting elements, obtained from
a contact law,

— the calculation of the displacement of each element
through a dual integration of Newton’s second law of
motion.

Classical models are based on the definition of spherical
discrete elements to optimize computation times during con-
tact detection. These models cannot quantitatively reproduce
the shear strength of a granular soil subjected to triaxial tests
[8] given the rolling mechanisms that may develop with the
spherical elements. As Matsushima and Saomoto [9] have
emphasized, elements that are more angular may cause an
increase in shear strength.

Several methods have been proposed to correct grain
rolling: they are based either on the definition of non-spher-
ical elements or they integrate contact laws that result in
partially or totally blocking the rotations.

Simple 2D models have been proposed on the basis of
elliptical convex elements [10—14], polygon-shaped elements
[15-21], superquadrics [22] or non-round elements defined
by circular segments [23,24]. More sophisticated shapes are
obtained in 2D using a bundle of overlapping or jointed discs
[25-29]. In the same way, 3D models based on ellipsoids
[30-33], polyhedrons [34—-37], or overlapping or jointed sph-
eres [9,38-42] are used.

However, it seems that the convexity of the elements com-
posed of spheres supports rolling, which is the source of the
low level of resistance achieved by the samples during biaxial
simulation. Nevertheless, non-convex elements have many
points of contact, which enable the transfer of a resistance
moment even in the absence of frictional forces. This moment
tends to increase the overall resistance of the granular assem-
bly [43]. O’Sullivan and Bray [41] explain that this increase
in resistance caused by stabilization increases force chains.

Specific algorithms have been developed to enable a closer
approximation of the true shape of the grains of soil by using
2D [29] and 3D [9,37,42] clusters of spheres. These models
require a high number of spherical elements, which affects
the computation time, without realistically coming close to
the true shape of the grain.

An alternative would be to limit the rotation of the ele-
ments. Calvetti et al. [44] impede all rotation of the ele-
ments and partially reproduce the mechanical behavior of
sands with biaxial solicitations, whereas Iwashita and Oda
[45] modified the traditional contact laws by introducing a
resistance to rolling.

To optimize computation time, for this study simple con-
tact laws and elements made up of inseparable spheres that
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can be either interlocked or not, were considered. These
elements are non-convex and not limited in rotation. This
global approach is used to reproduce the behavior of real soil
as accurately as possible without having to precisely describe
the geometry of the grains and the granular distribution of the
medium to be modeled.

To validate this approach, numerical simulations of the
axisymmetric triaxial compression tests were compared to
experimental results. The model was calibrated on one test,
carried out at a given porosity and under a confinement stress.
Once it was calibrated, the model was tested for various
porosities and different confinements.

In the calibration stage, different shapes of discrete ele-
ments and several sets of micromechanical parameters were
tested. The concave aspect of these elements generates
numerical samples of porosity ranges that are well above
those of the experimental samples. The experimental and
numerical results therefore cannot be compared at the same
porosity. The notion of relative density makes this compari-
son possible but requires that minimum and maximum poros-
ities of the sample be defined. A procedure to determine these
relative densities within the model is presented.

2 Presentation of the numerical model
2.1 Interaction laws

The code used for this study is the SDEC software [46]. It
is based on the molecular dynamics method and integrates
3D sphere assemblies. The spherical shape of the basic ele-
ments enables the computation time to be optimized in terms
of detecting contacts, since the spheres interact with contacts
that are assumed to be punctual.

The macroscopic behavior of granular assemblies is a
function of the geometry of the elements, their initial arrange-
ment, and three intrinsic parameters (Ec, « and ¢,) of the
material, independent of the size of the elements.

Coefficient o and the normal contact modulus E. account
for the elastic behavior of the granular assembly. The micro-
scopic friction angle ¢, characterizes the failure criterion
between the elements.

With each sphere of radius R; normal stiffness k, ; and
tangential stiffness k; ; are associated defined by Eqs. 1 and 2
with parameters E. and «.

The normal force F,, exerted between the two spheres i
and j isrelated to the interpenetration of spheres d,, according
to Eq. 3. Therefore, no tensile strength is possible between
the elements. At each time step, the tangential force is incre-
mented by AF;. The variation AF; of the tangential force
F; is defined based on the tangential displacement increment
Ad, by Eq. 4. A friction law of the Coulomb type is used. At
each contact, it limited the absolute value of the tangential
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Fig. 1 Definition of the parameters d and R for two spheres making
up one clumped element

force to a fraction of the normal force (Eq. 5).

kni=Ec - R; (D
ksi=a ky; ()
. kn,i - kn,j
F,=K,-d, with K, = m (3)
AF, = K, Ad, with K, = 280 _ o gy
ks + ks,
|Fy| <tan(gy) - Fy )

The conditions at the boundaries of the model are controlled
by rigid walls without any friction. These walls impose dis-
placements or forces on the sample through a controlled pro-
cedure. The contact stress between a sphere i and a wall is
normal at the wall and proportional to their interpenetration
d,. This force is similar to the normal force generated by two
spheres in contact for the same interpenetration (Eq. 6).
Ec - R;

FwZKn'anT'dn (6)

2.2 Geometry of the discrete elements

To account for a realistic behavior of the soil, the spheres
of the initial model were combined to form non-convex ele-
ments. These spheres form a rigid body and are either inter-
locking or not. The non-convex shape of the elements limits
the rotations of the global elements and the rolling mech-
anisms. To simplify their geometry, the radii of the spheres
making up an element are identical. An angularity coefficient,
denoted ang, quantifies the concave aspect of the element
based on the distance d between two spheres composing an
element and their radius R (Eq. 7, Fig. 1).

(N

ang = ——

£T2R
The morphology of an element is defined by two parameters:
the number of spheres that compose it and the angularity. The
number of spheres varies from 1 to 4 (Fig. 2). Later, this num-

Fig. 2 Influence on the number of spheres per clumped element (1, 2,
3 and 4) on the geometry of the clumps for ang = 1

Ang (-)
0.0 0.5 1.0

Fig. 3 Influence of angularity on the geometry of elements composed
of two spheres

ber of spheres per element will be associated to the element
models: model 1R for independent spheres, model 2R for
axisymmetric elements comprising two spheres, models 3R
and 4R for asymmetric elements made up of three and four
spheres.

Angularity characterizes both the slenderness ratio and the
concavity of the elements. For ang = 0, the elements are per-
fectly spherical and for ang = 1, the spheres of the elements
are tangent (Fig. 3). For ang = 1.4, the spheres of the element
have no contact with each other but can also be considered
arigid body. Depending on the sample’s granulometry, limit
angularity values are set such that the elements can never
cross each other. The non-convexity of the element increases
with the value of ang and limits the global rolling mecha-
nisms. Usually, the microscopic angle is used to simulate a
friction (that limits rotations) and the shape of the elements
remain spherical or at least non-convex. Taking convexity
into account enables a real aspect of the non-spherical and
the roughness of natural materials to be added.

Within a granular assembly, the size of the constitutive
spheres of the elements is randomly selected between radii
Rmax and Rnin. These radii depend on the size of the numer-
ical sample and the number of elements to be studied.
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2.3 Methods for 3D sample preparation

The preparation of an isotropic, homogeneous numerical
sample is not easy. Currently, several methods exist for set-up.
According to Bagi [47], they can be divided into two main
categories.

First, there are the methods called constructive algorithms
that create a sample from algorithms that are exclusively
based on the geometry of the elements. These are generally
used for 2D assemblies and become difficult to develop for
any 3D shapes. Moreover, one cannot obtain minimum and
maximum porosities for a given sample with these methods.

Second, there are the dynamic methods that are based
on rearranging the granular assembly by displacing and/or
increasing the size of the elements. The simplest method
consists in positioning the elements by gravitational deposi-
tion, which tends to generate anisotropic assemblies. To pre-
vent this anisotropy, Combes [48] suggests randomly mixing
followed by enlarging the elements or sedimentation under a
field of gravity. A number of authors [8,28,43,49,50] suggest
positioning the elements in a given volume and then increas-
ing the density of the soil by reducing the volume or enlarging
the elements. These methods are particularly well adapted
to random volumes and shapes and generate isotropic and
homogenous samples. Chareyre and Villard [51] developed
a method called radius expansion—friction decrease (REFD),
which generates a precise management of the final porosity
for a 2D sample. Small-size elements with micromechanical
properties are generated e in a given volume, then increase
in size until they exert a stress of 1 kPa on the walls. The
friction is then reduced and the diameter of the elements is
increased to maintain the stress on the walls until the desired
porosity is achieved.

In the current study, the REFD method was used and
adapted to obtain granular assembly at different states of
porosity. The elements are set up randomly using a small
size in a given volume so that there is no contact between two
elements. The micromechanical parameters of the material
needed to reproduce the macroscopic behavior are set from
the beginning of the computations (stiffness and microscopic
friction angle ¢,).

The radii of the elements are increased until a mean given
stress oy is exerted on the walls of the volume. The porosity
of the material obtained is called maximum porosity.

The microscopic friction is progressively reduced and
simultaneously the radius of the elements is increased to
maintain the mean stress on the walls at the value og. This
numerical procedure is applied until the desired porosity is
obtained. If the microscopic friction reaches the null value,
the porosity obtained is called minimum porosity.

After stabilizing the numerical sample the micromechan-
ical properties of the granular assembly to be tested (¢,,) are
thus affected. This method introduces only two new
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parameters: the speed of element enlargement and 0. These
parameters have only a slight influence on the final state
of the sample if a sufficiently low speed at which the ele-
ments enlarge is chosen and the mean pressure remains weak
enough in comparison with the confining pressure used dur-
ing the numerical simulations of triaxial tests.

2.4 Determining the relative density (RD) of the numerical
sample

Traditionally, when the numerical and experimental geome-
tries of the particles are close to each other, users of discrete
numerical models seek to numerically reproduce experimen-
tal porosities (e.g., elements that have a quasi-spherical
shape). In the opposite case, the difference in morphology
between the model’s elements and the real grain assembly
makes any direct comparison between the numerical and
experimental porosities impossible. It is then more appropri-
ate to attempt to make the relative densities (RD) of the gran-
ular medium studied coincide. The RD coefficient describing
the state of porosity of the granular assembly studied com-
pared to the minimum (np,j,) and maximum (ry,x) porosi-
ties is defined by Eq. 8. At maximum porosity, RD = 0% is
obtained, and at minimum porosity, RD = 100%.

_ (nmax —n) - (I — nmin)

B (Mmax — Amin) - (1 —n)

RD

®)

The notion of relative density is rarely raised in discrete
numerical simulation. However, many authors have carried
out simulations using samples for loose and dense states
[49,50]. In 2D, Deluzarche et al. [52] present a procedure
that defines minimum and maximum porosities of a gran-
ular assembly. They created clusters of spherical elements
using P FC?P set up by enlargement. Maximum porosities
are obtained from frictioning samples placed by gravity. Min-
imum porosities are obtained by the successive change in the
microscopic friction angle of the elements, an isotropic com-
pression and cycles of compaction by the walls. The interven-
tion of gravity and the compacting procedure can, however,
generate anisotropy of the sample.

The procedure adopted for this study to implement a sam-
ple with a fixed relative density is based on the method
advanced by Deluzarche et al. [52] and the REFD proce-
dure described above. For each material, the computation
procedure adopted provides a first estimation to determine
as defined previously the maximum and minimum porosi-
ties of the numerical sample. It is then possible to choose
the porosity corresponding to the relative density desired, by
reproducing the closest geometric configuration beyond the
porosity sought.
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The numerical samples are generated in a cubic volume 1 50; 008
defined by six walls (the initial volume of the cube is 1 m3). = ]
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An isotropic loading is then applied with a confining pres- 15 20 25
sure o1 = o3 (Fig. 4). The volume of the sample decreases. 50 €1 (%) L o002

After isotropic confinement, the homogeneity of the sample
was observed via the isotropy of the contact distribution [49].

Finally, e triaxial compression is realized by imposing
a vertical compression speed. At the same time confining
pressure o3 is maintained constant. The confining pressure
o1 is measured on the horizontal walls and a positive devia-
toric stress g defined by Eq. 9 is calculated. The volume of
the samples varies during the triaxial test.

q =01 —03 9)

The sample can be compared to a representative volume
element when the number of elements is sufficiently high for
the scattering on the macroscopic results to be sufficiently
low. Figure 5 presents the macroscopic response of five dif-
ferent numerical samples obtained using the same numerical
process. As shown on this figure, for a 2R model comprising
8,000 elements, the scattering on the macroscopic response
of the model remains low. This shows the good reproducibil-
ity of the numerical process selected. In parallel, the influence
of the number of elements on the macroscopic response is
slight if assemblies larger than 8,000 elements are considered
(Fig. 6). The representative volume elements are therefore
modeled by 8,000 element assemblies.

Fig. 4 Illustration of a sample (Mod. 2R, ang = 1, RD = 50%)

Fig. 5 Scattering of the results for the deviator and the volume strain
(Mod. 2R, 03 = 80kPa, ang = 1.4,RD = 60%, E. = 300MPa,
a =0.2and g, =20°)

250 - 0,12
200 r 0.1
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Fig. 6 Influence of the number of elements N on the deviator and
the volume strain (Mod. 2R, 03 = 80kPa, ang = 1.4,RD = 60%,
E. =300MPa, @ = 0.2 and ¢, = 20°)

3.2 Influence of relative density on the model’s
macroscopic response

The triaxial test was numerically simulated on several
samples for relative densities of 0, 25, 50 and 100%. The
changes in the deviator, porosity, and the number of coordi-
nations are shown as a function of the axial strain for a 150kPa
confining pressure (Figs. 7, 8, 9). The coordination number,
defined as the mean number of contacts per element, is noted
z. At the initial state, the densest samples are characterized by
a high coordination number (Fig. 9). They generate a peak of
the stress deviator and a reduction in the coordination num-
ber during triaxial compression. For an axial strain close to
20%, the stress deviators obtained at different relative densi-
ties tend toward a common value. This observation matches
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Fig. 7 Influence of relative density on the deviator (Mod. 2R, 03 =
150kPa, ang = 1.4, E. = 600MPa, o = 1.0 and ¢, = 30°)

0,55

@ ©-RD = 100%
-e-RD =50%
RD = 25%
—<RD = 0%
oY+t
0 5 10 15 20
&4 (%)

Fig. 8 Influence of relative density on porosity (Mod. 2R, 03 =
150kPa, ang = 1.4, E. = 600MPa, = 1.0 and ¢, = 30°)
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Fig. 9 Influence of relative density on the coordination number (Mod.
2R, 03 = 150kPa, ang = 1.4, E. = 600MPa, o = 1.0 and ¢, = 30°)

Kruyt and Rothenburg’s observation [50]. Figures 7, 8 and 9
also show that the samples’ porosity coordination numbers
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are identical for a high axial strain. The notion of critical state
is therefore satisfied because the final state of a sample is not
dependent on its initial relative density.

4 Micro—-macro calibration procedure

The purpose of the computer model is to reproduce experi-
mental results. This means determining the values of
micromechanical and geometrical parameters of the model
that provide a better correlation between numerical and
experimental results (in terms of deviator curves—axial strain
and volume strain—axial strain for triaxial tests). The pro-
cedure that enables an optimal set of parameters to be cho-
sen is called the micro—macro calibration procedure. It was
deduced from the results of a numerical parametric study
given the influence of the main geometrical and microme-
chanical parameters. In order to argue the choice made to
define the calibration process, the results of the parametric
study are first detailed.

Since the arrangement of the elements plays an important
role in the macroscopic behavior of granular assemblies, the
influence of the main geometric parameters of the elements
(morphology and angularity) on the minimum and maximum
porosities will be presented first. Then the influence of geo-
metric parameters on the macroscopic results obtained at a
given relative density is determined. The influence of mi-
cromechanical parameters is summarized in the last part.
Finally, the micro—macro procedure is deduced from the var-
ious dependencies.

4.1 Principle

To set up the procedure, the influence of the tested parame-
ters on the model’s volume stresses and strains was studied.
Axial simulations were carried out on 8,000-element sam-
ples the sphere diameters of which were between Rpax and
Ruin- The Rpmax/ Rmin ratio reflects the spread of the granu-
lometric curve. In the following, N, denotes the number of
spheres per element and z¢ the initial coordination number.
The macroscopic results of the numerical model are charac-
terized by five parameters: E the initial modulus, @peax the
friction angle at its peak, ¢, the critical friction angle, vy the
Poisson ratio, and 1 the dilatancy angle.

4.2 Influence of the shape of the elements on the samples’
minimum and maximum porosities

The numerical samples are set up at a given porosity, which,
when the minimum and maximum porosities are known,
can be expressed by a relative density RD required for all
comparisons. The shape of the elements, which is charac-
terized by a model of an element and an angularity, has a
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Fig. 10 Influence of angularity on minimum and maximum porosities
(Mod. 2R, E. = 600MPa, o = 0.1 and ¢, = 15°)

role in the initial interlocking and arrangement of the ele-
ments. It therefore influences the different states of poros-
ity. To determine this influence, samples made up of various
angularities, then different models of elements were set up at
minimum and maximum porosities according to the proce-
dure described above. The micromechanical contact param-
eters are set: £ = 600 MPa, o = 0.1 and ¢, = 15°.

4.2.1 Influence of angularity

Tests were conducted for five angularity values (0, 0.2, 0.6,
1 and 1.4) for the two-sphere elements (2R model). The
minimum and maximum porosities obtained in each case
are reported in Fig. 10. It can be seen that an increase in
angularity generates a reduction in minimum and maximum
porosities first. Extended elements but sufficiently close in
shape to a sphere allow a better filling of the void spaces.
For higher angularities, the effect of the more lengthened
shapes generates an increase in porosity. For angularities
over 1, a volume of void space is constantly present between
two spheres comprising an element; that indeed explains the
porosity increases.

The difference between maximum and minimum porosi-
ties seems almost constant when the angularity is greater than
0.2 (Fig. 11). The difference in behavior obtained between
a null angularity and a 0.2 angularity may be related to a
high level of rolling of the spherical elements, which are
constantly rearranging themselves and generate a low maxi-
mum porosity. It has been observed elsewhere that this rolling
mechanism has a predominating role when microscopic fric-
tion is high and an insignificant role when friction is null.
A very low angularity (0.2) would therefore suffice to limit
the rolling phenomenon and make it possible to obtain min-
imum and maximum porosities that are almost constant for
the highest levels of angularity.

ang (-)

Fig. 11 Influence of angularity on the difference between maximum
and minimum porosities (Mod. 2R, E. = 600MPa, « = 0.1 and ¢, =
15°)

Comparing the minimum porosities obtained for
angularities ang = 0 and ang = 1 (Fig. 10), it can be seen
that these values are very similar. For null microscopic fric-
tion, the sliding and the rolling between elements (made of
two tangent inseparable spheres) is enough to obtain the same
porosity as that for an assembly of spheres alone. Taking into
account the contacts within spheres making up the same ele-
ment, the calculation of the number of contacts per sphere
reaches a value of 5.8 for ang = 1 and 5.6 for sphere assem-
blies (ang = 0). Both samples are therefore in a state that
is very close to minimum porosity. If there is microscopic
friction, the porosity is greatly modified between ang = 1
and ang = 0, so the existence of friction clearly prevents the
rearranging of non-spherical elements.

4.2.2 Influence of the element model

To demonstrate the influence of the shape of the element on
the minimum and maximum porosities, tests were carried
out on five angularity values (0, 0.2, 0.6, 1.0 and 1.4) and
for different element models (2R, 3R and 4R models). The
minimum and maximum porosities obtained in each case are
reported in Fig. 12.

It can be seen that the tendencies observed for two-sphere
elements are reproduced for three- and four-sphere elements.
In particular, the gap between minimum and maximum
porosities is almost constant as soon as the angularity value
is higher than 0.2. However, an increase in the number of
spheres per element generates a reduction in the minimum
and maximum porosities for an angularity of less than 0.6. In
this case, the interpenetration of the spheres of a single ele-
ment is better, which results in a lower global porosity. The
inverse is obtained for an angularity greater than 1.0 since the
pore spaces between the elements increase with the number
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Fig. 12 Influence of the element model and angularity on minimum and maximum porosities (E. = 600 MPa, @ = 0.1 and ¢, = 15°)

of elements, giving a minimum porosity of the 3R and 4R
models that is greater than the porosity of the 2R model.

As this study shows, the sample’s intrinsic porosity makes
it impossible to establish a direct correlation between the
porosities of the numerical samples and the porosities of real
soils. The minimum and maximum porosities depend to a
large extent on the shape and angularity of the elements.
However, the notion of relative density based on comparing
the state of porosity as a function of minimum and maximum
porosities is independent of the geometry of the elements.
It should also be noted that for a given granular assembly
of non-spherical elements, the gaps between the minimum
and maximum porosities are independent of the number of
spheres per element and the angularity.

4.3 Influence of element shape on the model’s macroscopic
results

To determine the influence of the element shape on the macro-
mechanical behavior of granular assemblies, numerical sim-
ulations were carried out on the samples studied above. To
compare the results quantitatively, these simulations were
accomplished on samples with the relative density RD equal
to 50% (at different initial porosities). For all these simu-
lations, the micromechanical contact parameters remain the
same (E. = 600MPa,a« = 0.1 and ¢, = 15°) and the
confining stress is 110 kPa.

4.3.1 Influence of angularity

The results obtained with the 2R model for several angu-
larity values are compared in Figs. 13 and 14 (deviator g
and volume variation &, as a function of £). An increase
in the deviators to the peak value and at a steady state with
the angularity can be observed (Fig. 13). This is related to an
improved interlocking of the elements because of the increase
in concavity of the elements as a function of angularity. With
the 2R model, the residual friction angles were 20° for null
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Fig. 13 Influence of angularity on the 2R model’s deviator (RD =
50%, o3 = 110kPa, E. = 600MPa, o = 0.1 and ¢,, = 15°)
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angularity (perfectly spherical elements) and 28° for a 100%
angularity (tangent spheres). These values remain lower than
critical friction angles given in the literature for non-cohesive
soils such as sands: 34°-39° for medium to fine sands of the
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Fig. 15 Influence of the number of spheres per element on the devi-
ator response (RD = 50%, o3 = 110kPa, ang = 1, E. = 600 MPa,
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Venice lagoon [53], roughly 31° for Athabasca sand [54],
and from 30° to 34° for Hostun sand [55].

The influence of angularity on the volume strain curves
(Fig. 14) is low for angularities greater than 0.6. The inter-
locking of elements generates a tendency to dilatancy that
is compensated by an increase in initial porosity (Fig. 10),
providing relatively similar volume variation curves depend-
ing on the axial strain.

4.3.2 Influence of the element model

To generate more realistic macroscopic behaviors of gran-
ular soils (relatively high friction angles at plasticity), one
must take into consideration the more complex shaped ele-
ments (asymmetric models 3R and 4R). To determine the
influence of the different model elements (1R, 2R, 3R and
4R) on the macroscopic results of the granular assemblies,
several triaxial simulations were carried out on 1.0 angular-
ity samples. The results obtained are compared in Figs. 15
and 16. Figure 15 shows that the 2R model yields strengths
at the peak and at plasticity that are far higher than those of
the 1R model but lower than those produced by the 3R and
4 R models results of which, in terms of deviator and volume
variation (Fig. 16), are quite similar.

For a given angularity, the symmetry of the elements
(perfect symmetry for the 1 R model, rotational symmetry for
the 2R model, and asymmetry for the 3R and 4R models)
determines rolling and rotation of the elements. This seems
to explain the differences in behavior observed between the
different models.

4.3.3 Influence of shape on element rotation

To quantify the influence of angularity and the element model
on the rolling mechanisms obtained during triaxial compres-
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Fig. 16 Influence of the number of spheres per element on the volume
strain response (RD = 50%, o3 = 110kPa, ang = 1, E, = 600 MPa,
a =0.1and ¢, = 15°)
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Fig. 17 Rotation coefficient as a function of angularity for the differ-
ent models (RD = 50%, o3 = 110kPa, E. = 600MPa, « = 0.1 and
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sion, Eq. 10 is used to define coefficient C,. It character-
izes the rotation of the elements. It is defined by the relation
between the mean rotation |A6| of the elements of any sam-
ple and the mean rotation |Af|ang—o of a sample made up
of null-angularity elements (spherical elements). | Af| is the
mean absolute rotation of the elements of a given sample
calculated between 0 and 20% axial strain.

|AG]
C=—— (10)
|A9|ang=0
Coefficient C, was calculated for all the numerical simula-
tions (IR-4R models and angularity from 0 to 1.4).
Figure 17 shows that the angularity significantly reduces
the rotations between the elements and that the reduction
of C, is greater for low angularities. A non-null angularity
leading to an asymmetry in shape, even low, is enough to
perturb the rotation mechanisms. The 3R and 4R models,
the results of which are similar, limit the rotations more than
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Table 1 Influence of the geometric and micromechanical parameters on the macroscopic results

For any RD
Nmax Nmin

Zy @ Vo ED (Ppeak L4
Riax ! Ruin o o [u} - - - - o
Ng X X o o O - o o
ang X X X o O X o X
o o - o - o o o o
E. - - o - - o m] [m]
9, >15° o - o - - - o u}

o : Clear dependence
x : Unclear dependence -

No dependence on parameter

the 2R model does, which allows rotations around the sym-
metry axis. In view of the curves presented, the evaluation
of the mean rotation of the elements clearly shows that the
strength of a sample is highly dependent on the rotation of its
elements.

It can be concluded that to obtain realistic friction angles
for soil behavior at plasticity, the shape of asymmetrical and
angular elements must be taken into account. These shapes
limit the elements rolling among each other and make it pos-
sible to increase the global strength of the material. When a
certain asymmetry is reached (3 R and 4 R models), the results
vary little, whether in terms of strength or element rolling. To
minimize the number of spheres and the computation time,
the 3R model is preferred over the 4R model.

4.4 Procedure for calibrating micromechanical and
geometric parameters

The results of the parametric study show the influence of
angularity and the element model on the model’s macro-
scopic results. They establish a qualitative relation between
these parameters (ang and Ny) and the macroscopic parame-
ters reproduced (¢c, @peak» Eo and vp). Table 1 summarizes
these trends and presents the influence that the micromechan-
ical parameters have on the macroscopic parameters (E, o
and ¢,,) for ¢, greater than 15°. It should be noted that:

— Thecritical friction angle ¢. depends, for the most part, on
the angularity and the element model. This is in agree-
ment with the simulation results on 2D models found
by Mahboubi [49]. Kruyt and Rothenburg [50] which
also showed little change in the critical friction angle ¢
with the microscopic friction angle ¢,, for values greater
than 15°.

— The Poisson ratio vy decreases when the ratio between
the tangential stiffness and normal stiffness « increases.
The same observation was made in Collop et al. [56].
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— The initial modulus Ey is independent of the microscopic
friction angle ¢,,.

— The friction angle at the peak @peax and the dilatancy
angle ¥ both depend on the angularity and all the micro-
mechanical contact parameters.

The calibration procedure consists in determining the set
of micromechanical parameters that are best adapted to repro-
duce the experimental behavior of the material to be mod-
eled. The different steps of this procedure are summarized in
Fig. 18.

The Rmax/Rmin ratio and the element model were ini-
tially set in order to limit the number of spheres to a reason-
able value (elements of neighboring sizes, limited number
of spheres per element). The confining stress adopted corre-
sponds to the experiment’s confining stress. Initially, all of
the model’s parameters to be set (ang, «, E¢, ¢, ) were chosen
arbitrarily by the user with ¢,, > 15°. For this set of parame-
ters, the minimum and maximum porosities are obtained by
the numerical process described in part 2.3. Consequently,
a sample is created with a relative density resembling the
experimental sample. A triaxial test is carried out on this
sample and the model’s response is compared to the experi-
mental curves to initiate the calibration phase. When one of
the model’s parameters is modified, a new search for mini-
mum and maximum porosities is carried out, except for the
calibration of E., which has no influence on these porosities
(Table 1).

Four successive steps are necessary to calibrate the model
(Fig. 18):

(a) If the model’s critical friction angle is greater than the
critical friction angle obtained experimentally, the angu-
larity of the elements is reduced. In the opposite case,
it is increased. If the material’s critical friction angle
cannot be reproduced by the 2R model, the 3R model
is used. When the critical friction angle is restored cor-
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rectly for a given angularity value, the calibration pro-
cess is continued by step b.

(b) Similarly, parameter « is calibrated to come as close as
possible to the Poisson ratio of the material to be mod-
eled. The parameter « does not influence the critical
friction angle obtained (Table 1) and therefore does not
implicate the calibration of ang.

(c) E. is determined so that the model can reproduce as
accurately as possible the experimental initial modulus
Ey. This modification does not change the preceding
calibrations, as can be noted in Table 1.

(d) The microscopic friction angle ¢,, is adjusted so that
the numerical model approaches the friction angle at
the peak @peax of the material to be modeled. It was
shown above that ¢,, has little influence on the residual
friction angle for a value greater than 15°.

Finally, the dilatancy angle obtained by the numerical model
is compared to the angle in the experiment. Testing new
shapes of elements can be undertaken if necessary for a better
calibration of the model (cf. Sect. 5).

In conclusion, the geometric and micromechanical param-
eters (ang, o, Ec, ¢, ) are determined successively analogous
to the macromechanical parameters of the material to be sim-
ulated (¢c, vo, E0, @peak)- At the end of the simulations con-
ducted for a 2R element model, if the critical friction angle
is too low or the dilatancy angle i does not correspond to
the experimental value, a 3R element (or 4 R) model must be
tested. In this case, all of the parameters must be calibrated
again.

5 Application to tests on real sand

This application was tested as part of a research project
financed by the Rhone-Alpes region of France (GeoDis
project). The project’s objectives were to compare various
numerical models based on the DEM and to analyze their
ability to reproduce experimental results. This required
experimental tests carried out on a Ticino sand provided by
the Politecnico di Milano, Milan, Italy, a partner in the pro-
ject. Part of these results, from V. Ghionna and D. Porcino,
are used in this section.

5.1 Description of the Ticino sand

Drained axisymmetric triaxial compression tests were con-
ducted on Ticino sand for two ranges of relative density (data
provided by V. Ghionna and D. Porcino, Universita Mediter-
ranea di Reggio-Calabria, Italy). Figure 19 summarizes all
the geometric characteristics of the material tested: the shape
of the grains (morphology, sphericity, mineralogy, specific
gravity Gy), granulometry (granulometric curve, uniformity
coefficient ¢,), and the minimum Y, and maximum Ymax
densities.

The objective of the numerical study was to develop a
model that could reproduce the experimental behavior of
sand for various densities and confining pressures.

The model will be calibrated on the basis of a single exper-
imental trial carried out on a sample with a relative density
equal to 47% (the authors wish to come closer to 50%) and
for a 109-kPa confining pressure. The micromechanical and
geometric parameters of the model thus calibrated will be
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Fig. 19 Index properties of Ticino sand (V. Ghionna and D. Porcino)

Table 2 Comparison of the parameters obtained for the 2R and 3R models

Parameters Porosities
ang () o () E. (MPa) 0u ©) Nmax (RD = 100%) no (RD = 47%) fimin (RD = 0%)
Mod. 2R 1.40 0.1 1,100 25 0.504 0.472 0.427
Mod. 3R 1.30 0.1 800 19 0.550 0.519 0.479
fixed. The predictive results of the numerical model will then 400 0,08
be compared with the experimental results obtained in dif-
ferent trial conditions for density and confining pressure (rel- 300 0.06
ative density 73% (the authors wish to come closer to 75%), ’
confining pressure 100, 200 and 300 kPa).
L ) . . —~ 200 0,04
5.2 Calibration of the model’s micromechanical properties T .
i~ -
- >
w
Two element models were tested: the 2R model made up < 100 0,02
exclusively of two-sphere elements and the 3R model made
up exclusively of three-sphere elements. To optimize compu-
tation time, the granulometry of the numeric soil was defined 04 0,00
by a Rmax/Rmin ratio of 2. The calibration of the microme- §
chanical and geometric parameters of the models is carried 1 o
-100 L & (%) 1 0,02

out according to a protocol established earlier based on exper-
imental results from a relative density sample equal to 47%
and for a pressure confinement of 109 kPa.

The reduced strain rate, defined by Roux [57], quantifies
the ratio of inertia forces and the imposed forces. Its value,
proportional to the compression speed, is low for a quasistat-
ic regime and high for a dynamic regime. During the tests
carried out, the reduced strain rate is between 1.7 x 10~* and
1.8 x 10~*. The maximum variation of o3 compared to the
mean reference value is 0.69%.

Table 2 presents the micromechanical parameters for the
calibration for each of the models. The numerical results
obtained for the 2R and 3R models are compared with the
experimental curves in Figs. 20 and 21.

The 2 R model makes it possible to come close to the devia-
tor obtained experimentally (Fig. 20). However the dilatancy
obtained numerically is much greater. The 3 R model allows a
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Fig. 20 Comparison of the experimental and numerical reference
curves for the 2R model (RD = 47%)

better approach of the volume strain curve (Fig. 21). The sam-
ple is less dilatant because the microscopic friction angle that
enables calibration is lower (Table 2). The number of spheres
per element plays an important role in the micromechanical
parameter calibration process. At equal parameter values, the
3R model reduces element rotation while the 2 R model does
not. This generates an increase in strength, which is compen-
sated during calibration by a reduction in the angularity and
the microscopic friction angle. The 3R model is preferred to
the 2R model in defining the calibration parameters. Finally,
Fig. 21 shows that the 3R model does not correctly repro-
duce the elastic modulus characterizing the elastic loading
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Fig. 21 Comparison of the experimental and numerical reference curves for the 3R model, with enlargement of the initial phase

Table 3 Relative densities
obtained for the experimental
and numerical trials at various

Confining pressure o3 (kPa)
confining stresses (%)

RD (%)

Experimental (Exp.) Numerical Mod. 3R (Num.)

109-110 (calibration test) 47 47
99-100 72 72
200 74 75
300 75 76
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Fig. 22 Changes in the deviators obtained experimentally and numerically for the 3R model, with enlargement of the initial phase

and unloading phases of the reference soil in the domain of
low axial strains (<1%).

5.3 Comparison between the numerical model and the
experimental results

The 3R model was subjected to three triaxial compression
tests for a relative density of roughly 73% and confinement
stresses of 100, 200 and 300 kPa corresponding to the
experimental values (Table 3). The numerical and experi-
mental results were compared for the three trials: Fig. 22
shows the changes in the deviators and Fig. 23 the changes
in volume strains.

The model reproduces the experimental deviator curves
for various confining pressures (Fig. 22). For a low axial
strain, as in the experiment, the model generates an increase

in the initial modulus with the confining stress. However, it
can be seen that the moduli of the unloading/reloading cycles
are numerically identical to the initial modulus while exper-
imentally they are greater.

The volume strain curves obtained by the model come
close to the experimental curves (Fig. 23). The contraction
phases (negative volume strains) are accurately simulated
overall. However, certain differences between the model and
the experiment in the dilatancy phase (positive volume
strains) can be noted, particularly beginning with a 4% axial
strain for the trial confined to 99 kPa. It is thought that these
differences are related to measurement imprecisions even
though no information is available on the scattering of the
experimental results. Be that as it may, the slopes of the vol-
ume strain curves during the dilatancy phase are correctly
reproduced by the numerical model.

@ Springer



234

C. Salot et al.

A Exp., 99kPa
=~ Num., 100kPa
# Exp., 200kPa
=>=Num., 200kPa
@ Exp., 300kPa
-O-Num., 300kPa‘

10

&1 (%)

-0,001 1

= ]
~ -0,002 +
> 4 Te e NS e - — — — — -
w
7 A Exp., 99kPa
-0,003 + Num., 100kPa
+ Exp., 200kPa
] — =Num., 200kPa
i @ Exp., 300kPa
-0,004 L ——Num., 300kPa

Fig. 23 Changes in the volume strains obtained experimentally and numerically for the 3R model, with enlargement of the initial phase

6 Conclusion

This study shows that the use of a simplified numerical model
based on the DEM, enables the reproduction of the macro-
scopic behavior of a granular material without it being nec-
essary to describe the granular structure perfectly and or take
into consideration the complexity of the shape of the grain. In
this study, discrete elements made up of interlocked or non-
interlocked spheres were used. These elements have non-
convex shapes, very different from the real shape of grains,
but which enable a high level of interlocking and which
limit rotations within the granular assembly. Several element
shapes were tested and showed that an element asymmetry
is required to account for the high residual friction angle
values obtained during an axisymmetric triaxial compres-
sion. In practice, two- or three-element clusters are enough
to create asymmetry thereby coming sufficiently close to the
behavior of a real material.

Since the shapes of the numerical elements are remote
from the real shapes, the intrinsic porosities of the numeri-
cal and experimental samples cannot be directly compared.
To describe the compactness of the numerical samples, the
notion of relative density was introduced. This was estab-
lished based on the minimum and maximum porosities
obtained using a precise and reproducible computation
procedure. Under these conditions, it was shown that the
numerical model, once it had been calibrated, was capable
of reproducing the experimental results of the triaxial tests on
sands of different relative densities and under different con-
fining stresses. It should be emphasized that the microme-
chanical and geometrical parameters were calibrated based
on a single experimental test according to a clearly estab-
lished protocol.

It should also be noted that under these conditions, the
numerical model is capable of closely reproducing the behav-
ior of non-cohesive soils in the elastic, contraction, and dilat-
ancy phases and at the critical state. The notion of relative
density is relevant because the numerical and experimental
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results obtained at different relative densities correlate very
well.

The model thus defined provides the opportunity for a
quantitative study of the phenomena controlled by the den-
sity of a granular material. It will be used to characterize
the behavior of composite materials such as heterogenous
materials with large elements or for reconstituted materials
such as sand—tire mixtures used for their dissipative powers
in protective barriers against rockfall. To test the compu-
tation methodology under other stresses, various types of
trials will be modeled, such as direct shearing tests. The
results of simulations will again be compared to experimental
results.

Acknowledgments The authors would like to acknowledge the sup-
port of the GeoDis research project, financed by the Rhone-Alpes region
of France, for the valuable discussions related to this study: the LTDS
Laboratory (Ecole Centrale de Lyon), the LMGC Laboratory
(University Montpellier IT), the CEMAGREF (Grenoble) and the Po-
litecnico di Milano.

References

1. Chien, L.-K., Oh, Y.-N., Chang, C.-H.: Effects of fines content
on liquefaction strength and dynamic settlement of reclaimed
soil. Can. Geotech. J. 39, 254-265 (2002)

2. Chang, M.-E,, Yu, G., Na, Y.-M., Choa, V.: Evaluation of rela-
tive density profiles of sand fill at a reclaimed site. Can. Geotech.
J. 43, 903-914 (2006)

3. Yoon, Y.W.,, Cheon, S.H., Kang, D.S.: Bearing capacity and
settlement of tire-reinforced sands. Geotext. Geomembr. 22,
439-453 (2004)

4. Brandl, H., Blovsky, S.: Protective barriers against rockfall. In:
Floss, R., Briu, G. (eds.) Geotechnical Engineering with Geo-
synthetics, Eurogeo 3, Munich, Germany, 01-03 March 2004, pp.
95-100 (2004)

5. Cundall, P.A., Strack, O.D.L.: A discrete numerical modelling
method for granular assemblies. Geotechnique 29(1), 47-65 (1979)

6. Le Hello, B., Villard, P., Nancey, A., Delmas, P.: Coupling finite
elements and discrete elements methods, application to reinforced
embankment by piles and geosynthetics. In: Schweiger, H.F. (ed.)
Numerical Methods in Geotechnical Engineering, 6th European



DEM simulations of triaxial tests

235

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

Conference, Graz, Austria, 06-08 September 2006, pp. 843-848
(2006)

Gotteland, P.,, Lambert, S., Salot, C., Gras, V.: Investigating the
strength characteristics of tyre chips—sand mixtures for geo-cellu-
lar structure engineering. In: International Workshop on Scrap Tyre
Derived Geomaterials—Opportunities and Challenges, Yokosuka,
Japan, 23-24 March 2007, for publication (2007)

Achmus, M., Abdel-Rahman, K.: The influence of “up-scaling”
on the results of particle method calculations of non-cohesive
soils. In: Konietzky, H. (ed.) Numerical Modeling in Microme-
chanics via Particle Methods, Proceedings of the First International
PFC Symposium, Gelsenkirchen, Germany, 6/7 November 2002,
pp. 183-187 (2003)

Matsushima, T., Saomoto, H.: Discrete element modeling for
irregularly-shaped sand grains. In: Proceedings of NUMGE2002:
Numerical Methods in Geotechnical Engineering, Paris, France,
4-6 September 2002, pp. 239-246. Presses de I’ENPC, Paris
(2002). ISBN2-85978-362-8

Ting, J.M., Khwaja, M., Meachum, L.R., Rowell, J.D.: An ellipse-
based discrete element model for granular materials. Int. J. Numer.
Anal. Methods Geomech. 17, 603-623 (1993)

Ng, T.T.: Numerical simulations of granular soil using elliptical
particles. Comput. Geotech. 16:153-169 (1994)

Ting, J.M., Meachum, L.R., Rowell, J.D.: Effect of particle shape
on the strength and deformation mechanisms of ellipse-shaped
granular assemblages. Eng. Comput. 12, 99-108 (1995)

Ouadfel, H., Rothenburg, L.: An algorithm for detecting inter-ellip-
soid contacts. Comput. Geotech. 24(4), 245-263 (1999)
Rothenburg, L., Kruyt, N.P.: Critical state and evolution of coordi-
nation number in simulated granular materials. Int. J. Solids Struct.
41, 5763-5774 (2004)

Mirghasemi, A.A., Rothenburg, L., Matyas, E.L.: Numerical sim-
ulations of assemblies of two-dimensional polygon-shaped parti-
cles. Soils Found. 37(3), 43-52 (1995)

Matuttis, H.G., Luding, H.G., Hermann, H.J.: Discrete element
simulations of dense packings and heaps made of spherical and
non-spherical particles. Powder Technol. 109, 278-292 (2000)
Alonso-Marroquin, F., Hermann, H.J.: Calculation of the incre-
mental stress—strain relation of a polygonal packing. Phys. Rev. E
66, 022130 (2002)

Nouguier-Lehon, C., Cambou, B., Vincens, E.: Influence of par-
ticle shape and angularity on the behaviour of granular materi-
als: a numerical analysis. Int. J. Numer. Anal. Meth. Geomech.
27(14), 1207-1226 (2003)

Nouguier-Lehon, C., Vincens, E., Cambou, B.: Structural changes
in granular materials: the case of irregular polygonal particles. Int.
J. Solids Struct. 42, 63566375 (2005)

Alonso-Marroquin, F., Luding, S., Hermann, H.J., Vardoulalis, I.:
Role of anisotropic in the elastoplastic response of a polygonal
packing. Phys. Rev. E 71(5), 051304 (2005)

Azema, E., Radjai, F,, Peyroux, R., Saussine, G.: Force transmis-
sion in a packing of pentagonal particles. Phys. Rev. E 76(1),
011301 (2007)

Williams, J.R., Pentland, A.P.: Superquadrics and modal dynam-
ics for discrete elements in interactive design. Eng. Comput. 9,
115-127 (1992)

Mustoe, G.G.W., Miyata, M.: Material flow analyses of non-
circular shaped granular media using DEM. J. Eng. Mech.
127(10), 1017-1026 (2001)

Potapov, A.V., Campbell, C.S.: A fast model for the simulation of
non-round particles. Granul. Matter 1, 9-14 (1998)

Emeriault, F.: Anisotropic elasticity of granular assemblies with
ellipsoidal elements. In: Mechanics of Deformation and Flow of
Particulate Materials, ASCE. Evanston, Illinois, pp. 47-61 (1997)
Ashmawy A.H., Sukumaran B., Hoang V.V.: Evaluating the influ-
ence of particle shape on liquefaction behaviour using discrete ele-

217.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

ment modelling. In: Proceedings of the 13th International Offshore
and Polar Engineering Conference (ISOPE, Honolulu), vol. 2, pp.
542-549 (2003)

Sallam, A.M.: Studies on modeling angular soil particles using the
discrete element method. These: Philosophie: University of South
Florida, 228p (2004)

Emeriault, F., Claquin, C.: Statistical homogenization for assem-
blies of elliptical grains: effect of the aspect ratio and particle rota-
tion. Int. J. Solids Struct. 41, 5837-5849 (2004)

Li, L., Holt, R.M.: Approaching real grain shape in the simulation
of sandstone using DEM. In: Garcia-Rojo, R. et al. (eds.) Pow-
ders and Grains, Proceedings of the 5th International Conference
on Micromechanics of Granular Media, Stuttgart, Germany, 18-22
July 2005, pp. 1369-1373 (2005)

Lin, X.,Ng, T.T.: A three dimensional discrete element model using
arrays of ellipsoids. Geotechnique 47(2), 319-329 (1997)

Ng, T.T.: Fabric evolution of ellipsoidal arrays with different par-
ticle shapes. J. Eng. Mech. 127(10), 994-999 (2001)

Kuhn, M.R., Bagi, K.: Contact rolling and deformation in granular
media. Int. J. Solids Struct. 41(21), 5793-5820 (2004)

Ng, T.T., Petrakis, E.: Triaxial test simulations with discrete ele-
ment method and hydrostatic boundaries. J. Eng. Mech. 130(10),
1188-1194 (2004)

Cundall, P.A.: Formulation of a three-dimensionnal distinct ele-
ment model-part I: a scheme to detect and represent contacts in a
system composed of many polyhedral blocks. Int. J. Rock Mech.
Min. Sci. Geomech. (1988) (Abstract)

Saussine, G., Moreau, J.J., Dubois, E., Cholet, C., Bohatier, C.,
Gautier, P.E.: Modeling ballast behavior using a three-dimensional
polyhedral discrete element method. In: XXI International Con-
gress of Theoretical and Applied Mechanics, Warsaw, Poland,
August 15-21 (2004)

Zhao, D., Nezami, E.G., Hashash, M.A., Ghaboussi, J.: Three-
dimensional discrete element simulation for granular materi-
als. Eng. Comput. 23(7), 749-770 (2006)

Lu, M., McDowell, G.R.: The importance of modelling ballast par-
ticle shape in the discrete element method. Granul. Matter 9, 69—-80
(2007)

Jensen, R.P., Bosscher, P.J., Plesha, M.E., Edil, T.B.: DEM simu-
lations of granular media—structure interface: effects of surface
roughness and particle shape. Int. J. Numer. Anal. Meth. Geo-
mech. 23, 531-547 (1999)

Jensen, R.P.,, Edil, T.B., Bosscher, PJ., Plesha, M.E., Kahla,
N.B.: Effect of particle shape on interface behavior of DEM simu-
lated granular materials. Int. J. Geomech. 1(1), 1-19 (2001)
Katzenbach, R., Schmitt, A.: Micromechanical modeling of gran-
ular materials under triaxial and oedometric loading. In: Shimizu,
Y. et al. (eds.) Numerical Modeling in Micromechanics via Particle
Methods, Proceedings of the 2nd International PFC Symposium,
Kyoto, Japan, October 2004, pp. 313-322 (2004)

O’sullivan, C., Bray, J.D.: The importance of accurately captur-
ing particle geometry in DEM simulations. In: Garcia-Rojo, R.
et al. (eds.) Powders and grains, Proceedings of the 5th Interna-
tional Conference on Micromechanics of Granular Media, Stutt-
gart, Germany, 18-22 July 2005, pp. 1333-1337 (2005)
Bertrand, D., Gotteland, P., Lambert, S., Nicot, F., Derache,
F.: Multi-scale modelling of cellular geo-composite structure under
localized impact. Revue Européenne de Genie Civil 10(3), 309—
322 (2006)

Matsushima, T.: Effect of irregular grain shape on quasi-static shear
behavior of granular assembly. In: Garcia-Rojo, R. etal. (eds.) Pow-
ders and Grains, Proceedings of the 5th International Conference
on Micromechanics of Granular Media, Stuttgart, Germany, 18-22
July 2005, pp. 1319-1323 (2005)

Calvetti, F., Viggiani, G., Tamagnini, C.: Micromechanical inspec-
tion of constitutive modelling. In: Viggiani, G. (ed.) Constitutive

@ Springer



236

C. Salot et al.

45.

46.

47.

48.

49.

50.

51.

Modelling and Analysis of Boundary Value Problems in Geotech-
nical Engineering, Napoli, Italy, 22-24 April 2003, pp. 187-216
(2003)

Iwashita, K., Oda, M.: Micro-deformation mechanism of shear
banding process based on modified distinct element method. Pow-
der Technol. 109, 192-205 (2000)

Donze, F., Magnier, S.A.: Formulation of a three-dimensional
numerical model of brittle behavior. Geophys. J. Int. 122,
790-802 (1995)

Bagi, K.: An algorithm to generate random dense arrangements
for discrete element simulations of granular assemblies. Granul.
Matter 7, 31-43 (2005)

Combe, G.: Mécanique des Matériaux Granulaires et Origines Mi-
croscopiques de la Déformation. LCPC, Paris (2002)

Mahboubi, A., Ghaouti, A., Cambou, B.: La simulation numéri-
que discrete du comportement des matériaux granulaires. Revue
Francaise de Géotechnique 76, 45-61 (1996)

Kruyt, N.P., Rothenburg, L.: Strength, dilatancy, energy and dissi-
pation in quasi-static deformation of granular materials. In: Garcia-
Rojo, R. et al. (eds.) Powders and Grains, Proceedings of the 5th
International Conference on Micromechanics of Granular Media,
Stuttgart, Germany, 18-22 July 2005, pp. 251-255 (2005)
Chareyre, B., Villard, P.: Discrete element modeling of curved geo-
synthetic anchorages with known macro-properties. In: Konietzky,
H. (ed.) Numerical Modeling in Micromechanics via Particle

@ Springer

52.

53.

54.

55.

56.

57.

Methods, Proceedings of the First International PFC Symposium,
Gelsenkirchen, Germany, 6/7 November 2002, pp. 197-203 (2003)
Deluzarche, R., Cambou, B., Fry, J.J.: Modeling of rockfill behav-
iour with crushable particles. In: Konietzky, H. (ed.) Numerical
Modeling in Micromechanics via Particle Methods, Proceedings of
the First International PFC Symposium, Gelsenkirchen, Germany,
6/7 November 2002, pp. 219-224 (2003)

Cola, S., Simonini, P.: Mechanical behavior of silty soils of the
Venice lagoon as a function of their grading characteristics. Can.
Geotech. J. 39, 879-893 (2002)

Samieh, A.M., Wong, R.C.K.: Modelling the responses of Ath-
abasca oil sand in triaxial compression tests at low pressure. Can.
Geotech. J. 35, 395-406 (1998)

Lancelot, L., Shahrour, 1., Al Mahmoud, M.: Failure and dilat-
ancy properties of sand at relatively low stresses. J. Eng.
Mech. 132(12), 1396-1399 (2006)

Collop, A.C., McDowell, G.R., Lee, Y.W.: Modelling dilation in an
idealised asphalt mixture using discrete element modelling. Granul.
Matter 8, 175-184 (2006)

Roux, J.-N.: The nature of quasistatic deformation in granular mate-
rials. In: Garcia-Rojo, R. et al. (eds.) Powders and Grains, Pro-
ceedings of the 5th International Conference on Micromechanics
of Granular Media, Stuttgart, Germany, 18-22 July 2005, pp. 261—
265 (2005)



	Influence of relative density on granular materials behavior: DEM simulations of triaxial tests
	Abstract
	1 Introduction
	2 Presentation of the numerical model
	2.1 Interaction laws
	2.2 Geometry of the discrete elements
	2.3 Methods for 3D sample preparation
	2.4 Determining the relative density (RD) of the numerical sample

	3 Modeling triaxial compression tests
	3.1 Principle
	3.2 Influence of relative density on the model's macroscopic response

	4 Micro--macro calibration procedure
	4.1 Principle
	4.2 Influence of the shape of the elements on the samples' minimum and maximum porosities
	4.3 Influence of element shape on the model's macroscopic results
	4.4 Procedure for calibrating micromechanical and geometric parameters

	5 Application to tests on real sand
	5.1 Description of the Ticino sand
	5.2 Calibration of the model's micromechanical properties
	5.3 Comparison between the numerical model and the experimental results

	6 Conclusion
	Acknowledgments


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


