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Filip Bajić1 · Josip Job2

Received: 7 November 2021 / Revised: 5 October 2022 / Accepted: 14 December 2022 / Published online: 12 January 2023
© The Author(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature 2023

Abstract
This paper presents a complete review of different approaches across all components of the chart image detection and
classification up to date. A set of 89 scientific papers is collected, analyzed, and enlisted into four categories: chart-type
classification, chart text processing, chart data extraction, and chart description generation.Detailed information about problem
formulation and a research field is provided, and an overview of used methods in each category. Each paper’s contribution
is noted, including the essential information for authors in this research field. In the end, a comparison is made between the
reported results. The state-of-the-art methods in each category are described, and a research direction is given. We have also
analyzed the open challenges that still exist and require the author’s attention.

Keywords Chart classification · Chart image processing · Image processing and computer vision · Information visualization ·
Review and evaluation

1 Introduction

The first attempt to graphically display values dates back to
the first millennium. It is a calculation of the movements of
the sun,moon, and planets throughout the year, and the author
is unknown [1]. The first graphical representation, "ligne de
vie," was made by Christiaan Huygens in 1669 [2]. It depicts
a continuous distribution function and demonstrates how to
find themedian for a person’s remaining life. In 1765, Joseph
Priestley drew up a historical timeline showing the life span
of 2000 famous persons dating from 1200 BC to 1750 [1].
The above examples are a common feature of the authors
recognizing the potential of additional visual elements when
presenting complex information. Both contributed to statis-
tics and the development of the visual presentation of data.

William Playfair (1759–1823), a Scottish engineer and
political economist, brought the revolution in statistical
graphics. Playfair was one of the first to use data not only

B Filip Bajić
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to educate but also to persuade people. He is widely consid-
ered the inventor of the first line, bar, pie, and circle chart
[1]. Playfair understood that data visualizations could allow
the brain to process information more efficiently by reducing
memory use. Using data visualizations requires less attention
from the reader to store important information in long-term
memory. In the nineteenth century, statistics progressed, and
statistical data became available, creating the need to display
complex data. In the twentieth century, the need for infor-
mation summarization grew. Image representations are used
meaningfully to present important information relevant to
the research. Data visualizations are one form of image rep-
resentation that enables a clear and complete understanding
of the relationships between the data. Graphic representa-
tion becomes helpful in understanding the obtained results
and can be used to estimate values that are not directly deter-
mined bymeasurement using interpolation and extrapolation
methods. The graphical presentation is essential for iden-
tifying unusual or unexpected results and makes it easier
to compare different values, trends, and relationships. The
human ability to notice quickly and easily visually is based
on the brain’s ability to detect regularities and imperfections.
This ability happens subconsciously. The comparison hap-
pens before thinking about it.

In today’s world of advanced Internet technologies, data
and information play a significant role. The Internet is an
interactive medium that processes vast amounts of data and
information every second. Humans can hardly understand
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data when it is piled up and unstructured. Tables containing
a large amount of data are not easily readable and require
mental effort to develop useful information. Statistics are
often represented by numbers, which are sometimes hard
to read and distinguish between important and unimportant
information. Unique methods and tools have been developed
to display the data in the graphical form [3]. This way of
presenting data is called data visualization.

Data visualizations are graphs or diagrams created by the
problem of deflating data into one visual piece that can be
easily comprehended by the individual, allowing for easier
dissemination, understanding of information, and decision-
making. To better structure the data, customized charts have
been developed. Each type of chart is designed to represent
a specific type of data.

Data visualization is used in every aspect of life, from
mathematics, statistics, and analytics to anywhere where
there is a need to identify patterns in the dataset or to explain
those patterns to a broader audience. Data visualizations can
be found in various prints and digital documents and, as
such, are not equally accessible to everyone. The problem
arises when search engines need to include data visualiza-
tion results or when blind and visually impaired people
are trying to access data visualizations. Many authors and
designers are unfamiliar with the accessibility problems that
blind and visually impaired people face; hence, they do not
consider making documents and visualizations accessible.
As a result, most electronic documents do not include addi-
tional information (metadata, alt text, descriptive tags, or
table), or the provided information is very general, short,
and inadequate. According to Bajić et al. [4], a visualization
dataset consisting of 2702 images collected using Google
Image search contained 39 (1.44%) images with descriptive
metadata. Metadata are useful for Internet browsers, but peo-
ple using various screen readers require more information to
understand the visualized content in question. As seen from
history until today, such information is locked inside data
visualizations. Data visualizations exploit human visual per-
ception to transmit information efficiently and effectively.
Such representations are not intended for use in the digital
world. While people can easily decode data visualizations
and create tables, computers cannot [5]. Due to these prob-
lems, various scientific types of research have been made
to increase the availability of data visualizations, that is, to
enable a more efficient classification of data visualizations
and thus allow a more accurate and detailed interpretation of
the content of data visualizations [6–9].

In Sect. 2, the problem formulation is presented. The
details about the literature search and literature evaluation
are given. Section 3 presents specifics about each collected
scientific paper, such as a key approach, achieved results,
and additional information. This section comprises four

subchapters: chart-type classification, chart text process-
ing, chart data extraction, and chart description generation.
Section 4 summarizes the conducted research and compares
the achieved results in this research field. Finally, Sect. 5
shows the final remarks on this conducted research.

2 Related work

In this section, the primary problem formulation with sum-
marized aims is presented. The literature overview is given,
which includes detailed information on the process used for
collecting the scientific papers. All collected scientific papers
are visualized on a timeline, and the documents and the
authors with the most contribution are pointed out.

2.1 Problem formulation

Printed documents can be digitized. A document contains
heterogeneous and complex information linked together into
one visual unit, significantly impacting readers. The detec-
tionor classificationof content is formulatedbydecomposing
a document into textual and graphical data. Text recognition
is a well-known problem addressed by various optical char-
acter recognition (OCR) systems and is not the topic of this
research. The document analysis, segmentation, and image
extraction are also out of the scope of this work. Extracted
image content can be classified into thousands of categories
using various state-of-the-art methods. This paper integrates
scientific research that uses the classification of a data visual-
ization image into one ormore categories as its first step.With
this said, we isolate key related questions in our research. The
answers are found in different chapters of this scientific paper
and are well referenced. Some of the questions that we asked
ourselves when creating the foundation of the research are
as follows:

• Who are the involved authors, who among them stand out,
and why?

• What are the benefits of chart-type classification, and
where is it integrated?

• Is there a root process that is shared among the researchers?
• What are the numbers that authors are reporting, and can
they be compared?

• Which scientific papers are considered state-of-the-art, and
why?

• Where did the research begin, and where is the timeline
going?

The summarized aims of scientific papers using the clas-
sification of data visualization are:

123



Review of chart image detection and classification 455

• To create a database using various methods of mining data
visualizations [10, 11].

• To allow Internet search engines to include data visualiza-
tions in a user’s query [12, 13].

• To create a summary description of the data visualization
to allowaccess to blind people and all peoplewith impaired
vision [14, 15].

• Toexport data fromavisual representation (creating a table
with original data) [16, 17].

• To create a new data visualization from an existing one
(e.g., convert bar chart into a pie chart) [18].

• To create a rating of data visualization (e.g., good, bad)
[19].

• To retrieve similar topics based on information from data
visualization [11].

• To create accessible data visualizations for various screen
readers [20, 21].

• To create a Visual Question Answering (VQA) system
(e.g., Natural Language Generation (NLG), Natural Lan-
guage Processing (NLP)) [8, 13]

2.2 Literature search

Based on the problem formulation, a search of available lit-
erature was undertaken. All major databases were searched
(Web of Science, Scopus, IEEE, etc.). The search extended
beyond computer science, as this issue exists in medicine,
mechanical engineering, natural sciences, and more. The
search was conducted throughout the all-available period.
When searching for a paper, the abstract, title, or keywords
are required to contain terms like chart parsing, classifica-
tion, detection, recognition, etc. The study was repeated by
replacing the word chart with graph, diagram, and visualiza-
tion. By the end of the literature search (October 20, 2021),
the total number of scientific papers collected was 89.

Among the collected papers, there are three reviews. The
first review was written by Lyu et al. in 2013 and published
as a conference paper. The author covers earlier (traditional)
methods for document segmentation, chart image classifi-
cation, and chart data interpretation [7]. The second review
was written by Davila et al. in 2020 and published in Trans-
actions on pattern analysis and machine intelligence. The
review is focused on the technical aspects of chart imagemin-
ing. The author covers in detail methods for extracting charts
from documents, classifying and interpreting data visualiza-
tions by type, and provides an overview of applications of
chart mining and datasets for training and evaluation [8].
The work is organized around five main steps for automated
chart mining: chart image extraction, multi-panel segmen-
tation, image classification, chart data extraction, and the
usage of extracted data. The work also analyzes the most

used chart types, the methods used for the classification pro-
cess, and a quantitative evaluation of used datasets. In the
end, the author discusses achieved results, future research,
and persisting open challenges. The third review was written
by Shahira and Lijiya in 2021 and published in IEEEAccess.
The paper reviews the literature on chart image understand-
ing and information extraction. The study focuses on data
extraction from chart images to aid visually impaired people,
and conventional and deep learning methods are discussed
[9]. While we highly recommend reading them, none of the
aforementioned reviews provide a graphical comparison of
the achieved results and usedmethods in chart image process-
ing. Our work also identifies the most cited scientific papers
in chart-type classification, chart text processing, chart data
extraction, and chart description generation. The provided
tables in each subchapter contain information extracted from
the literature.

All collected scientific papers are presented on the time-
line in Fig. 1. The circle radius shows the total number of
citations obtained from Google Scholar. PostGraphe [22] is
the oldest scientific paper in this research field. In the last ten
years, the research field has gained importance, evident from
the number of circles in Fig. 1. Most papers come from con-
ferences. Fewer scientific papers can be found in journals,
technical reports, and PhD theses. At the time of writing this
review, eight papers are in the pre-print state. The authors
presented research results from 40 unique conferences, only
six of which have had three or more scientific papers related
to the above-mentioned problem. The conference with the
most related papers is the International Conference on Doc-
ument Analysis and Recognition (ICDAR), with ten papers.
The International Conference on Image Processing (ICIP),
The International World Wide Web Conference Committee
(IW3C2), Special Interest Group on Accessible Comput-
ing (SIGACCESS), International Workshop on Graphics
Recognition (GREC), and The Eurographics Conference on
Visualization (EuroVis) each have three presented papers.

2.3 Evaluation

Across the period of 25 years, 268 authors were included in
the research, of which 227 authors published only once, 26
authors published two times, seven authors published three
times, and eight more than three times.Weihua Huang, Chew
Lim Tan, Daniel Chester, Stephanie Elzer, C. Lee Giles, San-
dra Carberry, Seniz Demir, and Yan Ping Zhou are the most
active authors in this research field. These authors’ total
number of citations is shown in Fig. 2. All data for com-
parison is collected from the same source, Google Scholar.
In Fig. 2. Jeffrey Heer is the only author in the group with
only two publications. Many of these authors’ publications
can be considered state-of-the-art. The authors’ publications
in Fig. 3 are the most convincing and provide the most sig-
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Fig. 1 The timeline of collected scientific papers organized from the
oldest (1996) to the newest (2021)

Fig. 2 Bubble chart showing a relation between the total number of
citations and the number of scientific papers by author. Only authors
with the highest number of citations are included

Fig. 3 Bar chart showing top 10 the most cited publications (source
Google Scholar). ReVision [18] is the most cited paper in this research
field

nificant scientific contribution. More details about their work
and results, and other publications, which also provide a sig-
nificant scientific contribution, will be provided in the next
section.

2.4 Contributions

This review aims to survey the current literature on chart-type
classification, chart text processing, chart data extraction,
and chart description generation. The research started in
1996, and since then, many state-of-the-art methods, key
approaches, and techniques have changed. By analyzing
Fig. 1 from 2017 to 2021, it can be seen that the number
of scientific papers almost doubled, which can be subjected
to the spread of machine learning and ever-growing types
of neural networks in all fields of chart image detection and
classification. The main contributions of this paper are:

• The categorization of collected papers into chart-type clas-
sification, chart text processing, chart data extraction, and
chart description generation
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Fig. 4 The most basic concept of our research. Versions of this pipeline
can be found in all collected scientific papers. The dashed blocks show
the parts that are not obligatory for chart-type classification

• The graphical and analytical comparison of the achieved
results in all four categories

• The discussion of different key approaches
• The known challenges and a direction for a future research

3 Research scope overview

When a chart is createdwith software (Microsoft Excel,Mat-
lab, D3, Plotly) or drawn by hand, the chart elements remain
accessible and can be modified. When that same chart is
saved or digitized as an image, all the structural information
about the chart becomes inaccessible.Our research and scien-
tific papers about chart recognition and interpretation can be
divided into four subchapters: chart-type classification, chart
text processing, chart data extraction, and chart description
generation. The above-noted information can be extracted
from the chart itself using different approaches,methods, and
algorithms. The most basic concept of our research can be
seen in Fig. 4. Each of the following four subchapters consists
of a table that summarizes existing scientific papers in that
research field, Tables 1, 2, 3 and 4, and a pipeline descrip-
tion shown in Fig. 4. As noted in the previous chapter, all
collected scientific papers should have chart-type classifica-
tion as the first step in chart image processing. Analyzing the
results, we noticed that 33 scientific papers do not provide
information about chart image classification or use manual
classification of chart images (human-annotated). Those sci-
entific papers are not included in Table 1. The same logic is

applied to creating other tables in this chapter. If the scien-
tific paper does not explicitly provide information about the
problem-solving, it is not included in that specific table.

In contrast, many scientific papers deal with solving mul-
tiple problems and providing all the required information.
Those scientific papers are listed in various tables with differ-
ent information related to the results in that specific research
field.

The average classification accuracy that the authors’ report
may vary from the one presented in Table 1, as this is cal-
culated only on ten chart types. Some authors only include
average classification accuracy without any classification
accuracy by type, and we do not include those numbers. The
last column in Tables Tables 1, 2, 3 and 4 is a dataset size.
This number is a sum of different datasets split into training,
testing, and validation. We are using this number because
while some of the authors report all three dataset sizes, most
of the authors do not. Many newer scientific papers use
multiple datasets and often combinations of datasets from
other authors, making it challenging to distinguish the actual
dataset split on training, testing, and validation. The most
common dataset ratio for training ranges from 70 to 80%,
and for testing from 20 to 30%. The validation dataset often
is omitted, or the numbers depend on the author. In Tables
Tables 1, 2, 3 and 4, the following abbreviations are used: text
and graphic separation (T&GS), text and graphic correlation
(T&GC), algorithm (alg), and image (img).

3.1 Chart-type classification

Image classification is a well-studied process in computer
vision, which refers to classifying an image according to the
visual content. It is one of the most critical tasks in image
processing.

(1) An overview In recent years, many algorithms for
image classification have been proposed. Some algorithms
can be used out-of-the-box for chart-type classification, and
some need to be specially adapted. As seen in Table 1, most
authors are focusing on classifying a few basic chart types.
Some authors extend their work by classifying less com-
mon chart types such as bubble charts, flowcharts, heat maps,
treemaps, and sunburst diagrams. Figureseer [23],DocFigure
[24], and others [19, 25–29]. DocFigure [24] is a scientific
paper that uses the largest number of chart types (28) and
reports classification results by each type. Zhou and Tan
[30, 31] wrote the earliest works on chart-type classification.
According to our knowledge, these scientific papers are the
first ones that represent one of themost popular and later used
processes for chart-type classificationpresented inFig. 4.The
concept fromFig. 4 is usedwith all key approaches regardless
of whether it is a custom algorithm, model-based approach,
support vector machines (SVMs), or neural networks. As
seen in Fig. 4, some blocks are created with a dashed line
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Table 1 A summary of existing
scientific papers in analyzing
chart text processing

Ref. Year

Key approach Achieved results [%] Image processing techniques Dataset
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[12] 2000 x – – – – – – – – – – – x x x x 20

[11] 2000 x – 85 – – – – – – – – 85 x x x x 35

[13] 2001 x – 73 – – – 93 – – – – 83 x x 55

[14] 2001 x – 85 96 – – – – – – – 91 x x x 1290

[15] 2001 x – 84 96 – – – – – – – 90 x x x 1190

[18] 2005 x – – – – – – – – – – – x x x x x 53

[3] 2005 x – – – – – – – – – – – x x x –

[23] 2007 x – 95 4 – – 89 – – – – 63 x x x 210

[25] 2007 x x 84 90 76 – – 83 – 86 – – 84 x x x 653

[26] 2008 x – 80 87 – – 87 – – – – 84 x x x x x 75

[27] 2008 x – 94 85 – – 90 – – – – 89 200

[33] 2011 x 88 78 73 84 85 79 88 79 86 75 82 x x x x x 2601

[34] 2011 x 96 96 100 – – 74 – – – – 92 x x x x x 980

[35] 2011 x – 93 – – – – – – – – 93 x x x 47

[36] 2011 x 96 96 100 – – 74 – – – – 92 x x x x x x x x 980

[37] 2011 x 96 96 100 – – 74 – – – – 92 x x x x x x x x 980

[39] 2012 x x – – – – – – – – – – – x x 155

[40] 2012 x – 97 98 – – 100 – – – – 98 x x x 600

[41] 2012 x x – – – – – – – – – – – x x x x x x 300

[44] 2014 – – – – – – – – – – – 722

[46] 2015 x x – 74 68 – – 59 – 84 – – 71 x 5000

[48] 2015 x x – – 85 – – – – – – – 85 x x x x x 478

[49] 2015
x – 66 64 68 67 71 70 63 72 68 68 x x x

1130
– 39 48 52 51 42 44 40 46 42 45

[50] 2015 x x – – 91 – – – – – – – 91 x x x x x 265

[52] 2016
x – 85 – – – – – 49 57 – 64 x x

60,000
x – 87 – – – – – 59 67 – 71 x x

[54] 2017 x x – 98 – – – – – – – – 98 x x x x x x 213

[5] 2017 x x 95 97 94 96 89 98 93 92 98 91 94 x x x x x 5125

[56] 2017 x 67 93 78 88 85 92 86 86 94 67 84 x x x x 5659

[57] 2017 x 92 96 92 99 – 99 – 97 – – 96 x 3377

[58] 2017 x – – – – – – – – – – – x 4837

[59] 2017 x x – – 91 – – 95 – 86 – – 91 x x 400

[60] 2018 x – – – – – – – – – – – x 33,778

[61] 2018 x – 90 90 – – 100 – – 97 – 94 x 50,442

[62] 2018 x – – – – – – – – – – – x x x x x 11,174

[63] 2018 x 64 99 80 – – 98 – 69 – – 82 x x x x 17,154

[64] 2018 x – 100 – – – 100 – – – – 100 x x x x 30,000

[65] 2018 x – – – – – – – – – – – x x 755

[67] 2019 x 96 98 99 97 100 96 94 98 92 97 97 x x x 2398

[68] 2019 x – 94 – 95 97 94 86 94 98 93 94 33,000

[69] 2019 x – – – – – – – – – – – x 1200

[70] 2019 x – 100 97 – – 100 – 92 – – 97 x 1592

[71] 2019 x – – – – – – – – – – – 10,00,000

[6] 2019 x 77 70 87 87 93 100 93 40 100 70 82 x 3002

[72] 2020 x 88 97 91 97 – 97 – 89 – – 93 x 4073

[4] 2020 x 93 90 87 80 83 100 87 87 83 100 89 x 3002

[73] 2020
– 59 86 88 – 67 – 64 – – 73

4249
– 53 50 38 – 33 – 61 – – 47

[74] 2020 – – – – – – – – – – – 3000

[75] 2020 – – 94 – – – – – – – 94 1920

[77] 2020 – – 97 – – – – – – – 97 4718

[78] 2020 100 96 97 – – 98 – 95 – – 97 21,099

[79] 2020 96 99 100 – – 97 – 97 – – 98 10,000

[84] 2021 – 85 – – – – – – – – 85 1400

[85] 2021 – – – – – – – – – – – 11,723

[86] 2021 – – – – – – – – – – – 57,097

[87] 2021 – – – – – – – – – – – 5560

Achieved maximum: 100 100 100 99 100 100 94 98 100 100

[50 –59]% [60 –69]% [70 –79]% [80 –89]% [90 –100]% TRUE
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and mostly consist of text information extraction. Although
it is the best practice, it is unnecessary to use both (textual
and graphical) information when deciding on the chart type.
Authors and scientific papers that report only on making a
decision based on graphical information are Bajić et al. [4, 6],
Image & graphic reader [32], Beagle [10], Chart-Text [15],
and others [11, 24–28, 33–43].

(2) Used image processing techniques The first building
block of the process mentioned above is image preprocess-
ing or image preparation and manipulation. The main task of
image preprocessing is to prepare the image for future analy-
sis and feature extraction.All listed scientific papers use some
image preprocessing. The most basic types of image pre-
processing are image resolution normalization, image color
space normalization, and image noise reduction. Image res-
olution normalization is used mostly with approaches that
rely on convolutional neural networks (CNNs). The CNNs
require large image datasets, and images collected from dif-
ferent sources usually have different resolutions. The neural
network model expects an image with a fixed resolution and
a fixed color mode; thus, image color space normalization
is required. During the image conversion process, image
noise may occur. Image noise reduction is removing or fixing
unwanted pixels from the image. The type of noise in images
is usually salt-and-pepper or amplifier noise. The scientific
papers that report the use of this type of image preprocessing
areBajić et al. [4, 6], Reverse-EngineeringVisualizations [5],
Figureseer [23], Chart Decoder [44], Chart-Text [15], VizBy-
Wiki [11], Visualizing for the Non-Visual [16], DocFigure
[24], and others [17, 21, 26–29, 35, 37, 39–43, 45–51]. To
explain the significance and impact of basic image prepro-
cessing on chart-type classification, Bajić et al. conducted an
experiment that consists of four datasets. All datasets share
the same images, but each dataset has unique filters applied
to its images. The experiment showed that the dataset with
the heaviest image preprocessing achieved up to 10% better
average classification accuracy than the original dataset [4].

Authors ofReverse-EngineeringVisualizations [5], Image
& graphic reader [32], ReVision [18], View [52], ChartSense
[21], Chart Decoder [44], Chart-Text [15], Visualizing for the
Non-Visual [16] and others are using advanced image pre-
processing techniques, which enable them to extract various
information from thegraphic imageor tomore easily separate
text and graphics. Advanced image preprocessing includes
binarization, edge detection, and vectorization.

Image binarization is when an image is converted from
input color space to a black-and-white image. The process
enables the reduction of information contained within the
image. This task is used when extracting objects from an
image is needed. The authors usually call this process the his-
togram of grey levels, Reverse-Engineering Visualizations
[5], View [52], ChartSense [21], and others [3, 45]. This

process should not be mistaken for the histogram of ori-
ented gradients (HOG), which is also a method for extracting
objects from the graphic image but used in conjunction with
machine learning [25, 27, 36, 53].

Image edge detection is an important step for image
feature detection and extraction. The edge in the image rep-
resents a local change of intensity that can occur on the
boundary between two different regions. The result of edge
detection is an image of objects described by the lines,
curves, and corners. The two most popular methods for
edge detection in chart images are canny and thinning. The
scientific papers and authors that report on using edge detec-
tion are Reverse-Engineering Visualizations [5], Zhou and
Tan [30, 31], Image & graphic reader [32], ReVision [18],
Mishchenko and Vassilieva [54–56], ChartSense [21], Chart
Decoder [44], Chart-Text [15], Visualizing for the Non-
Visual [16], and others [3, 19, 25, 27, 33, 36, 42, 45, 52].

Image vectorization is a process that can be used after
the image edge detection process to convert a raster image
to a vector image automatically. It enables the extraction
of graphical primitives such as straight lines and arcs. The
straight-line vector has three values: start point, endpoint,
and line width. The arc vector includes an additional param-
eter, the arc center. The vectorization process is used by
Mishchenko and Vassilieva [54–56] and others [19, 33, 57,
58].

(3) Used key approaches Authors have used different
approaches to obtain chart-type information throughout the
years. One of the most popular approaches is based on image
feature extraction followed by model design. In Table 1, this
approach is labelled as custom algorithm and is used in Image
& graphic reader [32], View [52], Beagle [10], ChartFuse
[59], and others [3, 13, 19, 25, 36, 45, 53, 57, 60]. Themodel-
based approach creates a model for each chart type. The
drawback of this approach is that the model can only recog-
nize charts with the same features as the model. The usage of
the model-based approach is best described by Mishchenko
andVassilieva [55, 56]. All extracted features can be grouped
into low level, middle level, and high level. The extraction
of low-level features can be paired with the Hough trans-
form as explained by Zhou and Tan [30, 31] or with hidden
Markov model as explained by Zhou and Tan [61, 62] for
chart-type classification. Until ChartFuse [59] in 2020, this
approach was only used on three chart types: line, bar, and
high-low-close. An extraction of middle-level features can
be used with multiple-instance learning [33] and for classi-
fying images based on the shape with the help of using HOG
and scale-invariant feature transform (SIFT) descriptors [25,
36, 38]. The extraction of high-level features is used with
the aforementioned model-based approaches. A comparison
of existing feature extraction methods is shown in Chart-
Fuse [59]. The extracted features can be handed to SVMs
for classification. The basic idea of SVMs is to find a line
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(or hyperplane) that will separate the data into two classes.
SVMs are used in Reverse-Engineering Visualizations [5],
ReVision [18], View [52], ChartFuse [59], and others [13, 25,
34, 38, 53]. With a small image dataset, SVMs can achieve
state-of-the-art results in a chart-type classification where
classification accuracy can reach up to 97.00%, as stated in
View [52].

Recent research uses neural networks, especially CNNs,
for chart-type classification and feature extraction. Chagas
et al. compared traditional classifiers such as HOG + Naïve
Bayes, HOG+K-nearest neighbor, HOG+Random Forest,
and HOG + SVM with CNN’s VGG-19, Inception-V3, and
Resnet-50. The results show that CNNs outperform all tra-
ditional classifiers by roughly 20% [27]. Other advantages
of using CNNs are that they can be used out-of-the-box, and
some are available as pre-trained models. Pre-trained mod-
els are already trained on datasets that consist of millions of
images (e.g., ImageNet), and to use them, only the final lay-
ers need to be changed and retrained, Reverse-Engineering
Visualizations [5], Figureseer [23], Chart-Text [15], VizBy-
Wiki [11], Visualizing for the Non-Visual [16], DocFigure
[24], and others [17, 27, 29, 41, 47]. The drawbacks of using
CNNs are the need for computing power, large datasets,
and an explanation since the whole process is treated as the
"black box." The CNN architectures that authors use in this
field are: LeNet (named after Yann LeCun et al. in 1989)
[26, 37], AlexNet (named after Alex Krizhevsky et al. in
2012) [23, 41, 44, 50], VGG (named after Visual Geometry
Group in 2014) [4, 6, 16, 17, 27, 39, 41, 44, 47, 48, 50, 51],
GoogLeNet (named after Google in 2014) [21, 44], Residual
neural network (ResNet) [16, 23, 27, 44, 47, 49, 50], Incep-
tion (developed by Szegedy et al. in 2014) [11, 15, 27, 47,
50], and Mobile computer vision network (MobileNet) [15,
29, 47]. The comparison of multiple CNN architectures is
available in Chart Decoder [44, 47, 50], and it shows that all
architectures perform similar up to 5% divergence, depend-
ing on the used dataset.

(4) The research direction The latest research is based
on combining CNNs with SVMs, where CNNs are used
for feature extraction, and SVMs are used as classifiers.
This approach is documented in VizByWiki [11], Visual-
izing for the Non-Visual [16], DocFigure, [24], by Kaur and
Kiesel [29], and in ChartFuse [59]. The mixed combination
achieves state-of-the-art results in chart-type classification.
In 2019 and 2020, competitions in automatic chart recog-
nition, ICDAR The Competition on Harvesting Raw Tables
(CHART-Infographics), were held, and to our knowledge,
that are the only competitions that include tasks such as chart
image classification, text detection and recognition, text role
classification, axis analysis, legend analysis and data extrac-
tion from chart images [63, 64].

(5) Discussions The methods in chart-type classification
changed over the years. All methods used before 2015 can

be considered traditional methods. Although some meth-
ods yielded classification accuracy above 80%, the chart
images had to follow predefined rules. The ReVision [18]
is the first state-of-the-art paper that introduced multiclass
classification using SVM. Before neural network architec-
tures, the features for SVMs or any other custom algorithm
were manually extracted. The authors used many different
image processing techniques to create the best features for
their models. Using CNNs reduced the number of required
image processing techniques, increased the diversity in
chart images, and increased the need for publicly available
datasets. All CNN architectures can achieve classification
accuracy above90%without using any additional algorithms.
To achieve an accuracy of 100%, authors combine different
approacheswhich helpCNNextract image features and focus
on relevant areas of an image. Although CNN achieves state-
of-the-art results, the research field still lacks a unified dataset
showing which architecture and model perform the best in
classification accuracy and feature extraction.

3.2 Chart text processing

Chart image is an image that consists ofmultiple information.
This information can be split into three categories: graphi-
cal, textual, and semantical (semantic information will be
explained in the last subchapter).

(1) An overview: As shown in Table 1, the system or
the process does not need to know anything about textual
information within an image to decide the chart type. The
scientific papers and authors that are using both textual and
graphical information are Reverse-Engineering Visualiza-
tions [5], ReVision [18], Mishchenko and Vassilieva [54,
55], ChartSense [21], Chart-Text [15], Visualizing for the
Non-Visual [16], and DocFigure, [24]. Using both infor-
mation, authors can achieve significantly better results than
the authors using only graphical information. All the listed
scientific papers showaverage classification accuracy or clas-
sification accuracy of a specific chart type of at least 90%.
Table 2 summarizes all scientific papers that deal with tex-
tual information. As evident from Table 2, the same process
used to separate graphical information from the image can
separate textual information. In other words, the opposite of
what was classified as a graphic can be assumed as text. The
preprocessing used on the graphic image also benefits the
text image, View [52], and [58, 65].

Regarding text processing in chart images, text localiza-
tion, classification, and recognition should be considered.
Most chart types can be sorted into one of two groups: those
with a Cartesian coordinate system (e.g., bar, line, scatter)
and those without a Cartesian coordinate system (e.g., pie,
donut, map). The coordinate lines provide index and scale
information of data. In his PhD thesis, W. Huang explained
that the chart image should include text blocks like chart title,
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Table 2 A summary of existing scientific papers in analyzing chart text processing
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[12] 2000 – – – 20

[11] 2000 – – – 35

[14] 2001 – – – 1290

[15] 2001 – – – 1190

[17] 2003 – – – 27

[18] 2005 – – 91 53

[3] 2005 – – – –

[19] 2006 – – – 115

[24] 2007 – – – 200

[26] 2008 – – – 75

[27] 2008 – – – 200

[28] 2008 – – – –

[33] 2011 – – – 2601

[34] 2011 – – – 980

[35] 2011 – – – 47

[36] 2011 – – – 980

[37] 2011 – – – 980

[40] 2012 – – – 600

[41] 2012 – – – 300

[43] 2013 – – – 200

[45] 2015 – – – 18

[48] 2015 – – – 478

[49] 2015 – 91 – 1130

[50] 2015 – – – 265

[51] 2016 – – – 300

[52] 2016 60 – 76 60,000

[54] 2017 – 92 – 213

[5] 2017 88 98 99 5125

[55] 2017 – – 91 25,600

[62] 2018 – 82 93 11,174

[64] 2018 94 – – 30,000

[67] 2019 98 97 – 2398

[71] 2019 – – – 10,00,000

[72] 2020 – – – 4073

[84] 2021 95 – 91 1400

[87] 2021 – – – 5560

[88] 2021 89 80 30,480

Achieved maximum: 98 98 99

[50 –59]% [60 –69]% [70 –79]% [80 –89]% [90 –100]% TRUE
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x-axis title, x-axis values, y-axis title, y-axis values, legend
title, and additional description [57].

(2) Text localization For chart text localization, the tradi-
tional method provides sufficiently good results regardless
of the diversity of chart images. The method uses a binarized
image with or without further preprocessing. The key is to
detect black pixels in the image, as they are candidates for
text characters or image noise. The concentration of black
pixels in the surrounding space is calculated to distinguish
noise from text character candidates. The algorithm looks
for the next candidate characters in certain directions when
the first character is located. A word can be detected with
the amount of white space (white pixels) between charac-
ters. Since the white space between words is greater than the
white space between characters, a sentence can be detected.
The same logic can be applied to multiline strings. Once all
candidate words are detected, the bounding box is drawn to
indicate a text box for further processing. This method or
similar method that works on pixel-level is used in Reverse-
Engineering Visualizations [5], Zhou and Tan [30, 31, 61,
62],Mishchenko andVassilieva [54–56], ReVision [18], Gao
et al. [52, 65], Figureseer [23], Chart Decoder [44], and oth-
ers [3, 13, 19, 36, 45, 53, 57, 58, 60, 66–69]. Reported text
localization F1-scores are in Figureseer [23] is 60.30% and
80.00–88.00% in Reverse-Engineering Visualizations [5].

(3) Text classification Text classification is less commonly
used. Like text localization, text classification also has a tradi-
tional method. This method uses certain assumptions about
localized text and often draws parallels with a previously
extracted graphic image. Higher black pixel density (bigger
font) and a position closer to the top edge can be assumed
to determine that something is a chart title. The axis values
usually consist of numbers closer to the vertical or horizon-
tal black line. The x-axis label is below the x-axis values or
close to the bottom edge, and the y-axis label has a tall and
narrow bounding box. The legend is usually somewhere in
the corner and hasmultilinewords. Under these assumptions,
Choudhury et al. [36] and Al-Zaidy and Giles [45] achieved
impressive results in text classification accuracy. Text clas-
sification is also used in Reverse-Engineering Visualizations
[5], Chart Decoder [44], Visualizing for the Non-Visual [16,
48, 57, 70].

(4) Text recognition After the text has been localized and
classified, itmust be processed by a text recognition engine or
OCR. The accuracy of OCR greatly depends on the quality of
the image. Chart images cannot be comparedwith documents
or natural images since they contain mixed content [54].
They have strings of different rotation (horizontal, vertical),
sizes (often tiny), font styles, and various special characters.
Since this is a problem studied on a global level, most of
the authors choose to use out-of-the-box solutions, such as
Microsoft OCR used in Figureseer [23], Amazon’s Rekogni-
tion [51], or Google’s open-source Tesseract OCR engine

used in Reverse-Engineering Visualizations [5], ReVision
[18], Mishchenko and Vassilieva [54, 55], Chart Decoder
[44], Chart-Text [15], Scatteract [53, 70, 71]. Figureseer [23]
noted that Microsoft OCR achieves an overall accuracy of
75.60%. The Tesseract OCR can achieve overall accuracy
from 90 to 99%, as indicated in Reverse-Engineering Visu-
alizations [5], Chart Decoder [44], and Scatteract [71].

(5) The research direction The latest scientific papers use
Darknet or PixelLink to predict text pixels. With Darknet,
used in Reverse-Engineering Visualizations [5], the average
text localization accuracy F1-score is 80–88%. PixelLink in
Visualizing for the Non-Visual [16] achieves an average text
localization accuracy F1-score of 77.10–97.50%. For text
localization, it is also possible to use Faster region proposal
convolutional neural network (R-CNN) [15, 17, 70], which
achieves state-of-the-art results in Chart-Text [15] and [70].

Text classification can also be done using SVMs. Reverse-
Engineering Visualizations [5], Visualizing for the Non-
Visual [16], and Kaur Kiesel [29] achieve an average text
classification accuracy of 95.00–100.00%. Kaur and Kiesel
[29] is the only author that uses chart caption information in
the classification process.

(6) Discussion Text localization is finding text areas in
chart images and isolating them, text classification is an
association of text with graphics, and text recognition is a
process of turning words on images into machine-encoded
text. The advancement of machine learning increased the
object detection accuracy of images. Today’s state-of-the-art
model for object detection is Faster R-CNN, which is used
in many computer vision tasks. The Faster R-CNN consists
of a feature extractor, region proposal network, classifier,
and a bounding box regressor. The network accepts an input
image (which can be unprocessed) and returns bounding
boxes of the detected objects. Object detection accuracy is
above 90% for textual and graphical elements, and real-world
chart images cause a reduction in performance. Text classifi-
cation is the most challenging field in chart text processing.
Authors use structural and geometric information of detected
objects or bag-of-words (certain words are expected in cer-
tain places). Both approaches need to be manually adapted
for each new chart type. Although text recognition can be
a challenging task, authors are mainly using publicly avail-
able OCR models on text objects and rotate them in four
different directions (0°, 90°, 180°, and 270°) to encode text.
Despite the remarkable results in chart text processing, real-
world charts and charts other than a bar, line, and pie remain
a problem. An image caption is the least explored area that
can hold vital information for further steps.
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3.3 Chart data extraction

Graphical and textual information can be processed sep-
arately, or as previously shown, one type of chart image
processing can be omitted.

(1) An overview Graphical and textual information is
required to obtain higher-level information on chart images.
Chart data extraction cannot be achieved if one type of infor-
mation is missing [57]. The scientific papers that deal with
this problem are listed in Table 3. Themain goal of chart data
extraction is to recover the original data table fromwhich the
chart imagehas been created.The authors use twoapproaches
for chart data extraction: automatic and interactive. The auto-
mated approach is a complete system that requires the user
only to select an image for the input. This type of approach is
in the majority and is well studied. The interactive approach
requires actions from the user, allowing users to select the
data needed for export (points, lines, bounding boxes). An
interactive approach is studied in ChartSense [21] and by
Yang et al. [66].

(2) Used techniques Chart data extraction supports fewer
chart types than chart-type classification. Due to the diversity
in chart types, the authors focus chart data extraction on three
basic chart types: bar, line, and pie chart.As for the other chart
types, scatter plot data extraction is researched in Scatteract
[71] and [72], and area and radar chart data extraction are
analyzed in ChartSense [21]. The developed algorithms can-
not be shared among chart types but need to be specifically
designed for each chart type and thus are very restricted, and
each chart type must comply with a listed set of rules [18,
44, 57, 69, 73, 74]. All traditional algorithms work on a pixel
level; therefore, restrictions exist. Because of this, a different
dataset is used for validating the chart data extraction. The
algorithms count the pixel distance of detected objects from
the x- and y-axis and use appropriate scaling values obtained
with text processing. They try to pair labels with detected
objects if the values are unavailable. The object’s dimensions
or presence is detected by pixel color change. This applies
to the bar and line charts. Pie charts do not contain an axis,
and this approach is not valid for them. The goal is to fit the
circle/ellipse inside the pie chart using random sample con-
sensus (RANSAC) regression and sample a random number
of pixels.With the change of color between two adjacent pix-
els, the pie slice can be detected, as seen in ReVision [18],
ChartSense [21], and Chart-Text [15]. The pie slices can also
be detected by the proportions of each color, which leads to
counting pixels between slice boundaries [16, 75].

(3) The research direction The latest research uses a sin-
gle deep learning model for data extraction, combining text
detectionmodel, text recognitionmodel, and pairwisematch-
ing of components, which creates a bar bounding box. They
also propose a recurrent neural network (RNN) model to
detect angles in pie charts. This single deep neural network

for training images developed by Liu et al. achieves bar data
extraction of 79.40% and pie data extraction of 88.00%, but
charts outside the training corpus degrade for 57.50% and
62.30% [17]. A similar method is used by Chen and Zhao,
where state-of-the-art results are achieved [72]. The twoother
types of research focus only on bar chart data extraction [48]
and [70]. At the same time, Dadhich et al. cover multiple
bar charts such as simple, grouped/clustered, stacked hor-
izontal and vertical orientation, and histograms. To extract
bar data, regions of interest are labeled, and all other ele-
ments that are not chart objects are removed using image
processing techniques. After the canvas with chart objects is
extracted, the local geometric descriptor (tensor field com-
putation) is used [48]. Zhou et al. use an encoder–decoder
framework [70]. TheCNN is an encoder that extracts features
from images, and RNN is used as a decoder for processing
and generating sequence data. This approach results in bar
chart data extraction that ranges from 71 to 91%, depend-
ing on the used dataset. Sohn et al. extensively researched
the line charts, where a line slope, partition, minimum, max-
imum, range, and other knowledge can be extracted using
CNN [76].

(4) Discussions The traditional methods require image
processing techniques that depend on pre-defined rules and
values, and thesemethods are limited towell-structured chart
images. CNN can improve the extraction of chart images,
but the best results are achieved when both traditional and
deep learning methods are used. CNN can significantly ben-
efit from image processing techniques, and data extraction
accuracy can increase further. Data extraction is an impor-
tant research field that can help blind people and people with
impaired vision. It can also help in VQA systems, image
searching, NLG, or any textual description. The limitations
still exist, and authors are still trying different key approaches
for data extraction. The most significant limitation is the nat-
ural diversity of chart images and the deviation of real-world
charts from synthetic images. The improvements can still
be made in detecting multi-lines, crossing lines, stacked and
grouped elements, and multiple colors. As for the reported
accuracies, it is required to create unified metrics that enable
authors to compare their work. While some authors report
tableswith the accuracy of extracted regions of interest,many
authors report only the average value and exclude descriptive
values (legends, axis, title, caption), and others report only
data point extraction accuracy.

3.4 Chart description generation

The last building block of Fig. 4 is chart description gen-
eration. All previous steps must be done to create a textual
description of the chart image.

1)AnOverview:As this is themost complex researchfield,
the least number of scientific papers are associated with it.

123



464 F. Bajić, J. Job

Table 3 A summary of existing scientific papers in analyzing chart data extraction
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[16] 2002 – – – – – –

[17] 2003 – – – – – 27

[3] 2005 – – – – A –

[19] 2006 – – – – I 115

[20] 2007 – 86 – – A 177

[22] 2007 – – – – A 110

[27] 2008 – – – – – 200

[28] 2008 – – – – – –

[29] 2010 – – – – – 215

[30] 2010 – – – – – –

[33] 2011 79 – 62 – – 2601

[32] 2011 – – – – – 110

[34] 2011 – – 67 – A 980

[36] 2011 – – – – A 980

[41] 2012 – – – – – 300

[45] 2015 83 – – – A 18

[47] 2015 – – – – A –

[48] 2015 – – – – A 478

[49] 2015 – – – – A 1130

[50] 2015 – – – – A 265

[51] 2016 86 – – – A 300

[52] 2016 – – – – A 60,000

[54] 2017 98 – – – A 213

[55] 2017 – – – 84 A 25,600

[56] 2017 – – – – I 5659

[58] 2017 – – – – – 4837

[62] 2018 83 – – – A 11,174

[64] 2018 79 – 79 – A 30,000

[66] 2018 – – 99 – A 1900

[67] 2019 99 72 92 – A 2398

[71] 2019 79 – 88 – A 10,00,000

[80] 2020 47 – – – A 28

[81] 2020 – – – – A 3700

[84] 2021 – – – – A 1400

[85] 2021 – – – – A 11,723

[87] 2021 72 A 5560

[88] 2021 85 – – – A 30,480

[89] 2021 – – – – A 1,87,059

[90] 2021 – – – – A 75,000

[91] 2021 91 89 – 90 A 14,892

Achieved maximum: 99 89 99 90

  [50 – 59]%   [60 – 69]%   [70 – 79]%   [80 – 89]%   [90 – 100]%   TRUE 
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Table 4 A summary of existing
scientific papers in analyzing
chart description generation
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[10] 1996         -   - - - IM                         - 

[21] 2007           - - - - SS                         - 

[22] 2007         - - - 79 - IM                         110 

[28] 2008         - - - - - IM                         - 

[29] 2010       -   - - - - IM                         215 

[30] 2010         - - - - - IM                         - 

[31] 2010           - - - - SS                         - 

[32] 2011         - - - 79 - IM                         110 

[38] 2012         - - - 79 - IM                         107 

[42] 2013           - - - - SS                         347 

[51] 2016         - - - 83 - IM                         300 

[53] 2016    - -  - - - IM             115 

[54] 2017         - - - - - IM                         213 

[64] 2018         -    79 - SS                         30000 

[82] 2020      -  51 19 SS             8305 

[83] 2020      -  - - SS             3000 

[84] 2021     - - - - - SS             1400 

[91] 2021      -  - 93 SS             10232 

[92] 2021      -  - 41 SS             3000 

 
TRUE 

Table 4 shows scientific papers whose result is a generation
of descriptive text for input chart images. The chart types
are further limited here, and the most supported types are the
basic bar, line, and scatter chart. Only Chart-Text [15] deals
with additional chart types: pie, horizontal bar, vertical bar,
stacked horizontal bar, and stacked vertical bar chart.

2) Used Techniques: Regarding chart image description,
authors are divided between two points of view. One point of
view is to create a short summary of chart image, as in Chart-
Text [15], Chart-to-Text [77], AutoCaption [78], AutoChart
[79], by Ferres et al. [20, 80], Schwartz et al. [81], and others
[48, 72], whereas the other point of view is to try to under-
stand the intendedmessage of the chart which is presented by
Al-Zaidy et al. [14, 45], Schwartz et al. [82], and others [22,
83–88]. The difference between the two is that chart sum-
mary generation contains the same information in the image
in terms of data values and labels. The process uses object-
oriented data from previous steps and string templates. The
intended message is the information humans perceive when
they see the chart image for the first time and understand
what is presented through the graphical objects. This mes-
sage highly depends on the design of a chart. As stated in
the papers, the chart image consists of three communicative
signals. The first signal is the relative effort needed for var-
ious perceptional and mental tasks. A second signal in the
chart is the salience of the objects. A third signal is locating
and isolating code verbs, nouns, and adjectives in the chart’s
title.

This raw output data from previous steps are presented to
a decision tree, Bayesian network, or any other node-based
structure. After the probabilities are calculated, the top-level
message is generated using string templates.

The scientific papers differ in the way the information
is presented to the user. The automatic way is when the
chart image is presented to the system, and the system auto-
matically creates a textual description, Al-Zaidy et al. [14,
45], Chart-Text [15], Chart-to-Text [77], AutoCaption [78],
AutoChart [79], and others [48, 72, 81, 84, 86–88]. The inter-
active way is when the user can explore or navigate through
the visualization and ask the system (with input commands)
to display only the most relevant information, Ferres et al.
[20, 80], and others [22, 83, 85].

3) The Research Direction:Chart description generation’s
success depends on OCR’s quality and other previously
explained methods for chart data extraction. The CNNs have
found entry into this research field but have yet to be fully
adopted. The latest research uses an NLG model based on
NLP. The model uses long- and short-term memory (LSTM)
network to generate a description. The authors also compare
their model to previous models and show that it achieves
a higher Bilingual Evaluation Understudy (BLEU) score.
The model improves the quality of the generated descrip-
tion, and it is at the time of writing the model with the
highest BLEU score [72]. The BLEU score is used to eval-
uate the quality of translated text in machine translation.
The method evaluates the text by comparing the similarity
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between machine-translated and human-translated texts; the
higher the similarity, the higher the quality. This score is also
reported in Chart-to-Text [77] and AutoChart [79].

4)Discussions:Chart description generation is essential in
creating accessible charts. The chart data extraction step can
create a data table fromchart images, but that table is not help-
ful for blind people and people with impaired vision. Instead,
a brief description of the data table can make a difference.
The generated description should accurately present the data
table and provide basic information about trends and values.
The number of challenges that need to be addressed in this
step further increases and some of them are the lack of large
datasets that consists of pairs of chart images and descrip-
tion text, the requirement for human, the NLG methods lack
generality and style, and interactivity that will allow users
to explore chart images part by part. The automatic dataset
construction, which consists of a chart generation and an ana-
lytical description generation, is proposed in AutoChart [79]
but is limited to scatter, line, and vertical and horizontal bar
charts.

4 Research summary

The highest number of authors deal with chart-type classi-
fication problems, while the least number of authors try to
generate an appropriate textual description of a presented
chart image. CNN’s are the most used in chart-type classi-
fication, where they achieve state-of-the-art results. Though
CNNs are used for chart text processing and data extraction,
the highest number of authors uses custom algorithms. The
comparable results are achieved using both key approaches,
and a fine-tuning of specific approaches makes the paper
stand out. The SVMs were utilized before the occurrence of
CNNs, and now they are returning since they can be used as
classifiers for CNNs output.

Until 2004, authors mainly used custom algorithms or
modified existing ones, such as Hough transform. From 2005
until 2015, chart image detection and classification research
was themost active, andmany authors experimentedwith dif-
ferent key approaches. This was also when authors attempted
to solve multiple problems regarding the chart image in their
scientific papers. In 2015, the first scientific paper that used
CNN appeared, written by Liu et al. [69]. The author sim-
plified the process of image preparation and manipulation
and showed that basic image preprocessing combined with
CNN could achieve superior results compared to the tradi-
tional approaches. Image processing techniques followed the
evolution of key approaches. Until 2004, image preparation
andmanipulationweremainly donemanually for each image
or each chart type, which was time-consuming. From 2005
up until 2015, image processing techniques grew in number.
However, not every image processing technique was suitable

Fig. 5 Bubble chart showing the average classification accuracy in com-
parison with the number of chart types to be identified. The radius of a
bubble presents the total size of the dataset that the authors used

for every key approach, and authors needed to try different
"new" techniques. From 2015 to today, authors started using
CNNs in chart-type classification, chart text processing, chart
data extraction, and chart description generation for the main
task and subtasks (e.g., object detection). In any way to be
used, CNN achieves competitive results.

Comparing the results in the presented scientific papers is
challenging as the authors have no shared variables.Although
some authors use out-of-the-box solutions, they had to adjust
the input parameters to suit their needs and dataset. The
dataset is the most important input variable that enables the
comparison of different methods and key approaches. In the
upcoming subchapters, the size of the dataset is used in all fig-
ures. As all used datasets are qualitatively and quantitatively
different, the presented numbers should be considered addi-
tional information and not a strong reference point where to
achieve X results, with the Ymethod, the Z size of the dataset
is required. In rare cases, authors use the same publicly avail-
able datasets and report the same split on the training, testing,
and validation, but the images used in each split are still
unknown.

1)Chart-TypeClassification:Fig. 5 shows the summary of
chart-type classification fromTable 1.Wemanually removed
scientific papers whose results stood out from the group. Sci-
entific papers that were removed are the ones that achieve
high average classification accuracy with a small dataset or
vice versa. For example, Figureseer [23] is removed. The
authors report average classification accuracy from 84 to
86% across seven chart types, using 60,000 images. Other
papers report higher average classification accuracy using
three to four times fewer data. As a general rule of thumb, we
removed papers that achieve average values but use datasets
larger than 50,000 images or achieve high accuracy values
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Fig. 6 Bar chart showing average size of dataset per one chart type. The
CNNs are using five times more images for chart-type classification

Fig. 7 Pie chart of average number of chart types used for classification
with CNN and traditional approaches. The CNNs are used on twice as
much chart types

but use less than 200 images. The horizontal axis presents
the number of chart types authors report, and the vertical
axis presents the average classification accuracy. The bub-
ble’s radius presents a combined total of images used in the
process. This dataset includes the sum of training, testing,
and validation dataset. The bubbles are presented with blue
and orange colors. The same color scheme is applied in Fig. 6
and Fig. 7. The orange color presents scientific papers that
use CNNs as a key approach, and the blue color presents
traditional (all other) key approaches. When comparing the
bubbles, the size of the dataset and the number of chart types
should be noted. Figure 6 answers the question about the
used dataset size for one chart-type classification, and Fig. 7
shows that CNNs can be used on a much larger number of
chart types than traditional approaches. The latter does not
require large datasets and is used mostly as binary classifiers
(true/false) regardless of the number of chart types. Their
complexity increases when introduced with a larger num-
ber of chart types. On the other hand, CNNs require large
datasets and are used as multiclass classifiers. Most authors
are focused on ten or more chart types. The CNNs’ classi-
fication results depend on the type of image preprocessing
and the dataset. The CNN architecture is also important, but
any can be used for any purpose (e.g., feature extraction,
object detection, or classification). Authors in [50] evaluated
nine neural networkswith different training dataset sizes. The

Fig. 8 Pie chart of CNN architectures used in chart-type classification.
VGG and ResNet are among the most used ones. The shown architec-
tures include their subtypes, e.g., VGG includes VGG-16 and VGG-19

best-performing CNN in classification accuracy is Xception
(The extreme version of Inception). The VGG is the second-
best, with a performance reduction of < 1%. Although the
VGG might not be the best neural network, it is the most
used by the authors. The modular design and the simplicity
of modifying it to better suit required needs make it used
for any purpose previously explained, as shown in Fig. 8.
Whilemost authors are creating their datasets, using the same
publicly available dataset for comparison purposes is rec-
ommended. The publicly available datasets are the ones of
DeepChart [35], Figureseer [23], ReVision [18], andDocFig-
ure [24], as seen inDocFigure [24]. FromFig. 5, we draw two
recommendations. To understand in detail how traditional
approaches work and how feature extraction works, we rec-
ommend Shukla and Samal [19], ReVision [18],Mishchenko
and Vassilieva [54], and ChartFuse [59].

ReVision [18] is the most cited scientific paper. Though
it was published in 2011, it is still considered state of the
art. The authors presented in detail the process of classifying
chart images using low-level image features, textual infor-
mation for improving classification results, bar and pie chart
data extraction, and applying perceptually based design prin-
ciples to redesign data visualizations.

Shukla and Samal [19] described low-level graphic and
text processing features. They presented a framework for
a quality measure of graphics and the structural elements
of data charts. Text processing involves text-parsing, text-
stemming, text extraction, and accumulating the keywords
in the reference text. The authors also present an algorithm
for line processing.

An overviewof relatedwork based on the type of extracted
features is best described by Mishchenko and Vassilieva
[54],who proposed an algorithm for chart-type classification,
graphical and textual components, and extraction of data. The
algorithm ismodel-based and uses high-level image features.

123



468 F. Bajić, J. Job

The author also proposed an algorithm for text detection
regardless of text orientation, size, and style. The experiment
procedure is shown for each part of the proposed algorithm,
and the results are compared with other approaches.

A novel image classification method is proposed in Chart-
Fuse [59]. The authors use a heterogeneous feature extractor,
heterogeneity index (HI), fused with a local penta pattern.
The HI uses colors, textures, structural layout, and illumina-
tion details with extracted features for image classification.
With this method, authors can classify charts into subcate-
gories. The comparison is made with existing state-of-the-art
feature extractors and different CNN models on three other
datasets. The proposed method results in accuracy between
95 and 98%, depending on the used dataset.

Since up-to-date scientific papers useCNNs, good starting
points for this type of approach are Amara et al. [26], Chart
Decoder [44], and Visualizing for the Non-Visual [16].

Amara et al. use modified LeNet CNN to classify input
images into 11 chart types [26]. With the custom dataset’s
help, the average classification accuracy is 93.27%. The
details about the used dataset and average classification
accuracy for each type are shown. The model description,
experiment setup, and comparison between classic LeNet
pre-trained LeNet, and modified LeNet model are also given.

Chart Decoder [44] is a system that can classify input
images into five chart types, extract graphical and tex-
tual features and generate textual and numeric information.
The authors extensively researched chart-type classification,
chart text processing, and chart data extraction. Four CNN
models are trained from scratch, achieving an average classi-
fication accuracy of 99%. The achieved results are compared
withChartSense [21]. For text detection, Darknet is used, and
for text recognition Tesseract OCR. Data extraction is sup-
ported only for bar charts, and a detailed method overview is
given.

To enable visually impaired users to access data visual-
izations, Choi et al. presented a fully automated system in
Visualizing for the Non-Visual [16]. The system can classify
input images into 10 data visualization types, detect and clas-
sify graphical and textual objects, extract shapes into vector
format and extract data from three chart types. The authors
achieved average classification accuracy with ResNet CNN
of 96.70%. A detailed overview of the dataset is presented,
and a comparison is made with Reverse-Engineering Visual-
izations [5], ChartSense [21], andReVision [18]. The authors
usedmultiple CNNs for a specific task and achieved state-of-
the-art results, as seen in Tables Tables 1, 2 and 3. For data
extraction, the authors presented custom algorithms. All sys-
temparts are tested separately, andnumeric tables of achieved
results are noted. This scientific paper is the most complete
one.

2) Chart Text Processing: Chart text processing is essen-
tial in understanding chart images. The text contained within

Fig. 9 Summary of chart text processing from Table 2. Reverse-
Engineering Visualizations [5] is the only scientific paper that reports
all three values. In each category, papers are organized from the oldest
to the newest

the image can help in the chart-type classification process.
The extracted text is the most used with chart data extrac-
tion and summary generation. The text can be of any length,
font, size, orientation, or language. It can also be scattered
in many different places and thus many possible regions of
interest. The overlapping of text, graphics, and color-coded
text presents an additional challenge in creating regions of
interest. Although this research field is well-studied, only a
few authors report accuracy values. The summary of Table 2
is presented in Fig. 9. The figure includes all scientific papers
that report three values: text localization, text, classification,
and text recognition. Average accuracy is presented on the
left side of the figure, and on the right side, there is a number
of images in the dataset. Only Reverse-Engineering Visual-
izations [5] reports all three values. The competitive results
are presented inVisualizing for theNon-Visual [16] andZhou
et al. [70]. The author of Reverse-Engineering Visualizations
is the same as the most cited scientific paper in chart-type
classification, ReVision [18]. The author presents a pro-
cess for automatically obtaining a visual specification of a
chart image. Visual specification includes image dimensions,
title, type, labels, and details about the axis. An overview
of text processing is given, showing how to obtain textual
information from a binarized image. The process includes
localization, classification, recognition, and word merging.
Darknet is used for text detection, and Tesseract OCR for
text recognition. The authors also provide information about
chart-type classification, which is done using pre-trained
AlexNet CNN. The system is tested on multiple datasets,
and ReVision [18] and ChartSense [21] are compared.

In Visualizing for the Non-Visual [16], the authors use
pretrained PixelLink based on VGG architecture for text
localization. The text is then cropped, and two types of
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Fig. 10 Pie chart of used OCR engines in chart text recognition. The
Google’s Tesseract is the most commonly used

OCR models are used, Tesseract and Convolutional Recur-
rent Neural Network (CRNN). The authors state that CRNN
outperforms Tesseract. The exact process is used for text
classification as in Reverse-Engineering Visualizations [5].
For evaluation, Intersection-Over-Union (IOU) is used. The
IOU calculates the regions of interest from the ground-truth
bounding box and predicted bounding box. Although the
text localization achieves state-of-the-art results, the error
still exists when low-resolution images are used or when the
image contains long sentences.

Zhou et al. [70] use Faster R-CNN to detect regions of
interest and classify text. The regions are then cropped, and
on every cropped image, OCR is applied. The coordinates
of cropped regions match the axis, labels, and legend. The
authors provide a detailed explanation of the used algorithm.
The experiments are done on a synthetic dataset and a real-
world dataset. Common Objects in Context (COCO) and
Pascal Visual Object Classes (VOC) are used for evaluation.
The reported numbers are averaged over ten IOU over all text
classes. The results show that the proposed method achieves
competitive results on a real-world dataset.

Many authors do not report the type of used OCR engine,
and half do not report the achieved accuracy. From Fig. 10, it
is evident that the most used OCR engine is Google’s Tesser-
act. Throughout the history, the architecture of the Tesseract
changed significantly, and today the architecture is based on
neural networks. The engine supports Unicode characters
and more than 100 languages and can be used with various
output formats; thus, it is still considered one of the best text
recognition engines.

3) Chart Data Extraction: Chart data extraction is a pro-
cess whose primary goal is to create an original data table
from which the chart was made. Data table creation success
depends on chart-type classification and chart text process-
ing. The summary of all scientific papers from Table 3 is
presented in Fig. 11. The scientific papers are organized from
the oldest (left) to the newest (right). The figure shows all
scientific papers that report data extraction for specific chart
types. As mentioned, bar, line, pie, and scatter charts are the
most processed charts for data extraction. When comparing
Table 3 with Fig. 11, it should be noted that the reported

Fig. 11 The achieved average data extraction accuracy for bar chart.
The scientific papers are organized from the oldest (left) to the newest
(right)

values are only for scientific papers with automatic data
extraction from chart images. While interactive models can
achieve competitive results, they require the human selection
of data points for extraction, which can be prone to errors.
Another drawback is the impossibility of processing large
datasets, as this process is time-consuming. Visualizing for
the Non-Visual [16] reports data extraction for bar, line, and
pie chart, where bar data extraction achieves 99%. The bars
are detected with the You Only Look Once (YOLO) object
detection model. Each bar is processed separately, and the
bar’s top left and bottom right positions are detected. The
axes are processed using CRNN OCR, and the tick span is
detected. The height conversion of bars into values is done
by calculating the chart’s scale as the ratio of the number of
pixels and extracted values from the y-axis. The authors also
provide an algorithm for line and pie charts and quantitative
evaluation of achieved results. Different datasets support the
analysis, and results are compared with ReVision [18]. Chen
andZhao separate the process of text extraction anddata point
extraction for bar, line, and scatter charts [72]. The Corner-
Net and HourglassNet are used for proposing data points.
The probability map is calculated with marked pixels in data
point locations. This map is then used in predict module,
and thermal, embedded, and offset feature maps are calcu-
lated. The maps calculate the top left and bottom right corner
points. This method allows the extraction of points regard-
less of chart type. The evaluation comparison is made with
ReVision [18] andChartSense [21], and higher average accu-
racy is achieved. The state-of-the-art algorithm that works
with 2D and 3D pie charts is presented in automatic data
extraction from 2 and 3D pie chart images [75]. The authors
use RCNN for chart-type classification, and the detection of
pie slices and data extraction is conducted using a series of
image processing techniques. First, the image is denoised,
converted to greyscale, and binarized. The binarized image
consists of separated pie slices whose number of pixels can
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Fig. 12 BLEU score of autogenerated summaries

be calculated. The proposed algorithm extracts data informa-
tion with an error of 0.14 for 2D pie charts. For 3D pie charts,
the error is 0.93, which cannot be compared since no other
work focuses on 3D pie charts.

The proposed methods are state-of-the-art for each chart
type and achieve the highest data extraction accuracy. The
results are for simple synthetic chart images.

4) Chart Description Generation: Chart description gen-
eration is the research fieldwith the highest number of known
challenges, limitations, and least researched. The importance
of this field grows with the number of assistive technologies.
The vast majority of information is locked in the image, and
because of that, the chart description is of great importance
for blind people and people with impaired vision. The gen-
erated description can differentiate in many ways, but it can
be placed in two categories: short summary or intended mes-
sage. The comparison between categories cannot bemade, as
both pieces of information differ in the message they convey.
Recent research shows the BLEU score used to determine the
quality of a short summary, as shown in Fig. 12. The usage
of this score is still new in this field. In AutoChart [79],
authors also report Recall-Oriented Understudy for Gisting
Evaluation (ROUGE) and Bilingual Evaluation Understudy
with Representations from Transformers (BLEURT) scores.
BLEU is a word-based untrained metric. This metric takes
two sentences and assigns a score to the input sentence based
on theword overlap between an input and a reference. It is one
of the first and the most used metric as it is precision-based.
ROUGE is another word-based untrained metric, but unlike
BLEU, it is recall-based. The metrics can contain learnable
parameters, which can be trained using the input and a refer-
ence sentence. BLEURT is a trained metric based on a neural
network. It captures non-trivial semantic similarities between
two sentences, and it is pre-trained on a public dataset [89].
The scores can range from 0 to 100, where value 0 means no
overlap between an input and a reference sentence, and value
100 represents a perfect overlap with a reference sentence.

The higher the value, the higher the quality of the generated
text. From Fig. 12, the highest BLEU score is achieved in
[72], where the authors state that generated chart descriptions
can meet users’ needs in terms of quality and correctness.
The advantage of using automatic metrics is that they do not
depend on human interpretation and judgment. If automated
metrics cannot be used, human evaluation should include
metrics for naturalness, informativeness, quality, concise-
ness, coherence, and fluency, as stated in AutoChart [79]
and Chart-to-Text [77]. The column "Accuracy of creating
corresponding text. description" in Table 4 is evaluated on
human subjects and is susceptible to human error.

While the evaluation of automatic chart descriptions
improved over time, the evaluation metrics are still lagging.
Simple metrics like BLEU and ROUGE are widely used as
they do not require any training data; they are consistent and
can be very accurate. On the other hand, these metrics give
basic and often incomplete knowledge of the presented data,
which usually does not capture semantic information like
trained metrics. The automatic chart description is limited
by chart data extraction and includes simple bar, line, pie,
and scatter charts. Of the three mentioned, the bar charts are
the most processed ones.

5 Conclusion

To our knowledge, this is a complete review of chart image
detection and classification. This extensive research includes
89 scientific papers. We have defined the problem formu-
lation and extracted the aims where this research can be
applied. The related works are classified into four categories
(subchapters): chart-type classification, chart text process-
ing, chart data extraction, and chart description generation.
Each subchapter consists of a table, a brief description of the
used process, a research direction, and a discussion. A table
enlists the related works and the most important information,
including the achieved goal or results. For research direc-
tion, we observed the recent related work, which includes
the newest methods. These methods are not always state-
of-the-art, but sometimes they are a proof of concept which
could serve as a foundation for future research. In the dis-
cussions, we pointed at the most widely used methods and
persisting open challenges. In the end, we have compared
related works in the same category and provided additional
information for all researchers whose results stand out.

Given all evidence, we conclude that chart-type classifi-
cation is a very well-researched problem that can achieve
almost 100% average accuracy. The highest results are
achieved using both graphical and textual information. As
for the used key approach, neural networks are the best solu-
tion. The architecture of a neural network depends on the
author, but the best practice is using the standard models
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pre-trained on large datasets. Though other approaches can
be considered, Faster R-CNN for object detection andTesser-
act OCR for text recognition are commonly used for textual
processing. Image filtering and pre-processing can make a
notable difference in the model’s performance. Comparing
results with datasets of different sizes and images can be
seen as comparing apples to oranges. While we recommend
using publicly available datasets to compare different mod-
els and methods, many authors use private datasets, which
often lack real-world charts’ complexity and diversity. There
is also a substantial difference between datasets manually
collected from the Internet and those generated using pre-
defined parameters. The model trained on real chart images
often performs worse on computer-generated chart images
and vice versa.

The number of chart types for classification ranges from
1 to 20 or more, which does not represent a problem for
neural networks. However, charts are usually limited to bar,
line, pie, and scatter charts for chart data extraction and chart
description generation. While the achieved results are com-
petitive, the lack of automation in the process and a suitable
technique for quality measurement is still present. Compared
with chart-type classification, chart data extraction and chart
description generation models cannot be used on any chart
image. Authors often use different datasets, which are much
more limited in size, complexity, and diversity. Chart descrip-
tion generation is themost complex process of all four, which
highly depends on the quality of all previous steps. This
process enables the creation of accessible chart images, a
common end goal for all authors.

Through our research, it can be seen that neural networks
have been successfully adapted in the chart-type classifi-
cation field. With their further development and increased
attention of the chart community, we believe that neural net-
works will become the standard in all areas and give more
state-of-the-art results, fully applicable to the real world. In
the near future,we expectmore studies thatwill evaluate their
results on real-world charts and whose results will equalize
with the results of synthetic chart images.
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