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Abstract

We consider the task of analyzing children handwriting in the context of a dictation task. The objective is to detect orthographic
and phonological errors. To achieve this goal, we extend an existing handwriting analysis engine, based on an explicit
segmentation of the handwritten input, originally developed for children copying exercises. We present a new approach,
based on the combination of this analysis engine with a deep learning word recognition approach in order to improve both the
recognition and segmentation performance. Explicit segmentation needs prior knowledge, and the deep network recognition
predictions are a reliable approximation of the ground truth which can guide the analysis process. We propose to combine
multiple prior knowledge strategies to further improve the analysis performance. Furthermore, we exploit the deep network
approximate implicit segmentation to optimize the existing analysis process in terms of complexity.

Keywords Online handwriting recognition - Segmentation - Digital learning - Degraded handwriting - Sequence-to-sequence -

e-Education

1 Introduction

This work aims at designing an educational system targeted
toward primary school children, in order to help them master
handwriting and spelling skills. More specifically, we deal
with online interpretation of children handwritten French
cursive words. The interpretation task in hand is a word
analysis task, which differs from the word recognition task.
Figure 1 illustrates these differences. In a recognition task,
the objective of the system is to predict the correct charac-
ter sequence, whereas the objective of the analysis task is
to provide a qualitative evaluation. Consequently, the seg-
mentation quality is instrumental, to enable the system to
perform a fine-grained analysis of the pupil handwriting,
such as highlighting in red the spelling mistakes directly on
the ink (c.f. Fig. 1). Therefore, the educational system needs
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both an accurate recognition of the child’s word but also a
good segmentation at character level to precisely locate the
spelling mistakes. To achieve this goal, we build on previous
works on children handwriting analysis for cursive French
words [1]. This approach is based on an explicit segmenta-
tion of the input word. A segmentation graph representing
all possible segmentations of the word into letters is created.
For each node of the graph, letters hypotheses are computed
using a letter recognition and analysis system. The analysis
result is a set of n best possible pseudo-word hypotheses. In
order to be efficient, the explicit segmentation needs to be
driven by prior knowledge, especially to deal with degraded
children handwriting. Since the instruction to copy was dis-
played to the child, it served as prior knowledge to guide the
letter hypotheses computation phase. This “base system” is
discussed in more detail in Sect. 3. Our new targeted dicta-
tion task introduces new challenges, as illustrated in Fig. 2.
The instruction is heard, not seen, by the pupil. This may
induce a lot more spelling mistakes. In the figure, the writ-
ten word “mai” is a homophone of the dictated instruction
“mes.” In this dictation context, the instruction is not directly
exploitable to guide the analysis of the handwritten word.
To provide a relevant and real-time analysis for this dic-
tation task, new prior knowledge generation strategies are
needed. We propose to combine the aforementioned engine,
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Fig.2 Difference between a copy and a dictation task

with a deep learning word recognition approach, namely a
Seq2Seq architecture. Our contributions consist in exploit-
ing this hybridization in three different manners: (1) We
define the Seq2Seq network recognition process as a new
prior knowledge generation strategy, which will drive the
analysis process; (2) We combine different prior knowledge
strategies to further improve the system’s performance; (3)
We exploit the Seq2Seq implicit segmentation to prune the
explicit segmentation graph and optimize analysis complex-
ity. This paper is organized as follows. Section 2 presents
related works about handwriting recognition and segmenta-
tion. Section 3 provides a detailed account of the existing
engine, while Sect. 4 describes the deep learning model used
for our task. Section 5 presents the approaches combination
and our listed contributions. Experiments are presented in
Sect. 6. Conclusion and future works are given in Sect. 7.

2 Related works

This section presents the latest online and offline meth-
ods concerning handwriting recognition and segmentation.
Handwriting can be represented offline, through an image,
or online through a sequence of points. JAM datasets (offline
[2] and online [3] versions) are composed of English adult-
written sentences, labeled at line level. They are open and
widely used to compare pure recognition methods. To the
best of our knowledge, there are no available words datasets
with character-level annotation.

2.1 Handwriting text recognition
Deep learning models outperform the previous methods [4,5]

on handwriting text recognition (HTR) task. These traditional
methods were based on a bottom-up strategy, i.e., by using
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expert knowledge to segment input data, then recognizing the
character in each segmented element. A great advantage of
deep learning models lies in the fact that there are end-to-end
trainable. There is no need to segment the data, and the fea-
ture extraction is learned by the model. The two main deep
learning approaches that tackle HTR are Connectionist Tem-
poral Classification (CTC) [6] and Sequence to Sequence
(Seq2Seq). The CTC approach divides input into frames
for symbol prediction and computes a probability distribu-
tion over all possible outputs alignments, while the Seq2Seq
approach translates an input sequence represented by an
image into a sequence of characters. The CTC-based archi-
tectures designed for online recognition use Bidirectional
Long-Short Term Memory [7] (BLSTM). The authors of
[8] show that this type of architecture outperforms a tradi-
tional method based on Hidden Markov Models, whereas
the authors of [9] use BLSTM with Bézier curvers encoding
of online data to achieve state-of-the-art performances for
online recognition on TAM-OnDB [3]. The CTC-based archi-
tectures designed for offline recognition are slightly different
due to the nature of the input data. Convolutional recurrent
neural networks [10,11] are based on a convolutional neu-
ral network coupled with a recurrent network with LSTM
cell. The authors of [12] use a Seq2Seq method based on
an encode-r-decoder model with an attention module to do
offline recognition. More recently, [13] and [14] use trans-
formers, which need a lot of synthetic data to perform well,
for offline recognition. For our work, we use a Seq2seq model
since this architecture gets state of the art performances when
no synthetic data are used. The next part present methods
which focus on handwriting segmentation.

2.2 Handwriting segmentation

The authors of [15] propose regularization methods on the
CTC loss based on entropy and spacing to increase recogni-
tion performance and segmentation quality. They present a
quantitative analysis on recognition performance and quali-
tative analysis on segmentation performance. The authors
of [16] use a convolutional prototype network and most
aligned frame based CTC training for handwriting recog-
nition. They evaluate the recognition performance of their
model on IAM [2] dataset whereas the segmentation is eval-
uated on a synthetic dataset representing a sequence of digits
from MNIST [17] dataset. In this work, we choose to com-
bine the Seq2Seq model good recognition performances with
the explicit segmentation-based existing engine [ 1] presented
in the introduction. The next Sect. 3 presents the existing sys-
tem.
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Fig.4 Segmentation graph for the word “juste”

3 Existing analysis engine

In this section, we present the existing analysis engine (for
more details, see [ 1]). Figure 3 illustrates its global principles.

Given the handwritten input and the instruction, the first
step of the analysis is the explicit segmentation process. A
segmentation graph is constructed based on the extraction of
all possible cutting points around descending zones [18] and
represents a partition of all possible segmentations given the
extracted cutting points. Figure 4 illustrates the segmentation
graph for the French handwritten word “juste.”

Every node of the graph represents a possible letter
hypothesis. The objective is to find the best path in the graph
corresponding to the correct segmentation. For each node,
confidence-based classifiers [19] compute letters hypotheses.
The analysis process is generic and relies on prior knowledge
generation strategies. Here, prior knowledge is instrumental,
especially in the context of degraded handwriting to avoid
recognition confusion at the letter level.

In a copying context, the prior knowledge strategy is
straightforward. The instruction drives the letter computa-
tion process by filtering the computed hypotheses that belong
to the instruction. The best segmentation path is the one
which minimizes the edit distance with the instruction.
This strategy is best suited when the child correctly repro-
duces the instruction. A first adaptation of this engine to the
dictation context was proposed in [20]. Two prior knowl-

edge generation strategies were defined to deal with the fact
that driving the analysis by the instruction, in a dictation
context, becomes obsolete. The first strategy consisted in
asking the child to type was he/she has written on the key-
board. This childtyping drives the analysis, since it is a pretty
reliable estimation of the ground truth. However, the objec-
tive is to be free from user input and to rely solely on the
system capacities. The second prior knowledge generation
strategy was to generate, for every instruction, a set of phonet-
ically similar pseudo-words. For example, if the instruction
is “alors” (then in French), the generated hypotheses would
be “alaur, alor, alord, alort.” This generation is based on the
Phonetisaurus engine [21], a grapheme-to-phoneme WFST
(Weighted Finite State Transducer). A Recurrent Neural Net-
work Language Model (RNNLM) is used to extract the best
phonetic hypotheses for a given word. This prior knowledge
generation strategy enables to cover potential orthographic
errors that sound similar to the instruction. The limit of this
strategy resides in the fact that it could not cope with writ-
ten words that were not phonetically similar to the dictated
instruction. It is in order to overcome these limits that we
choose to combine the existing analysis engine with the out-
puts of a Seq2Seq model, namely the predicted word and the
correspondent implicit segmentation. The new prior knowl-
edge generation strategy will therefore rely on the Seq2Seq
predicted word to drive the generic analysis process. Section
4 describes the Seq2Seq architecture used, whereas Sect. 5
presents the combination of the approaches and its impact.

4 Deep learning model for handwriting
recognition

Our Seq2Seq model is derived from [12] for the encoder
decoder architecture with hybrid Bahdanau attention
mechanism [10,11,14,22,23] for the encoder architecture.
The encoder’s parameters result of an ablation study where
the number of convolutional, pooling, blstm layers and
dropout are tested.

The authors of [12] demonstrate that using a joint training
between encoder and decoder improves recognition perfor-
mance. The encoder is trained with CTC loss [6] and the
decoder with a cross-entropy. Thus, the model makes one
prediction with the encoder and one prediction with the
decoder. The final loss is defined as follows:

Loss = A% Loss¢ie + (1 —X)
*Losscrossentrupya with » € [0, 1]
Figure 5 illustrates the connection with its three main parts:
(1) The encoder performs the feature extraction of the input

image into a feature vector. This vector is used by the encoder
to make a word prediction; (2) The attention module focuses
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Table 1 Configuration of encoder: k is for kernel size, s for stride, p
for padding and d for dropout

Type Configuration

Input height 128 * width

Convolution #filters:8, k:3*3, 5:1, p:0

Max pooling k:2%2,5:2,d:0.2

Convolution #filters: 16, k:3*3, s:1, p:0

Max pooling k:2%2,5:2,d:0.2

Convolution #filters:32, k:3%3, s:1, p:0

Max pooling k:2%2,5:2,d:0.2

Convolution #filters:64, k:3*3, s:1, p:0, d:0.2
Convolution #filters: 128, k:4*2, s:1, p:0, d:0.2

Collapse convolution #filters: 128, k:9%1, s:1, p:0
Batch normalization
BLSTM

Fully connection

4 layers, 128 units, d:0.5
Size alphabet + 1

All convolution layers are followed by the Leaky ReLU activation func-
tion, then a layer normalization

the decoder on a specific area in the feature vector; (3) The
decoder decodes the feature vector and produces a word pre-
diction.

The model takes as input a grayscale image resized pro-
portionally to have a height of 128 pixels. The encoder first
extracts spatial features with convolutional layers, then tem-
poral features with recurrent layers, into a feature vector. This
feature vector is used by the encoder to make a prediction and
by the decoder through the attention module. Table 1 details
the encoder’s parameters.

Figure 6 illustrates the attention mechanism. The idea is
to focus the decoder on a specific part of the feature vector,
and thus ideally use features associated with a sub image rep-
resenting one letter. The attention module produces at each
time a context vector ¢; from the feature vector emitted by
the encoder and uses the hidden state of the decoder s;. At
each time, the decoder uses an embedding of the precedent
prediction and the precedent context vector to update the hid-
den state s; of the LSTM layer, then uses the hidden state to

@ Springer

Attention. Decoder.

f iy
Feature vector Attention weights : a.y :: Y : sequence ,Of characters
I

' N :i Y2 ] <eos> :
| : R
5 [edorew | | | | i
: | FC | s | l r l | = l:
i i e x i
= ‘ ] P

s [+ st cr
4 ; s 4

i
Hidden |1
state: 5::!

i l LST™M |slf ’i LST™M }—vs Py
! & > st
|

]
'
LSTM ‘ !

1
:
s .
E Q- o i o o !
| |
' i ;

Context vector : ¢t :.

Fig. 6 Details attention module and decoder: the input is the feature
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Fig.7 Example of segmentation for the encoder/decoder

concatenate with the current context vector to produce the
symbol prediction at the time ¢. The decoder’s alphabet uses
two extra symbols for the start and the end of the characters
sequence (<sos> and <eos>).

For the character segmentation aspect, an approximation
can be computed from the encoder or decoder prediction. For
the encoder, we compute the receptive fields used to predict
a character and extract the associated part of the image to get
the segmentation. For the decoder, we re-use the attention
map used by the decoder to predict a character and find its
position in the associated input image. Figure 7 illustrates
an example of segmentation of the French word “comme”
by the Seq2Seq model. The segmentation quality is average
due to the fact the network is trained on the recognition task.
For the encoder, the letter “0” and “m” are incomplete. The
decoder segmentation contains a lot of overlap between the
letters “0” and “e.” Section 6 details quantitative results for
the segmentation and recognition evaluation.
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This motivates our choice to combine a deep learning
model, which does well recognition-wise, with the exist-
ing analysis engine, which does well segmentation-wise.
Furthermore, even if the segmentation of deep model is
approximate, it can be exploited to prune the explicit seg-
mentation graph. The next section describes the hybridization
between the two systems.

5 Combining deep recognition and explicit
segmentation

In this section, we present the integration of the Seq2Seq
recognition results into the explicit segmentation-based anal-
ysis process, the new prior knowledge generation strategies,
as well as the pruning of the explicit segmentation graph.

5.1 Seq2Seq prediction as prior knowledge strategy

Figure 8 illustrates the defined prior knowledge generation
strategy, which consists in coupling the explicit segmentation-
based analysis approach with the Seq2Seq recognition out-
puts. The predicted sequence for each written word drives the
generic analysis process, especially in the letter hypotheses
computation phase, and the word paths search phase. Being
a better approximation of the ground truth in a dictation
context, this deep prediction strategy improves the engine
performance, as we will see in Sect. 6.

A valid interrogation would be to question the fact that our
system now has two recognition processes. A recognition
process for each letter hypothesis (with Evolve classi-
fier [24]), and a Seq2Seq recognition on the whole word.
Shouldn’t we rely on one or the other? The final goal is to
provide feedback to the pupils at the ink level; therefore,
the segmentation process is as important as the recognition
process in our task. The fact that the existing analysis system
relies on an explicit segmentation process, with a recognition
at letter level, ensures that the predicted result is coherent in
terms of letters localization. However, since we are faced with
degraded children handwriting, the system needs some prior
knowledge to prioritize the relevant letters hypotheses, hence
the guidance of the analysis by the deep predicted sequence.

5.1.1 Deep prediction added value

Figure 9 illustrates the analysis of the written word “zme”,
given the dictated instruction “cent” (hundred), with the three
strategies: (a) Instruction strategy with result="cent”; (b)
Phonetic strategy with result="cent”; (c) Deep recognition
strategy with result="zme.”

The instruction strategy is well suited when there are no
errors, but can’t cope with the analysis of children mistakes.
As for the phonetic strategy, it is not well adapted to this

Prior knowledge generation strategy

Handwriting

Deep network

Prediction result

Handwriting
(ink)

Feedback

Explicit segmentation generic analysis process

Explicit
segmentation

Letter Hypotheses
computation

Word path search

Fig.8 Deep prediction as prior knowledge strategy

Instruction strategy

Prior knowledge : cent
<) cent e
Dictated instruction (a) E [Y (Y\
< — n ¢
Result: cent

Phonetic strategy

/ Z(Y{Y\e \(P) Prior knowledge : cent, san, sand...
Written word 2 [\‘ /"Y\ Q

Result: cent

© Deep prediction strategy
Prior knowledge : zme

2 e &

Result: zme

Fig. 9 Results of analysis strategies for the word “zme”, given the
instruction “cent”

situation either, since the written word “zme” does not sound
similar to the dictated instruction “cent.” As for the third
strategy, since the network was able to predict the correct
word, the injection of this prior knowledge enabled the engine
to correctly recognize and segment the word.

5.2 Strategies combination

Until now, we have studied the case where the Seq2Seq model
is able to predict the correct sequence, and therefore have a
positive impact as prior knowledge on the analysis engine.
However, there are cases where it is not able to correctly
interpret the input, such as in Fig. 10, which illustrates the
analysis results of the written word “biin”, given the dictated
instruction “bien”. We can see that the first two strategies
((a) and (b)) were only able to predict the first written letter
“b,” which is also the first letter of the dictated instruction,
whereas the third strategy (c) was only able to predict the lat-
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Fig. 10 Results of analysis strategies for the word “biin,” given the
instruction “bien”

ter part of the word “iin.” Intuitively, since every strategy is
best suited to a specific scenario, it is fair to assume that they
could be complementary. We propose therefore to combine
these strategies into a fourth one, named fusion and competi-
tion. The latter represents two ways of combining strategies,
first a conjunction by merging these prior knowledge, then a
dis-junction by introducing a notion of competition between
the strategies prediction. We present now in detail the two
steps of this fourth strategy.

5.2.1 Fusion

We propose the fusion of the results of the three men-
tioned strategies to generate an alternative approximation of
the ground truth, which will serve as another prior knowl-
edge source driving the analysis. This fusion is done in two
steps: first by aligning the resulting character sequences using
dynamic programming techniques, and second by introduc-
ing a voting algorithm called Rover [25], which chooses to
most occurring character in the alignment. Figure 11 illus-
trates the alignment and fusion of the above-cited strategies,
with the addition of the instruction and the deep model pre-
diction. The fusion result corresponds to the ground truth
“biin.” Therefore, if used as prior knowledge, it will enable
the analysis engine to predict the correct word.

5.2.2 Competition

After the fusion step, which adds pertinent prior knowl-
edge information, we introduce the competition step, which
enables the system to choose the best strategy, depend-
ing on child production. Figure 12 illustrates this process.
To choose the best prediction between instruction strategy,
phonetic strategy, deep prediction strategy, and the fusion,
we exploit metrics that are already present in the exist-
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Fig.11 Alignment and fusion of multiple prior knowledge for the writ-
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ing analysis engine. As explained in Sect. 3, the result
of each analysis process is the segmentation path, which
minimizes the edition distance with the prior knowledge
that guides the instruction. This edition score consists of a
Damerau—Leveinshtein [26] distance computed between the
word hypothesis and the prior knowledge (e.g. the instruc-
tion). In addition, optimized costs are learned by the analyzer
[1]. Another indication is the handwriting quality, repre-
sented by the analysis score. The analysis score S, of a path
of length n P,, is defined as follows, where S, (i) is the analysis
score of the ith element of the path:

Su(Pn) =

[ ]8«G) 111.
i=0

Given these two metrics, we define a phonetic score that
combines edition score pertinence and handwriting quality.
The phonetic score is defined as follows:

PhoneticScore(P) = S,(P) x 0.7
1

0.3
T \EditScore(P)] ¢

The strategy chosen is the one where the predicted seg-
mentation path has the best phonetic score. These parameters
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(0.7, 0.3) are chosen empirically to give more weight to the
analysis score of each strategy. We will see in detail the
impact of fusion and competition strategy in Sect. 6. In this
section, we have presented the integration of the Seq2Seq
recognition results in the existing analysis chain and the pro-
posed strategies to optimize the analysis process. Another
output of the Seq2Seq model is the result of the implicit
segmentation. We choose to use this segmentation result in
order to prune the existing analysis process segmentation
graph, which would enable to diminish the complexity of the
process. Since we are in the context of real-time user inter-
action, the response time of the system has to be acceptable
to the user. However, for long words, the analysis time can
be fastidious. Moreover, the fusion and competition strat-
egy increases the analysis complexity. We present in the next
section this segmentation graph pruning strategy.

5.3 Segmentation graph pruning

The word path search step of the analysis (c.f. Fig. 8 in Sect. 5)
generates all the possible segmentation paths from the graph.
From all the paths generated, the one minimizing the edit dis-
tance with the prior knowledge is chosen as the prediction of
the written word. We exploit the approximate implicit seg-
mentation of the Seq2Seq model to prune the segmentation
graph. The implicit segmentation is not directly exploitable to
provide feedback, but can help optimize the analysis process.
The objective is to have a nice trade-off between the analysis
process performance and complexity. Figure 13 illustrates
the word paths search process for the written word “alors.”
For each node of the first level of the graph (highlighted in
blue rectangles), all possible segmentation nodes paths are
recursively constructed. Each node having at most four letter
hypotheses with their analysis score, all segmentation paths
(or word hypotheses) resulting from each segmentation node
path are then generated. The Seq2Seq segmentation of the
written word “alors” is framed in red in Fig. 14. Each rectan-
gle represents the predicted letters as well as the points used
by the attention mechanism to recognize it. This is used to
prune the segmentation graph. First, a deep matching score
(which is in fact an IoU score between the points in a graph
segmentation node and the points in a deep segmentation
node) is computed for each node of the graph relatively to
the deep segmentation, to find the best corresponding deep
predicted letter. The deep matching score is defined as fol-
lows:

||p0intsngmph N pointsndeep [|

||p0intsngmph U pointsndeep [|

DMScore(ngrapn, Ndeep) =

The best deep matching node for a graph segmentation
node is defined as follows:

TIIIEIE II

.[
B!IIEHEE

Lol ly ot 9t v
| s Jedse

Fig. 13 Segmentation graph of written word “alors”
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Fig. 14 Pruning process for part of the graph

f_@
Deep implicit segmentation

DeepMatch(ngrapn)

= max

DM Score(nGraph, nDeep)-
nDeepeDeep

Given the computed deep matching scores, the new segmen-
tation paths search process consists in selecting recursively,
at each level, only the nodes whose analysis hypotheses
contain the matching deep node predicted letter, formal-
ized as follows:

SelectedNodes(level;) = ngrapn € level;,

such as DeepMatch(nGrapn) € Analysis Hypotheses(nGraph)-

Figure 14 illustrates this pruning process for part of the
segmentation graph. Dotted arrows represent the matching
process at the first level. Nodes highlighted in red represent
the discarded nodes, since their analysis hypotheses do not
contain the predicted letter from the matched deep node. We
can see that at the first level of the graph, only the rele-
vant nodes have been selected. This is due to the fact that
the implicit segmentation of the deep network was relatively
consistent with the explicit segmentation.

In the example in Fig. 14, without the pruning strategy, the
number of processed paths is 301, and goes down to only 18
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Fig. 15 Examples of cursive words written by children

paths when the pruning is activated. In both cases, the correct
word and segmentation are predicted. We will see more in
detail its impact, as well as the performance of the analysis
engine in the next section.

6 Experiments
6.1 Dataset

This work needs data annotated at character level to eval-
uate the system on recognition and segmentation aspects.
To our knowledge, open datasets of children handwriting
with character annotation for words do not exist. For our
experiments, we use a private dataset, composed of French
cursive words written by children. The data were collected in
classrooms on pen-based tablets and were recorded as mul-
tivariate time series. Each word is a sequence of points
represented by their coordinates (x and y), their pressure and
their time. Unfortunately, these children data are not publicly
available due to RGPD laws.! Figure 15 illustrates exam-
ples of words in the database (the instruction is in orange).
We can see that the handwriting is degraded because chil-
dren are still learning writing, and naturally they do some
mistakes. Another interesting aspect is the diversity of mis-
spelling errors.

Our dataset is split into 6812 words written by more than
500 children for the training set and 1242 words written by
more than 300 children for the test set. Train and test datasets
come from different data acquisition campaigns (and differ-
ent classroom). There are no children data present both in
train and test set, this enables us to verify the ability of the
system to generalize on unseen writing styles.

6.2 Deep learning model evaluation

For each experiment, A of hybrid loss is setto 0.5 as suggested
in [12]. We evaluate our deep learning model on the I[AM-
OnDB dataset [3] which is composed of adult handwritten

English text. We train the model on a combination of train

1 https://ec.europa.eu/info/law/law- topic/data-protection/data-
protection-eu_fT.
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set and validation set with RMS prop optimizer during 200
epochs, then evaluate it on a test set. We set the learning rate
at0.001 and the batch size at 16. We evaluate the encoder and
the decoder of our Seq2Seq model. Table 2 report the error
rate on the test set. We can see that the encoder performs
better than the decoder and outperforms the state of the art
without the use of language model.

The deep learning model performs poorly with only chil-
dren data. We use the model trained on IAM-OnDB then
continue the training on the children handwriting.

Cross-validation with k folds equal to 10 is performed on
the training set to evaluate the robustness of the system. The
training set is split into 10 chunks. A fold is composed of a
training part which represent 8 chunks, a validation part of
1 chunk and a test part of 1 chunk. Each fold results in a
different splitting of the training set, thus all training set data
are used for training and testing. For each fold, the valida-
tion set is used to choose the best model. A fold is evaluated
on the test fold for the recognition task and the whole test
set for the recognition and segmentation task. The recogni-
tion is evaluated with a recognition rate (100 - Word error
rate) and the intersection over union to evaluate the seg-
mentation (qualitative results are presented in Sect. 4). The
Table 3 reports the results. We use the encoder prediction
(label and segmentation) for the next experiments because
its recognition rate are better on test fold. The recognition
rate is better in fold test set because the data in the whole
test set are from words written by unseen written styles. The
Seq2Seq model has a greater recognition rate than the exist-
ing analysis engine (see more details on results in Sect. 6.4)
while the segmentation rate is too approximate to make a pre-
cise feedback to the children. Combining the Seq2Seq model
with the existing analysis engine makes it possible to have
a model both efficient in recognition and segmentation. The
next section presents the results of the different combination
strategies.

6.3 Segmentation evaluation

To study the segmentation from a qualitative viewpoint,
Fig. 16 illustrates the analysis results of the written word
“gust.” We can see that the raw deep segmentation (e) is

Table 2 Error rates on the IAM-OnDB test set in comparison with the
best of state of the art

System CER (%) WER (%)
Without model language [9] 5.9 18.6
With model language [9] 4.0 10.6
Our Seq2Seq encoder 5.0 18.3
Our Seq2Seq decoder 55 20.2

CER character error rate, WER word error rate


https://ec.europa.eu/info/law/law-topic/data-protection/data-protection-eu_fr
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Table 3 Mean and standard deviation for the recognition and segmen-
tation (IoU) evaluation on children handwriting

Encoder Decoder
Fold recognition rate 86.65 £ 1.17 86.32 £1.25
Test recognition rate 75.08 £ 1.16 69.20 £ 2.17
Segmentation rate (IoU) 51.14 £ 7.06 4591 £3.19

Recognition is evaluated on fold test set and whole test set. Encoder
and decoder from Seq2Seq are evaluated in %

Instruction strategy
Prior knowledge : juste

(a,‘% w |l 4| L

Result : juse

Q) juste

Dictated instruction

Phonetic strategy
Prior knowledge : juste, gust, just..

% w| 4| &
Result : gust

(C) Deep prediction strategy
Prior knowledge : guit

%U«,AA

Result : juse

s

Written word

(e)

Encoder-decoder raw segmentation
] 8 i

: ~%m[]’\t

Result : gust

Competition and fusion strategy
Prior knowledge : (a), (b), (c)

Result : guit

Fig. 16 Segmentation results for the word “gust”, given the instruction
“juste”

approximate, compared to the explicit segmentation driven
by the defined strategies (a, b, c, d). In this example, the
phonetic strategy performed the best in terms of edition and
analysis score, and therefore was chosen within the fusion
and competition strategy. Correct segmentation and ground
truth detection were performed.

We can observe the same results on the whole dataset,
in terms of quality of segmentation. As the ground truth
is annotated at the character level, we can therefore study
how well the test set was segmented using the IoU met-
ric. Table 4 illustrates the quality of segmentation for each
strategy, from a quantitative viewpoint. Deep prediction and
fusion/competition strategies are tested on the 10 models
generated from the cross-validation. Mean and standard devi-
ation results are reported.

As we have seen, the raw Seq2Seq segmentation rate is
very approximate (51.14%). When we integrate the deep
recognition results into the existing analysis engine, the seg-
mentation performance improves with an IOU of 90.4%
(better than instruction and phonetic strategies). This demon-
strates the merits of combining explicit segmentation with the
deep network recognition in the analysis process. Finally, the

Table4 Segmentation (IoU) performance of each strategy

Strategy Segmentation rate (IoU)

Raw Seq2Seq 51.14 £7.06 %

Childtying strategy 93.67%
Instruction strategy 88.66 %
Phonetic strategy 88.72%

90.4% =+ 0.54%
92.82% £ 0.28 %

Deep prediction strategy
Fusion and competition

Best approach and performance is indicated in bold

Table 5 Recognition performance of each strategy

Strategy Recognition rate
Childtying strategy 78.98%
Instruction strategy 64.09 %
Phonetic strategy 66.42%

72.18% £ 0.73 %
83.28% + 0.51 %

Deep prediction strategy

Fusion and competition

Best approach and performance is indicated in bold

fusion and competition strategy (92.82%) comes a close sec-
ond to the Childtyping strategy, which refers to the analysis
being guided by the keyboard user input (93.67%). We can
consider childtyping analysis performance as a sort of objec-
tive to reach for the system, without the aid of the user.

6.4 Recognition evaluation

Table 5 presents the recognition performance of each strat-
egy, without the graph pruning, on the test set. We can see that
in a dictation context, the instruction can’t guide the analysis
effectively, with a recognition rate of 64.09%. The pho-
netic analysis approach deals well with phonetically coherent
misspellings, but fails to reach the ceiling of childtyping
recognition performance (66.42%). Even if childtyping is a
reliable approximation of the ground truth, the combination
of degraded handwriting and in some cases, typing errors,
explains the ceiling of 78.98%. The deep prediction strategy
achieves better results than the phonetic strategy (72.18%).
It is interesting to note that this strategy fails to achieve the
recognition performance of the raw Seq2Seq; however, this is
explained by the explicit segmentation aspect of the analysis
engine. While the implicit segmentation is quite approxi-
mate, the explicit segmentation driven by the deep prediction
is significantly better (c.f. Table 4). Finally, the fusion and
competition strategy has better performances than the child-
typing one (83.28%).
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6.5 Impact of the pruning strategy

The deep learning model takes an average of 73 milliseconds
per word to make a prediction. This computation is very fast;
therefore, it is not included in the following time analysis.
Table 6 presents the recognition and segmentation perfor-
mance of the proposed strategies, as well as their average
analysis time per word. In this table, we do not discuss the
pruning with childtyping, instruction, or phonetic strategies,
since they do not exploit the Seq2Seq results, contrary to the
other two strategies. As we have seen, the fusion and competi-
tion strategy provides the best recognition and segmentation
results (barring the childtyping strategy for segmentation);
however, the analysis time (4.74 s per word) is more than
three times bigger than the deep prediction guidance strategy.
This is due to the fact that there are more segmentation paths
that are processed for this strategy. Integrating the pruning
enables to decrease the analysis time of the fusion strategy
to an acceptable 0.67s on average, while loosing about 2%
of recognition performance (80.87%), which is still better
than the childtyping strategy. The pruning results also in
loosing about 1% of segmentation precision. Thisis due to the
approximate nature of the implicit segmentation. The same
goes for pruning with the deep prediction guidance strategy.
We can therefore conclude that the pruning constitutes an
acceptable trade-off between analysis time and performance.

6.6 Feedback typology

This section presents the pedagogical output of our sys-
tem, providing visual feedbacks on the children mistakes.
Since we are in an educational context, we have to min-
imize the analysis system errors. Therefore, the degree of
visual feedback precision and detail displayed to the child
depends on the analysis confidence. When the analysis con-
fidence is low, we generate more generic feedbacks, i.e. a
warning on a zone of incertitude, or even no feedback at all.
The feedback typology is illustrated in Fig. 17 and decom-
posed into three different levels: (1) High confidence: when
the predicted word path corresponds to the prior knowledge
strategy (e.g., the deep prediction) = precise feedback is
given; (2) Medium confidence: when one letter distinguishes
between the predicted word and the strategy — a warn-
ing is generated on an uncertain zone; (3) Reject: when the

Lo,

Medium confidence
Warning onincertain
zones

ol

High confidence
Insertion/subsitution
feedbacks

Reject
No feedback given

Fig. 17 Segmentation graph of written word “alors”

Table 7 Feedback generation pertinence

Confidence Ratio (avg) Errors rate (avg)
High 1103.9 + 11 (88.8%) 15.2%

Medium 554+ 4.4 4.5%) 0%

Reject 82.7 +9.48 (6.7%) 0%

Total feedback 1146 (93.34%) 14.7%

aforementioned conditions are not met = no feedback is
given to the child. More details on feedback generation can
be seen in [20].

Table 7 presents the feedback pertinence results on the
fusion competition strategy with pruning. On one hand, the
system has a high confidence feedback degree of 88.88%
on the test set with an error rate of 15.2% on this type of
feedback. On the other hand, the system has a low degree
of medium and reject feedback (4.5 and 6.7% respectively).
Putting high and medium confidence feedbacks altogether,
we can see that the system minimizes its error rate from
21.13% (c.f. Table 6) to 14.7%, which is positive. However,
since we are in an educational context, further work is needed
to improve this feedback error ratio.

7 Conclusion

In this paper, we present an approach for the fine analysis,
i.e., recognition and segmentation, of children handwritten
words in a dictation context. This context introduces new
challenges, since the handwriting is more degraded than adult
handwriting, and the children are prone to misspelling mis-
takes, which makes the analysis task much harder than in a
copying context. An explicit segmentation process is needed
to provide precise feedback on the child’s mistakes. This
explicit segmentation needs to be driven by prior knowledge.
We propose to combine an existing explicit segmentation-

Table 6 Impact of pruning

Strat
strategy Tatesy

Recognition rate Segmentation rate (IoU) Average time (s)

Deep prediction
Fusion competition
Deep prediction (pruning)

Fusion competition (pruning)

72.18% £ 0.73% 90.4% + 0.54% 1.34
83.28% £ 0.511% 92.8% + 0.28% 4.74
70.87% £ 2.3% 89.3% +1.12% 0.37
79.87% £ 0.94% 91.44% <+ 0.98% 0.67
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based analysis engine with a Seq2Seq architecture to generate
relevant prior knowledge and adapt the system to the dicta-
tion context. Using the deep predicted character sequence as
prior knowledge compensates for the fact that the dictated
instruction cannot drive the analysis, as it has done for the
copying context. We then propose to combine multiple strate-
gies, the instruction, phonetically similar pseudo-words, and
the deep prediction, in order to further improve analysis per-
formances. Another contribution of this work is to use the
implicit segmentation of the Seq2Seq to prune the analy-
sis engine segmentation graph, which resulted in optimizing
analysis complexity and time, while retaining good analysis
performances, in fact outperforming the childtyping strategy,
which constituted a “high ceiling baseline” for our task in
terms of recognition performances. Our future works consist
in further experimenting the system in pilot French schools.
Another objective is to improve the Seq2Seq performances,
in terms of recognition and segmentation, which will con-
sequently improve the explicit segmentation based analysis
engine. We could rely on synthetic data to further improve the
network performances. Finally, we could explore the exten-
sion of this approach to languages other than French.
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