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Abstract EBORA (Digital AccEss to BOoks of the
RenAissance) is a multidisciplinary European project
aiming at digitizing and thus making rare sixteenth
century books more accessible. End-users, librarians,
historians, researchers in book history and computer
scientists participated in the development of remote
and collaborative access to digitized Renaissance books,
necessary because of the reduced accessibility to digital
libraries in image mode through the Internet. The size
of files for the storage of images, the lack of a standard
file format exchange suitable for progressive transmis-
sion, and limited querying possibilities currently limit
remote access to digital libraries. To improve accessi-
bility, historical documents must be digitized and retro-
converted to extract a detailed description of the
image contents suited to users’ needs. Specialists of the
Renaissance have described the metadata generally re-
quired by end-users and the ideal functionalities of the
digital library. The retro-conversion of historical docu-
ments is a complex process that includes image capture,
metadata extraction, image storage and indexing, auto-
matic conversion in a reusable electronic form, publi-
cation on the Internet, and data compression for faster
remote access. The steps of this process cannot be devel-
oped independently. DEBORA proposes a global ap-
proach to retro-conversion from the digitization to the
final functionalities of the digital library centered on
users’ needs. The retro-conversion process is mainly
based on a document image analysis system that simul-
taneously extracts the metadata and compresses the
images. We also propose a file format to describe
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compressed books as heterogeneous data (images/text/
links/ annotation/physical layout and logical structure)
suitable for progressive transmission, editing, and anno-
tation. DEBORA is an exploratory project that aims at
demonstrating the feasibility of the concepts by devel-
oping prototypes tested by end-users.
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1 Presentation

Digital libraries (DL) provide new services such as
online consultation of rare documents, improved nav-
igation capabilities, information retrieval, and the abil-
ity to share knowledge with other readers. To make
this second Gutenberg revolution possible, books that
are deemed important to human knowledge need to
be digitalized. Numerous research projects on digital
libraries are investigating the future tools of libraries
for query, retrieval, analysis, management, accessibility,
usage, archiving, and preservation of information [1].
The European Community and the French Ministry of
Culture support programs to digitize collections and
develop networked libraries. A growing portion of dig-
ital libraries is accessible in image mode because they
cannot be processed automatically by an OCR system
or because users generally prefer to read rare books
printed with the original typography and layout. Most
users need to access documents in their original layout
for specific studies investigating not only the text itself
but also the appearance, the texture of the paper, the
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color of the ink, and the contents of the drawings, marks
that can identify the manuscripts, the edition, the pub-
lication date, the editor, or the authors. It shows how
important it is to consider first the users’ needs to define
the future functionalities of digital libraries. The main
bottleneck is the reduced accessibility to digital libraries
in image mode through the Internet. The size of files re-
quired to store and transmit documents images and the
lack of a standard exchange file format suitable for pro-
gressive transmission of digitized books and fine que-
rying currently limit remote access to digital libraries.
Most of the existing file formats are not suited to a fine
description of digitized books of several hundred pages.
Digitized documents are represented by heterogeneous
data (images/text/links/ annotation/physical layout and
logical structure) that cannot be fully managed by cur-
rent file formats. Users need a common file format suited
to document description and representation that can
be queried by contents, edited, annotated, exchanged,
and progressively transmitted through a network. Such
a file format does not yet exist because worldwide con-
sortiums for standards have not completely taken into
account libraries’ needs.

Most online DL in image mode such as Numdam
(http://www.numdam.org), Gallica (http://gallica.bnf.fr),
and GDZ (http://gdz.sub.uni-goettingen.de) massively
digitized their documents in bilevel and encoded in PDF,
or compressed in Tiff or DjVu (which apply a JBIG-like
compression for bilevel images). It should be noted that
most digital libraries digitized microfilms and then com-
pressed the bilevel images using compression schemes
suited to color natural images such as JPEG. We also find
people who have claimed to preserve original color im-
ages using a safe file format such as PDF. They generally
do not realize that color and grayscale images are encap-
sulated in the PDF file using JPEG lossy compression.
These examples show that libraries do not always under-
stand the technology they use and image compression
features. It also demonstrates the lack of technical solu-
tions for remote access to digitized books in image mode.

The computer-assisted extraction of metadata is an
important issue for the development of digital libraries.
The retro-conversion process consists in converting orig-
inal raw images to a reusable electronic form suitable
for user needs, providing efficient functionalities such as
contents queries, easy image browsing associated with
the metadata, and tools for comparing book contents.
These functionalities require a fine description of page
contents, impossible without the assistance of image
understanding systems.

Standard technologies are inefficient for ancient
books, printed with rare fonts and unused typography.
These documents are not supported by today’s

(optical character recognition) OCR or (intelligent
character recognition) ICR systems. For example the
European METAe project 1 has modified a commercial
OCR package to read old books printed in Fraktur fonts
widely used in Germany and Austria in eighteenth cen-
tury. Such developments are not profitable for private
companies and need public financial support because
of the limitation of the market size. For economical
reasons, only Latin alphabets are today efficiently pro-
cessed by commercial OCR and numerous non-Latin
alphabets (Arabic, Hebrew, Greek, . . .) are still not
supported by automatic reading systems. Moreover the
layout segmentation achieved by OCR is efficient for
modern documents, but the irregularity of the typo-
graphical rules for ancient documents makes difficult the
layout segmentation by classical approaches. During the
DEBORA project, the users asked for an efficient tran-
scription system which can process a wide variety of old
documents written in different languages (Mostly Latin,
Greek, Hebrew. . .) and printed using different typogra-
phies. For this reason, we propose a computer assisted
transcription (CAT) tool which can help to transcribe
all printed documents whatever the typography used
and the language or alphabet employed. Our approach
is different from the classical full automated OCR ap-
proach because it is not based on pattern recognition
methodology but it uses the similarity between printed
patterns of characters to reduce the effort of a manual
transcription. Our approach guaranties a very low error
rate which is generally explained only by the characters
segmentation in a poor quality image.

Historians also need to access to original images for
their work on books authentication. Standard compres-
sion technologies to reduce the size of images files devel-
oped for natural images are not efficient to compress
documents images. Specific compression schemes suited
for digitized documents already exist but these pixel-
based compression methodologies generally use a very
low level interpretation of image contents. We propose
an another compression scheme which uses mainly a
higher interpretation of the contents of documents im-
ages. Our approach consists in decomposing the image
into different layers of information, which contain a
set of homogeneous objects and adapt the compression
scheme to the specificities of each object.

During the project, we also found an another techno-
logical bottleneck that limits the spreading of one-line
digital libraries in image mode like the lack of electronic
file format suited for the browsing and the querying of
digitized books. We also propose a standalone file format
which represents digitized books and all their metadata.

1 http://meta-e.uibk.ac.at/
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Our main contribution for digital access to books of
the renaissance (DEBORA) project consists to develop
a general retro-conversion platform which allows simul-
taneously to extract documents metadata by image anal-
ysis, to realize an efficient compression of the images by
a precise analysis of their contents, to assist the transcrip-
tion of text and to manage digitized compressed books
and their metadata by using an appropriate electronic
file format.

1.1 Renaissance books

Sixteenth-century books interest all historians and book
historians, because they were created at a key moment
in European history with the invention of printing by
Gutenberg. This invention profoundly modified soci-
ety’s relationship to knowledge, and thereby the con-
ditions under which knowledge circulated, thus causing
transformations in the places and methods of knowl-
edge production as well as in the legitimization of the
elite. The contents of these books provide useful infor-
mation on the social, religious, and political evolution of
the time. The contents of the books also changed dur-
ing the sixteenth century with the emergence of political,
scientific, cultural, recreational, and popular books, pro-
gressively replacing religious books. A genuine period
of intellectual innovation followed, with the circulation,
usually clandestine, of writings bearing religious, philo-
sophical, and political criticism through counterfeited
and banned books.

Books from the sixteenth century are characterized
by a wide variety of forms and contents, whose authen-
ticity must be verified frequently by specialists. It was
the beginning of the rationalization and codification of
texts, of typography that provided an improved reading
comfort, and a progressive standardization of spelling.
For example, in the printed texts of Montaigne, there
are eight different ways of spelling the French verb
“connaître” (to know): cognoistre, conètre, conoître, etc.

These printed documents are handcrafted and the
technical constraints of the past reduced the regular-
ity of book production (variations in spacing and mar-
gins, random alignment, etc.). These documents contain
many defects due to the manufacturing process and the
conditions in which these books were conserved, making
computer interpretation and recognition of the charac-
ters using an OCR package difficult. But these defects
are important to authenticating editions and book man-
ufacturers. The typographical printing, which uses raised
moveable types, limits the regularity of document lay-
out. The justification at the ends of lines led printers to
insert spaces or make abbreviations or contractions in
order to vary the length of words as needed. To adjust

all the lines on a page, the printer could vary the line
spacing and the margins. The visual markers of the
beginnings and endings of the parts of a book were
not yet common practice. There could easily be a chap-
ter that started in the middle of a full page of text; a
line could begin in the middle of the page, rather than
at the left margin. This lack of regularity makes auto-
matic layout analysis difficult (Fig. 1). On the other hand,
sixteenth century books are printed using only strokes
and line-art graphics, which can be easily segmented,
and they never use halftone or dithered images. These
specific image features lead us to digitize documents in
grayscale, and to decompose the image into the bilevel
foreground (strokes, characters, line-art graphics) and
the color background (image of the paper).

1.2 DEBORA project framework

The European project DEBORA [2] aims at making
rare books from sixteenth century Italy, France and Por-
tugal accessible on the Internet in image mode. This
project gives access to a rich and little known heritage in
the form of carefully preserved books, frequently exist-
ing in only a single copy and rarely accessible to users.
The European project DEBORA has introduced a mul-
tidisciplinary approach to making Renaissance books
accessible to a wider audience. The consortium of the
DEBORA partners is a highly multidisciplinary group
with multiple and complementary skills:

Libraries Biblioteca Casanatense, Rome (Italy),
Biblioteca Geral, Universidade do Coimbra, (Portugal),
Bibliothèque Municipale de Lyon (France), which have
a well-known collection of rare books from the six-
teenth century. Other libraries are participating as test
sites, e.g., Stadtbibliothek Kulturrefat Stadtverwaltung,
München (Deutschland), Universidad de Zaragoza
Biblioteca, (España) and Bibliothèque Municipale et
Universitaire de Gèneve, (Switzerland).

Research laboratories Lancaster University (Great
Britain), which specializes in collaborative work tools,
ERSICO, University of Lyon III (France), which is
working in the field of analyzing users’ needs and costs
analysis, LIRIS at INSA in Lyon (France) and the
Instituto Superior Tecnico, Lisbon (Portugal), which
are working on image-understanding tools, ENSSIB,
National School of Information and Library Sciences,
Villeurbanne (France), for user interfaces.

Industrial partners SGBI Entreprise, Lyon (France)
for web-based development and Xerox, Grenoble
(France) in association with IIS, Bordeaux (France) for
digitizers.

The DEBORA project has included studies on users’
needs, the libraries’ constraints, digitization and retro-
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Fig. 1 Samples of images of books from the sixteenth century digitized for DEBORA

conversion costs, the requirements and limits of image
understanding, metadata, and the technological bottle-
necks for remote access to digital data [3]. We present
in the next sections a short summary of several studies
which explain our choices in terms of image processing
and analysis.

1.3 User needs

There are two main types of users: the producers, who
create the corpuses by entering digital books in Renais-
sance databases (librarians, information specialists,
curators), and the final users (researchers, professors,
students, graphic designers, printers, etc.), who access
the digital collection. A study of the users’ needs shows
that both require greater accessibility to Renaissance
documents.

• An efficient query of the document’s contents: for
practical use, a very detailed description of the
images’ contents is needed. But these descriptions
carry such a high indexation cost that it is completely
unrealistic to make them available in a digital li-
brary. The images’ contents can be highly detailed
with image-understanding tools or a manual enrich-
ment from a group of specialists working on a col-
laborative task based on an annotation system. An
exchange file format, which supports annotations, is
then required for this collaborative work. The file
format must support the annotating of any compo-
nent of the document (image zone, links, element
of the physical layout, text contents, metadata ex-
tracted by image analysis, or other descriptions from
another user) with any metadata (text, multimedia
files, internal reference, external links URL, etc.).
The users do not perceive digitized documents as sets
of images. They consider them as heterogeneous data

containing images, text, internal links between the
text, images and annotations, the document’s logical
structure and physical layout. The users’ interests are
very different: some users work on the typography
of the characters and only want to access the typeset
and information on typography, others are interested
in ornament authentication and want to download
only the graphic elements, many of them study the
text contents, the character ligatures, the printing
quality, the logical structure or simply the document
layout for a study of the evolution of typography.
Each particular need requires detailed indexing of
corresponding components in the document and a
file format that can manage the associated meta-
data.

• Fast access to high-quality images: High-resolution
lossless compression of the images is required for
sixteenth century books to preserve the small details.
The users also recommend a fully scalable compres-
sion format, which allows fast browsing by down-
loading only required components. Low-resolution
images make reprinting, zooming, or any detailed
observation impossible for serious studies.

1.4 Metadata required

Based on the preliminary conclusions of the Manu-
script access through standards for electronic records
(MASTER) project for access to medieval manuscript
collections in image mode, DEBORA’s partners defined
three levels of metadata of interest to all book historians:

Level 1: book description They are identical to those
typically found in library catalogues: (Author, book
title, place of publication, publication date, publisher,
language, collation, reference, fingerprint, notes, second-
ary author, subject, etc.). Most existing online libraries
allow a query on these metadata to retrieve a particular
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Fig. 2 Example of metadata to retrieve in Renaissance books

book. Some websites allow a common query to access
various libraries.

Level 2: book structure This indicates the logical
parts of the book using a finer terminology than the
concept of chapter (Title pages, frontispiece, preliminary
pieces, text pages, pull-outs, indexes, tables, final pieces).
Due to the high variability of Renaissance books, an
automatic recognition of the book’s logical structure is
a difficult task. For instance, only specialists can achieve
this description of book structures, but tools are required
to edit and link the structure with the digital images.

Level 3: page contents The list of metadata at this
level is long and complex but we give the most impor-
tant information to retrieve sorted in decreasing order
of importance:

Physical layout Main page body (main text area
without footnotes and margin), marginal notes (Text writ-
ten at the bottom of the page or in the margin), columns,
text lines and paragraph, text alignments, typography of
characters (style, size, font), running head (title of the
whole book or of the chapter printed at the top of each
page), caption title (title placed in the head margin of the
first page of the text of a book), etc.

Textual information Keywords such as “incipit” (a
term designating the first words of a manuscript or a
book), signature (letter or sign placed in the bottom mar-
gins that indicate the ordering of the pages to the book-
binder), folio (numbering of the sheets in a book).

Decorations Strip (nonfigurative decorative ele-
ments that separate the chapters and paragraphs), fleu-
rons (decorative patterns employed to indicate the end of
chapters), illumination (a small, ornamental letter illus-
trating the leaves of a book), frontispiece (illustration or
engraving typically found facing the title page), illustra-
tion (images, engravings, maps, medallions, etc.), drop
capital (a capital letter, often ornamental, at the begin-
ning of paragraphs or chapters), printer’s mark, minia-
ture (ornamental letter colored in minimum red)(Fig. 2).

The metadata in the pages’ contents is very impor-
tant to identifying, with a certain amount of accuracy,
the period when a book was printed and the version of

the book. The amount of information to be retrieved at
the page level raises a problem in terms of use and cost.
It is clear that the required information must be pro-
duced for each page. If we wish to attain a certain level of
detailed description, estimating that a day’s work will be
necessary to cover a single book is far from exaggerating.
A small collection of 1,000 books would thus take an
expert 5 years; this is a completely unrealistic endeavor.
Levels 1 and 2 metadata were previously described by
researchers. A fine description of level 3 metadata, at
the page level, is rarely done and some metadata can be
recognized by document image analysis (DIA).

1.5 DEBORA objectives

In this paper we will describe the DEBORA retro-con-
version system, which is based on the decomposition
and the recognition of image components by a docu-
ment image analysis module. The results are interpreted
to enrich metadata, to improve image compression and
to assist manual transcription. Our compression scheme
is based on the adaptation of compression algorithms
to each component of the image. We also developed a
compressed file format adapted to the representation of
digitized books that improves querying and navigation.
In addition, we introduce the concept of CAT, which
reduces manual transcription time by exploiting charac-
ter pattern redundancies achieved by the compression
stage.

The overall scheme of the DEBORA system is de-
scribed in Fig. 3. The decomposition into segmented
components, the physical layout, and metadata extrac-
tion are described in Sect. 2. Image compression is pre-
sented in Sect. 3, computer-assisted transcription in
Sect. 4, and the file format in Sect. 5.

Due to the limited duration of the project, we did
not extract all required metadata and we focused our
work on compression and file format specification. The
file format allows the progressive development of future
tools to segment and interpret new components of the
images. When a new module of image understanding is
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Fig. 3 General overview of the DEBORA scheme

introduced, the results of the analysis are simply added
as new metadata in the compressed file.

2 Document image analysis

Document image analysis is the main part of the sys-
tem. It decomposes images into individual elements that
can serve either to improve compression or to enrich
the book’s metadata. The efficiency of the segmenta-
tion has different impacts on the system. Segmentation
errors are not critical for the image compression stage
but are important for metadata enrichment and criti-
cal for computer-assisted transcription. Our main con-
tributions are the design of a multistage segmentation
scheme that simultaneously separates text from graphics
and adapt the threshold methods to the image content.
The image processing required for all needed tasks (text
from graphics separation, recto from verso segmenta-
tion, text and graphics correct segmentation and deno-
ising) cannot be achieved separately and sequentially.
We group all dependent tasks in a general multistage
segmentation scheme which optimizes the segmentation
efficiency.

2.1 Image preprocessing

To reduce the impact of the defects on image segmen-
tation, we recommended librarians capture and store
original high-resolution images (minimum 300 dpi) in
grayscale levels or in true colors, using lossless
compression if possible. High-quality images should be
digitized directly from original books and not from fac-
similes or microfilms. Color or grayscale images, even
in low resolution, may be properly segmented using the
color depth information. All partners respected these

minimal specifications so that image analysis systems
could be used today and in the future. All the libraries
chose to digitize the books at the grayscale level, be-
cause the color is rarely used by books manufacturers in
sixteenth Century in order to reduce the cost of printing
and only precious books of the Renaissance are printed
in color like the famous Gutenberg Bible.

We corrected the skew and the curvature due to
the book binding using Bookrestorer software, which
was developed in collaboration with our laboratory [4]
(Fig. 4).

2.2 Multistage segmentation

We define the foreground the original print matrix, and
the background the paper medium. The background/
foreground separation is a critical step of the process,
which is rarely done by simple thresholding. In most
instances, the verso appears on the recto and stains
and defects of the paper are also segmented into the
foreground. The direct use of an adaptive thresholding
method such as Niblack’s or Sauvola’s is not accurate
with normal parameters for Renaissance books because
all the paper’s defects and the verso are segmented. The
best results for the foreground/background were found
by using a multistage algorithm that adapts the param-
eters and the thresholding method for each particular
element of the image (Fig. 5). This approach is best be-
cause the thresholding method depends on the image’s
contents. Our background/foreground separation de-
pends on the segmentation of text and graphic elements.
A specific separation between the recto and the verso is
achieved only for textual parts, because character seg-
mentation is a very important step for the physical layout
and computer-assisted transcription.
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Fig. 5 DEBORA’s multistage segmentation scheme

In the first step, we apply a morphological top hat
transform to the original Image I (F1) in order to cor-
rect the illumination change near the book binding or
for nonplane pages [29]. We first apply a morphological
closing of the image with a large structural element B to
remove all strokes and printing elements (Fig. 6). The
result of the closing (F2) is kept for the compression
stage to encode the background. Then we differentiate
the background and the original image to find the unseg-
mented foreground (F3). The result of this process, also
called “top hat transform”, is a grayscale image whose
intensity measures the relative darkness of the pixels
independently of the illumination variation. The unseg-
mented foreground contains the recto, the verso, paper
defects, and noise.

Structurant element B =
{
(u, v) ∈ Z2/|U| + |v| ≤ R

}

Image dilation : DB(I)=Max{I(x+u, y+v) ∀(u, v)∈B}
Image erosion : EB(I)=Min{I(x+u, y+v) ∀(u, v)∈B},
Image closing : C(I) = EB

(
DB(I)

)

Top hat transform C(I) − I

The structural element B uses a radius R equal to the
half of the maximum width of the thicker strokes con-
tained in the image. The radius R depends on the size
of the original books, the thickness of the font used for
the printing and the resolution and scale defined during
the digitization process. All the collections of DEBORA
has been digitized in 300–400 dpi and processed with the
same radius R = 4. We choose a 8-connectivity element
to define B because it’s more suited for the curviness of
the Latin alphabet.

The foreground is processed by a median filter with a
high radius ρ = 5 to remove the noise, smooth the con-
tours, and run together the broken strokes. The first
stage uses the Fisher criterion to threshold the fore-
ground coarsely and separate graphical parts from text
areas. The text/graphic separation is detailed in Sect. 2.3.
We note that the specific parameters k and R of Sauvol-
a’s algorithm [5] accurately separate recto and verso. We
tried to find a good criterion to automatically select these
parameters from the local contrast, and the problem was
solved by [6] at the end of the project. For Debora, we
selected Sauvola’s parameters by using the redundancy
rate of character patterns returned by the compression
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stage. Our approach is slightly different from the pre-
vious work [25] which uses other criterion. The lack
of pattern redundancy of characters in a printed text
denotes a major problem of text segmentation and in
particular in separating recto and verso. We found this
criterion very efficient in most cases. The foreground
is thresholded by using different parameters of Sauvol-
a’s algorithm and the compression stage selects the best
segmented image, which has the highest redundancy of
character patterns (Fig. 7).

Pattern redundancy analysis is achieved in the com-
pression stage and is detailed in Sect. 3.4. The multiplic-
ity of cascade processing and the numerous feedback
loops increase the computation complexity, but it guar-
anties good results and a constant segmentation quality.

The graphical zones are thresholded again against
the unsegmented foreground (F3) using a simple Otsu
threshold (Fig. 8b). This additional computing is neces-
sary because the median filtering, which removes noise
and smooths character patterns for their segmentation,
also degrades the drawings (Fig. 8a). The segmenta-
tion of the graphical parts such as ornaments, strips,
illustrations, and drop capitals has no impact on text
interpretation, but the fidelity of the rendering is an
important issue for historians who seek to authenticate
books. End-user partners of the DEBORA consortium
have suggested segmenting the graphical part with a

maximum fidelity without any image restoration (F6).
Some image defects provide important information for
book authentication. This explains why we did not try to
remove the noise or separate the verso around graphic
parts of the images.

For image compression, we call the segmented fore-
ground, the addition of the segmented graphics (F6), and
the segmented text (F7). The temporary images (F3),
(F4), and (F5) are deleted at the end of the segmentation.

2.3 Separating text from non text

As we do not have a precise model of the layout, we
chose a classical bottom-up segmentation (data-driven),
which does not require prior knowledge. First we local-
ized all the Connected Components (CCs), and then
gradually merged them into higher interpreted elements,
such as text, drawings, frames, etc. We separated text
from graphics using geometrical measures and the regu-
larity of the CC placement along a baseline. We noticed
that the average size of the connected components from
the entire book was a good estimation of the character
size and the average height of the main font. We classify
CCs as text or nontext by comparing the size of each
CC to the average size of the book’s characters. We sta-
tistically estimate the average size of characters of all
CCs segmented on several pages randomly chosen in
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Fig. 8 a Coarsely segmented foreground text and graphics (F4). b Re-segmented graphics (F6)

Fig. 9 Classification
text/nontext of CCs.
a Original image, b text
probabilities P(x) of each
CCx

the book. Then we compute a text probability P(x) for
each CC x based on the normalized differences between
the size of the component and the average text symbol
size :

P(x) = 1 − |Size(x) − Average Size|
Max

For each object y
|Size(y) − Average size

A high-value display in light gray (Fig. 9b) indicates
that the component has a high probability of being a text
symbol. A simple automatic threshold of the distribu-
tion of the CC sizes roughly separate text from nontext
(Fig. 10).

The CCs having probability P(x) inferior to the
threshold are considered graphics, the others are clas-
sified as text. The neighboring CCs classified as graph-
ics are progressively merged into larger graphical areas.
The graphical elements considered as text lines can be
eliminated and false detections rejected by studying
the coherence of CC alignment. We give two options
that the user can set independently for each page of
the book. The first option (alignment constraints)

allows the removal of a false detection based on the CC
alignment. The second option (inclusion constraints) re-
moves all CCs classified as text into a larger graphical
element.

The CC alignment criterion is not always suitable for
a particular image. For example, strips are made of sep-
arate floral decorations that are perfectly aligned and
detected as text lines (Fig. 11). Other images having
decorated frames or text inside illustrations cannot be
correctly segmented if we apply the inclusion constraint
(Fig. 12).

2.4 Segmentation of the main text body and left
and right margins

The location of the main text body is a very important
issue because the classification of objects may change
according to their position in the main document body.
For example, a text zone is classified as annotations if it
is located outside the main body and regular text if it is
inside. The main body may be delimited by a frame, but
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Original image (Los Luisades) Graphic layer Textual layer

Fig. 10 Separation graphics/text

Fig. 11 Impact of the alignent constraint on the text/graphics
separation

the book’s borders and figures that might be considered
as frames could introduce confusion. We chose to detect
the main body by locating the text, even though the text
is not always justified, nor does it always fill the entire
page.

We sum the text probability p(x) values horizontally
and vertically along each CC to build X–Y profiles for
the entire image (Fig. 13). An automatic threshold is
computed for each X–Y profile. The text bodies, for two
pages of one document, are found by taking the maxi-
mum limits of the profile coordinate having values lower

than the computed threshold. This approach works most
of the time, even on manuscripts [7], but the text bodies
can be oversized in the case of large annotation areas in
the margin (Fig. 14)

2.5 Physical layout segmentation

The bottom–up segmentation under typographical con-
straints merges the CCs into higher interpreted ele-
ments, e.g., columns or paragraphs. Figure15 shows the
results of the physical layout segmentation by a bot-
tom–up grouping method, which progressively agglom-
erates the CCs into characters, characters into words,
and words into columns and paragraphs. This method re-
quires threshold parameters that define minimal spaces
between lines of the same paragraph, words of the same
text line, and the minimal and maximal size of each
interpreted component (word, line, column, paragraph).
These parameters are automatically computed from the
sizes of characters printed with different fonts and all the
various spaces between components on several pages.
In the DEBORA project, we use this aggregative ap-
proach to find the physical layout. This approach is not
novel; many authors have previously developed layout
segmentation based on the analysis of CCs [30]. This
bottom-up classical approach is frequently used for doc-
ument having different layouts and complex structures
which are difficult to modelize. Thus, the lack of regular-
ity of old printed documents and the use of rectangular
boxes still limit the performance of the segmentation.
Other methods continue to be studied to improve the
results of document layout segmentation.

The segmentation of the text lines is generally
accurate, but some errors occur with touching text lines



DEBORA: Digital Access to BOoks of the RenAissance 203

Fig. 12 Impact of the
inclusion constraint relief on
the text/graphics separation

Fig. 13 Main body
segmentation using X–Y
projections of P(x)

or because of the lack of prior knowledge for the cor-
rect segmentation of tables and index pages, which have
a more complex layout. The segmentation of the charac-
ters is critical for the computer-assisted transcription and
compression, which is based on character pattern redun-
dancy. We concentrate on character segmentation and
particularly on the over-segmentation of broken charac-
ters; ligature characters, for instance, are not processed
and remain connected. Character segmentation depends
on the quality of the printing and the foreground seg-
mentation. Most of the digitized books of the DEBORA
project that have been digitized in high quality generally
give very few errors on character segmentation without
considering the originally printed ligated characters fre-
quently found in Renaissance books (Fig. 16).

On the contrary, there are many errors in the segmen-
tation of words because of the random shift of the char-
acter location along the text line. Many old documents
show more spaces between characters than between
words (Fig. 17). This major problem makes it difficult to
segment words by only taking spaces into account, with-
out any linguistic analysis. This explains why the raw
transcription shows many errors in word delimitation.
The lack of word segmentation influences text readabil-
ity more than querying by keywords; text search engines
today are very accurate in a raw text without word delim-
itation.

Finally, the segmentation of columns and paragraphs
was not evaluated, because these physical layout ele-
ments are not studied by end-users in the prototype
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Fig. 14 Oversized main body segmentation error

evaluation. The text line and character segmentation
is evaluated by the users through the raw transcription
obtained by the computer-assisted transcription (Sect. 4).
For a correct rendering of the transcription, we need a
good segmentation of characters and text lines but also
a correct ordering of characters along the text lines. The
performance of the layout segmentation depends essen-
tially on the correct segmentation of CCs. The main
errors reported by users are all explained by the loss
of connectivity due to the bad quality of the printing

Fig. 16 Set of joined characters as originally printed

or to the document itself. Errors are found for broken
or touched characters, overlapped text lines and words
having insufficient spacing. These errors depend entirely
of the quality of printing and book preservation.

2.6 Metadata extraction

We did not focus the work on the recognition of all
metadata described previously, as other partners have
done this work for DEBORA and we cannot report
their results in this paper. We classified graphical ele-
ments into three classes: strip, drop capital, illustration.
The recognition of drop capitals and strips is based on
a fixed model that uses information on location within
the page, object size, and justification with surrounding
text zones. Strips are large graphical elements generally
located at the top of the page that cover the main text
body of the page. Drop capitals are square graphical ele-
ments that are surrounded by text lines at the right and
the bottom. Illustrations are large graphical elements in
the main text body that can be surrounded by text lines.
Simple decision rules have been developed to show the
feasibility of the metadata extraction at the page level
(Fig. 18).

The user interface and the file format describe in
Sect. 5 makes it possible to browse the metadata of an
entire book. A simple query on the drop capital shows
a few errors due to the decision rule (Fig. 19). By study-
ing the page corresponding to the false detection, we

characters Words Text lines Paragraphs

Fig. 15 Results of the segmentation of the physical layout by a bottom–up approach
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Fig. 17 Spacing variability making it difficult to segment words

original Image Text Illustration

original Image Drop capital Strips

Fig. 18 Classification of graphical elements of the physical layout by using decision rules

note that the segmented stamp has as an aspect ratio
corresponding to a square and is also surrounding by
text lines. Other particular false detections have been
reported because of exceptional cases that can be found
in various books from different origins. It shows that
a priori fixed decision rules are limited in labeling ele-
ments of the physical layout without prior knowledge.

3 Document image compression

The end-users recommended the use of high-resolution
images for their studies. The size of images files makes
their remote access difficult through a limited bandwidth
network such as the Internet. Fast access to a digitized
book via the Internet has been one of the main issues
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Fig. 19 Example of classification error for a drop capital

for the DEBORA project. Image compression concerns
only their remote access; compression is not advised for
the long-term preservation of images. The original raw
images are actually stored in each library in a long-con-
servation format with no processing or compression.

Only lossy compression with an acceptable percepti-
ble loss of information can reduce the amount of data
required to transmit the documents images. The end-
users had to decide between accurate image render-
ing, how much information loss they were prepared to
accept, and Internet access speed.

The originality of this work resides in

• The use of document image analysis, which decom-
poses images into separate objects that are com-
pressed differently by the most suitable compression
method.

• A pattern-based compression, which performs better
than pixel-based compression methods.

• A compression at the book level based on the redun-
dancy of characters patterns from the entire book,
which is more efficient than an image compression
of each page individually.

• A lossless compression of the residuals (difference
between the original and compressed image) based
on the property of the discrete pattern matching and
substitution algorithm and the digitization theory.

The compression prototype developed for DEBORA
is compatible with the Joint Bi-level Image Experts
Group(JBIG) recommendations and can be modified

to generate JBIG2 files. However, for DEBORA we
implemented the compressed files into our file format
described in Sect. 5.

3.1 JPEG compression

The JPEG standard produced by the Joint Photographic
Expert Group is a very effective compression scheme
suitable for color and grayscale images. It provides a
high compression rate, varying between 5:1 and 500:1
depending on the quality factor set by the user. The
rendering quality of the decompressed image is very
high for natural scenic pictures but it becomes low on
particular images such as images of documents, which
essentially contain black lines over a uniform back-
ground. JPEG is not the best compression scheme for
images of documents because they show numerous gray-
scale transitions around the contours of shapes and they
are made of lines and strokes that build complex pat-
terns such as characters and drawings. For these par-
ticular images, the high-frequency filtering during the
discrete cosine transform (DCT) quantification distorts
transitions between black ink and the white paper and
finally randomly destroys the contours of the charac-
ters’ shapes. JPEG is not suitable for document image
compression, image readability, and image processing.

To measure the effects of JPEG compression on doc-
ument images, we measured the signal-to-noise ratio
(SNR) according to the compression quality factor on
different images of printed documents from the six-
teenth century (Fig. 20). We can see that JPEG modifies
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SNR according to JPEG
quality factor on real
printed documents.

SNR comparison between JPEG
and JPEG2K according to the
compression ratio.

(a)

(b) (c)

Fig. 20 Impact of JPEG compression on document images. a Uncompressed image, b JPEG 1:12, c JPEG2000 compressed 1:12

the image information even with 100% quality factor,
disproving the belief that JPEG compression can achieve
a lossless compression by using the highest quality factor.
The compression ratio is not a linear curve; the main
compression is achieved for a quality JPEG factor
between 100 and 70%. With a lower quality factor, the
compression is not more efficient. It is impossible to use
a quality factor under 70% for document images without
getting visible artifacts. With an average quality param-
eter used by default, the loss of information is still high
and the 1:12 compression rate is not sufficient to solve
the problem of remote accessibility.

JPEG2000 compression based on wavelets shows bet-
ter rendering than the Discrete Cosine Transform, for
the same 1:12 compression ratio. JPEG2000 better pre-
serves the complexity of shapes, but this compression is
not more efficient in reducing the size of the images, with
a maximum compression ratio of 1:20 with acceptable
perceptible deformation. This study definitively proves
that generic compression schemes are not suitable for
the specificity of document images in terms of quality
and compression rate.

New compression schemes such as DjVu or Tiff-FX
developed by Xerox separate images into different lay-
ers that are compressed layer by layer with an adapted
algorithm. These new compression schemes, suitable
for digitized documents, reach compression rates higher
than 1:100 (compare to 1:10 on average for JPEG and
JPEG2000).

3.2 Document image compression survey

Most digital libraries use binary images, which can
describe most of the textual and graphical information

from various documents. Bi-level images have been the
focus of a great deal of research for fax technology, which
requires efficient compression algorithms to speed up
document transmission. The International Telegraph
and Telephone Consultative Committee (CCITT) was
founded for that purpose in the early 1980s. This com-
mittee proposed lossless compression algorithms where
information is preserved using minimum space by
encoding frequent information with a shorter code [8].
Encoding has been improved by using prior knowledge
on frequent pixel sequences commonly found in doc-
ument images [9]. The compression algorithms devel-
oped by this committee, called CCITT G3 and G4, are
both incorporated in TIFF format. The Joint Bi-level
Image Experts Group (JBIG), founded in 1993, pro-
duced a new bi-level image compression standard called
JBIG based on graphical information redundancies that
outperformed the CCITT G4 standard [10]. JBIG pro-
vides a lossy compression of binary images, which use
template models and adaptive arithmetic coding to en-
code predictions [11]. The JBIG compression scheme
is mainly a pixel-based compression, which is not origi-
nally suited for progressive transmission [12]. To make
JBIG scalable, the original image is divided into layers
computed at different resolutions. JBIG loses fidelity
when a small-scale structure is essential, as in the case of
text documents. Moreover, it is impossible to process the
compressed bit stream directly because of the direct use
of the arithmetic coding on pixels. Soft pattern matching
[13], which uses the prototype image from a dictionary
as a template to ensure more accurate coding, remains
a pixel-based approach. However, the JBIG1 compres-
sion scheme was not widely applied because of the lack
of a standard format. The improved JBIG2 compression



208 F. Le Bourgeois, H. Emptoz

has a better chance of being widely used because it is
going to be adopted as an ISO standard [14]. Moreover,
JBIG2 offers new capabilities by processing halftone im-
ages and regions of line art, figures, or graphs. Today, sev-
eral companies are experimenting with transforming the
JBIG2 compression scheme into usable data formats,
e.g., Xerox Corporation with XIFF (extended TIFF)
similar to TIFF-FX proposed by Scansoft and AT&T
with DjVu [15]. These companies implemented variation
in the original JBIG standard in order to process color
documents. The compression is achieved by separating
the colored background (paper texture, images, colored
frames) from the foreground (ink strokes, characters,
line art, graphics), and each layer is compressed differ-
ently with an appropriate algorithm. By assuming that
the foreground contains redundant patterns, it is com-
pressed using the JBIG scheme. The color background
generally contains no textual information and can be
heavily compressed with a generic compression algo-
rithm suited for color images, e.g., JPEG or JPEG2k.
This approach provides a high compression rate and
preserves image readability and quality for automatic
interpretation as well.

Pattern-based compression is a better alternative for
document images than generic pixel-based approaches
because it is well-suited to the repetition of similar
patterns of characters frequently found in any printed
document. Also called the pattern matching and
substitution method (PMS), this approach is a dictio-
nary-based compression (also called token-based com-
pression), extended to two-dimensional images. It stores
all different binary patterns in a dictionary and transmits
only the dictionary entry for each occurrence of a similar
pattern image. This method, introduced by Asher and
Nagy in the 1970s for document image compression [16]
and developed by IBM [17,18], was not used to its full
potential until Witten’s work [19,20]. The main difficulty
of any pattern-based compression is to define the best
similarity measure between the two-dimensional pat-
terns and the growth of the dictionary size. A pattern-
matching and substitution approach is essentially a lossy
compression scheme because most of patterns from the
image are substituted with an inexact prototype found
in the dictionary. Witten describes a lossless compres-
sion based on pattern matching by encoding residuals
left after inexact replacement by the prototype and sig-
nificant differences between the prototype pattern from
the dictionary and the original symbol within the image.
The difficulty of directly accessing any components for
information indexing and the lack of intermediate repre-
sentation are the main drawbacks of Witten’s work [12].
Nevertheless, compression based on pattern redundancy

must be applied to a layer, which contains very frequent
shapes like characters.

3.3 Compression by pattern matching and substitution

There are several problems that limit the usage of the
pattern matching and substitution approach to com-
pressing bilevel text images:

• Image comparison
Some variation in character patterns can occur
because of the random shift placement of the sam-
pling grid during the digitization process. This noise,
randomly located along shape contours, is amplified
by the irregularity of printing in early Renaissance
printed books. Using exact matching, the number of
different patterns increases in the dictionary. To get
a better compression rate, the comparison of images
can tolerate large pattern deformation and each pat-
tern class can represent the different letters that ap-
pear visually almost similar, e.g., 1, l, I, j, t. In this case,
the size of the dictionary is reduced and the compres-
sion rate is high. The rendering error due to character
substitution is corrected by the compensation mech-
anism described in the next section. AT & T and Xe-
rox have chosen to use an automatic clustering in a
feature space or the direct Hausdorff2 distance be-
tween patterns, respectively. These approaches give
frequent substitution errors, which are corrected by
the compensation during the image decompression
and rendering.

• The reduced size of the patterns dictionary
The size of the pattern dictionary can increase indefi-
nitely. To limit the size of the dictionary, they gener-
ally reinitialize the dictionary for each new image. In
our case, each image from a printed book has similar
characters and fonts. We must use the redundancy of
patterns in the entire book to improve the compres-
sion rate and make it possible to use this information
for the computer-assisted transcription described in
Sect. 4.

• Compensation
Compensation corrects the decompressed image by
adding the differences (residuals) to the original im-
age. The image of the residuals contains pixel runs
randomly located around contours of the substituted
patterns (Fig. 21). The residuals are more complex
to compress than the direct compression of the orig-
inal image. The encoding of the residuals has been

2 The Hausdorff distancemeasures the radius of the biggest differ-
ence between two patterns
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Fig. 21 Maps of residuals

the main issue of the compression by pattern redun-
dancy. Solutions have been found with soft pattern
matching and substitution [11] and the run-length
coding along the character contour [12].

3.4 Computation of character pattern redundancy

We define the redundancy rate as the ratio between the
number of different shapes of characters Np found in
the pattern dictionary and the number of characters Nc
found in the text.

Character redundancy rate = 100 ×
(

1 − Np

Nc

)
,

with
{

Np = Number of different characters patterns
Nc = Number of characters

The redundancy rate changes according to the quality
of character printing. For poor document quality, noise
can distort character shapes and artificially increase the
number of different character patterns. Broken charac-
ters or merged characters also increase the dictionary
size and reduce the compression rate. Character dis-
tortions, due to the geometric correction of the book
curvature or for the image deskewing also affect the
compression rate. Another specific problem due to old
document production in the sixteenth century involves
character patterns, potentially completely different from
one folio to another and the redundancy rate can drop
when changing folios in a book. This can only be ex-
plained by modifications during the book’s production
or by changes in workshops or printing materials. In
the sixteen century it was common to use several work-
shops with workers of different skill levels to print differ-
ent parts of a single book. For these reasons, the study
of pattern redundancy of characters provides impor-
tant information about the production of a book for

its authentication. In spite of these problems, the redun-
dancy rate of character patterns is high enough for effi-
cient compression.

We used a pattern matching and substitution (PMS)
algorithm to compress text areas without substitution
errors for later use of pattern redundancy. The pattern
comparison must be precise and tolerant to noise. The
pattern matching algorithm described in [21] has been
slightly modified to match distorted character patterns
by increasing tolerance to image noise.

According to the digitization theory [22,23], two sim-
ilar digitized patterns are randomly shifted by ±1 pixel
and the direct difference of these digitized patterns shows
a random noise of ±1 pixel along the contour. To make
the pattern comparison robust to noise, we must ignore
the pixels of the difference that are connected to the
contour of the patterns. The erosion of the symmetric
difference A�B = (A−−B)∪(B−A) between two pat-
terns A and B is not the solution, because it indifferently
removes all pixels from the contour of the difference A�

B. To remove only the pixels from the differences that
are connected to the pattern contours, we define the fol-
lowing similarity measure S between two patterns A and
B:

S(A, B) = Area((A − B) − Dilate(B))

+Area((B − A) − Dilate(A))

The morphological dilation uses a 3 × 3 square struc-
tural element to remove pixels from the contour us-
ing 8-connectivity. This similarity measure preserves the
differences between similar patterns such as (‘u’, ‘n’)
(‘h’, ‘b’) and (‘c’, ‘e’) and ignores the random noise
around character contours.

To avoid the problem of random pattern placement
due to the random phase of the digitization grid, we com-
puted the best similarity measure between A and B for
all horizontal and vertical translation by ±1 pixel, pro-
ducing nine measures. The proposed similarity measure
is more precise than the Hausdorff distance, which actu-
ally measures the maximal thickness of the symmetric
difference.

In order to increase comparison speed, we organized
partial tests in a decision tree (Fig. 22). Let fg and
fd be the binary shape of two characters. We define
�g = fd − fg and �d = fg − fs as the nonsymmet-
ric difference between shapes fg and fd. We store the
template � g and � d in each node. For each unknown
pattern X, we compared X ∩ � g) and (X ∩ �d) to
find the appropriate direction in the decision tree. The
pattern Y found in the leaf of the tree is compared to
the input pattern X. We automatically updated the tree
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Fig. 22 Decision tree for the efficient organization of tests to find the similar pattern

node if the new input pattern X had a significant differ-
ence S(X, Y) > ε with the pattern Y. We replace the
leaf by a node containing the differences �g = X − Y
and �d = Y − X and store two final leaves containing
in the left the pattern X and the right the pattern Y.
We define several decision trees according to different
character sizes found in the document.

The decision trees grow rapidly at the beginning of the
document. The introduction of new character patterns
decreases progressively after several readings of docu-
ments from a single source. On a precise example, from
text printed in several typefaces (Fig. 23), we observe a
progressive rise in the redundancy rate according to the
number of pages processed (Table 1).

The redundancy rate started around 80% for the first
pages and reached an average of 98% for the entire book
depending on the quality of the printing. This supports
our choice of creating a dictionary of character patterns
for the entire book in spite of the lack of regularity in its
production and the variable quality of the printing.

Fig. 23 Sample of the test pages using several fonts

3.5 Compression of residuals for compensation

The end-users required a lossless compression of the
textual layer to preserve details and get the exact repro-
duction of the original text. As soft pattern matching
and substitution [11] does not completely guarantee
the preservation of details around character shapes, we
developed our own compression of the residuals. Our
lossless compression of the residuals cannot outperform
any lossy compression proposed in the literature. For
DEBORA, we simply wished to reasonably decrease
the size of the residuals to make the compression of the
textual layer more efficient, without loss of information.

We calculated a compensation layer (Fig. 24) with
the symmetric difference (XOR) between the decom-
pressed textual layer (Fig. 25) and the original textual
layer (Fig. 26). The compensation layer details small
differences between the original and the decompressed

Fig. 24 Compensation layer (residuals)

Fig. 25 Decompressed textual layer

Table 1 Compression rate and substitution errors for first pages

Number of pages 1 2 3 4 5 6 7 8

Cumulated number of prototypes 555 915 1,209 1,485 1,678 1,870 2,083 2,262
Cumulated number of characters 2,327 4,245 6,681 8,681 11,159 13,589 16,141 18,028
Pattern redundancy rate(%) 76 78 81 82 84 86 87 88
Cumulated number of substitutions 6 6 6 7 8 8 11 12
Cumulated substitution rate (%) 0.25 0.14 0.09 0.08 0.071 0.058 0.068 0.066
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Fig. 26 Original textual layer

image along character contours or for a substitution er-
ror (the letter ‘ u’ from the word ‘ opulence’). To recon-
struct the exact copy of the original image, we only need
to make an XOR between the residuals and the decom-
pressed textual layer. Consequently, substitution errors
during the matching do not affect the final rendering of
the decompressed image. But the substitution error dur-
ing the pattern matching is critical for the future usage
of the pattern redundancy.

To compress the residuals efficiently, we made several
observations (Fig 27a) that support our compression
method:

Consequence of the digitization theory:

A1: All residual pixels are always connected to the
contour using 8-connectivity.
Consequences of the symmetric difference to com-
pute the residuals:

A2: Runs of residuals along the contour frequently
have a similar distribution.

A3: Residuals are exclusively inside or outside the ref-
erence pattern.

By using observation A3, we can entirely define the
distribution of residuals along the contour with a unique
code K with values in [0..7]. For each pixel of the con-
tour, we find the code K corresponding to the position
of residuals by using the table Fig. 27c. We chose K
code with seven different values because our similarity
measure S and its threshold ε never provide residuals
far from three pixels from the contour in 300 dpi. We
tested a larger window size of 11 to encode residuals

with a distance of 5 from the contour without changing
the compression results. For images in higher resolu-
tion, the threshold ε and the size of the window must be
changed.

The Code K exploits the correlation between suc-
cessive residual runs along the contour according to
observations A1 and A2 (Fig. 27b). We encode the
successive configuration of residuals along the contour
using a window of size 7 in the orthogonal direction
from the pattern. The sequence of codes K1K2, . . . , Kn is
highly correlated and efficiently compressed by an arith-
metic coding with a context limited to the two previous
values. The compressed chain codes that represent the
residuals are stored for each character independently to
render a part of the image on demand.

The compensation layer compressed without loss of
information requires between 20 and 60 kb of additional
data. The dictionary of character patterns is also lossless
compressed using CCITT-G4 and is indexed according
to character position on each page in order to transmit
only patterns that are necessary to display a required
page. The compressed textual layer is reduced to the
bounding box co-ordinates of each character and the
associated link to the character pattern in the dictionary.
This data structure makes it possible to partially decom-
press an image around a region of interest selected by
the user.

3.6 DEBORA’s compression scheme

We introduced a specific compression based both on
an interpretation of information contained in the image
by the DIA stage and the redundancy of character pat-
terns in the entire book. The originality of our compres-
sion scheme compare to DjVu compression scheme, Kia
works and JBIG specification resides in:

Residuals

a) b) c)

Character contouor (8-connectivity) Run-length coding of the residual configuration Code K

Fig. 27 Placement of the residuals along the contour and residuals encoded using code K



212 F. Le Bourgeois, H. Emptoz

• Adaptation of compression methods to image
contents by exploiting the DIA results. Other
compression methods use more basic segmentation
algorithms which are not specific to the documents.
The use of specific segmentation algorithms suited
for printed books of the Renaissance allow a bet-
ter performance in the image compression. In the
other hand, our approach cannot be applied to other
documents images like old manuscripts or modern
printed documents without important modification
of the segmentation algorithms.

• Precise pattern matching, which reduces the sub-
stitution errors by taking into account the random
noise around shape contours described in the dig-
itization theory. This is the main difference with
DjVu and Kia approaches. The precision of the char-
acters patterns comparison allow the development
of a Computer Assisted Transcription described in
Sect. 4.

• Lossless compression of the residuals based on the
observation of residual placement along the pattern
contours. This approach is completely different from
DjVu and JBIG compression methods which mainly
use the loss of information of the residuals to in-
crease the compression performance of the textual
layer.

• Pattern redundancy throughout the book provided
by the unlimited dictionary. This feature increases
the performance of our compression scheme. In the
other hand, we loose in the simplicity of the page
coding and we must encode separately the patterns
dictionary of the book and the compressed stream
for individual pages. The characters patterns from
the dictionary which are necessary for the rendering
of a single image of a page must be transmitted to
the user.

These features improve the compression rate and pro-
vide users with new services such as assisted transcrip-
tion or document authentication by studying printing
regularity. The compression of an entire book makes
better use of pattern character redundancies than the
compression of each page independently. The DIA stage
decomposes the images into homogeneous components
that can be compressed more efficiently by the appro-
priate compression method. We separate the document
image into four different layers (Fig. 28):

• Background layer (grayscale or color image): This
layer represents the printing medium without char-
acters or drawings. This layer is the exact copy in
low resolution of the image (F2) obtained after the

separation of background and foreground as
described in Sect. 2.2. This grayscale or color image
contains no useful information and is highly com-
pressed with a heavy loss of information using JPEG
70% quality applied at 75 dpi low resolution. The
amount of storage required for the background layer
is on average between 20 and 40 kb. The efficiency of
the JPEG compression for this layer is explained by
the homogeneity of the background, which contains
no complex shape and no transition of colors that
produce high frequencies.

• Graphical layer (bilevel image + 1 color/object):
This layer contains all the graphical elements that
are not characters and have no pattern redundancies
(drop capitals, markings, ornamentation, engravings,
etc.). This layer is created by the image (F6) after
the text is separated from the graphics as described
in Sect. 2.2. We compress this layer without loss of
information using a CCITT-G4 compression scheme.
The size of this layer depends on the number of ele-
ments and the complexity of shapes. The compressed
size of this layer does not generally exceed 50 kb
for rare pages having several ornaments or drop
capitals.

• Textual layer (bilevel image + color of each charac-
ter): This layer contains only characters, which have
the highest rate of pattern redundancy. This layer is
a copy of the image (F7) produced by the segmen-
tation stage described in Sect. 2.2. It is compressed
using pattern matching and a substitution scheme, as
described in Sect. 3.4, with an unlimited dictionary
for the entire book. The layer only contains a list
of coordinates and a number entry in the dictionary
of character patterns. To render the textual layer,
the character patterns from the dictionary must be
stored in the file or transmitted through the network.

• Compensation layer or residuals (bilevel image): This
layer contains the bitmap difference between the
decompressed textual layer and the original textual
layer (F7). These residuals allow the reconstruction
of the exact original foreground and correct small
differences stemming from the substitution by the
prototype found in the dictionary. The compensa-
tion layer makes our compression of the foreground
lossless. It is compressed by run-length encoding of
code K along the contour of characters as described
in Sect. 3.5.

Possible segmentation errors during the text/graphics
classification do not modify the final rendering because
the textual layer is added to the graphical layer and both
are losslessly compressed.
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Original Image 2200x4000 In

grayscale (8Mb)

Background F2 compressed by

JPEG 70% in 75 dpi (20-40Kb)

Graphical layer F6

compressed without loss of

information by using CCITT

G4 (0-50Kb)

Textual layer F7 compressed 
by pattern matching and  
substitution (<10kb)  

Dictionary of patterns lossless 
compressed by CCITT G4 (243 
different character patterns ) 

Residuals compressed by run-
length contour encoding (20- 
60Kb)  

Fig. 28 Different layers and the associated compression method

Figure 29 shows a global view of the compression
scheme used for DEBORA. We give a greater impor-
tance to information, which improves navigation capa-
bilities, than to the compression itself. This information
concerns the hierarchical structures of the book, the
typography, character position and redundancies, draw-
ing locations, as well as information on the physical
layout and logical structure. Our goal is not only com-
pression but also the transmission of useful information
to satisfy most users’ needs.

3.7 Compression results

We statistically analyzed the contents of six compressed
Renaissance books (Table 2). For each book, we provide
the number of pages, the size of images before and
after compression, the amount of data required to
encode the pattern dictionary for the entire book and
the number of patterns in the dictionary. The loss of
topology or connectivity of character patterns decreases
the performance of the compression. Nevertheless, the
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Lossy Compression
using JPEG

Compression using
pattern redundancy

Compressed
book

Document
Image

Analysis

Background / 
Foreground

Lossless
compression CCITT

compression using
Huffman

Creation of the
compensation layer
(maps of residuals)

Lossless
Compression of

residuals

characters
patterns

Dictionary
(typeset)

feedback loop for the creation of the text layer (F7) by
using the accuracy of the pattern redundancy

Compensation

Text (F7)

Layouts

Un segmented

Information

foreground (F3)

Book's layouts
Page's layout,
Columns, blocs,
lines, words, char-
-acters, graphics..

Graphics (F6)

Backround (F2)

Fig. 29 Overview of the compression scheme designed for DEBORA

Table 2 Detailed results of the DEBORA compression

Book reference Number of Size of Size of Size of the Number of Compression Size of the
pages uncompressed compressed pattern patterns ratio (A):(B) book files

images (A) (kb) data (B) (kb) dictionary (kb) in the dictionary including tags (mb)

BML373177 98 1,224,412 18,625 592 5,127 65:1 20
BML341145 452 3,679,280 68,914 1,440 13,458 53:1 79
BML355882 93 1,034,112 15,456 495 4,588 66:1 17
COI-RB-23-6 173 1,508,673 27,507 1,580 12,939 54:1 32
COI-RB-32-4 373 1,015,200 21,226 1,183 11,176 47:1 30
Côte 15992 363 770,633 10,537 2,025 17,565 73:1 14

compression rate for images of books from the sixteenth
century is an average of 60:1, which corresponds to
50–160 kb of required storage for a single page in
300–400 dpi with 20 kb of additional information on the
physical layout in a tagged file, as described in Sect. 5.
This performance makes it possible to store 20 books
on a single CD-ROM instead of six CD-ROMS for one
book without compression. The file format described in
Sect. 5 allows the progressive transmission on demand.
There are four different modes of display for the final
users (M1: text without compensation, M2: graphics, M3:

text with the compensation, M4: colored background).
The user can select each mode independently and can
browse rapidly only text or graphics without color infor-
mation and compensation. The textual layer is rendered
very quickly, especially when the patterns from the dic-
tionary have already been downloaded and stored in
temporary files. Some delay is necessary to retrieve the
compensation layer and render the precise textual layer
of the foreground.

The reconstructed image compared to the original
image (Fig. 30) appears a bit synthetic because of the
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Fig. 30 Original image

juxtaposition of the different layers and the separation
between the foreground and the background. But the
information of the foreground is preserved in the com-
pressed image.

Table 3 gives the compression rate compute in aver-
age for all the six test books with default parameters for
DjVu and Jpeg. The compression rate obtained by our
method outperforms JPEG compression. The compar-
ison with DjVu is not easy because the DjVu compres-
sion rate starts from 1:17 in lossless mode and reaches
1:120 using the aggressive mode, which compresses with
visible loss of information (Fig. 31). Using the regular
lossy mode, DjVu gives a better compression rate. We
obtain a compression rate of 1:80, equivalent to DjVu in
the most aggressive mode, by compressing the residuals
with a loss of information. We achieve this performance
by averaging the chain codes K1, . . . , Kn to increase the
correlation. The rendering of the averaged chain codes
smooths character contours in the decompressed image.
This experiment shows that the main problem is the
compression of the residuals that occupy a large space in
the compressed bitstream. Using a lossy compression of
the residuals or image smoothing of the text, we consid-
erably augment the compression rate. But the partners
of the DEBORA consortium did not accept any loss of
information in the textual layer since it was important
for studying the book. Compared to DjVu, the main
drawback of the DEBORA compression is the lack of
generality. Because our compression scheme is based on
document image analysis, it cannot work properly for
unexpected images from documents other than Renais-
sance books. The methods used are specific to printed
books of the Renaissance, but the DIA employed is
sufficiently robust to process a wide range of printed

books from XVI to nowadays. But unfortunately, we
must greatly modify the DIA stage in order to process
other printed materials like newspapers or dictionar-
ies because of their specific layout which uses multi-
columns.

The evaluation of compression scheme must be done
visually by users. Objective figures for the evaluation of
the compression do not make sense because we can tune
the parameters of the different compression scheme
(Quality factor for Jpeg, compression factor for DjVu)
to obtain several compression rates and different visual
results.

4 Computer-assisted transcription

Renaissance books are printed with rare fonts and gen-
erally unused typography, which are not supported by
today’s OCR systems. Character patterns, document lay-
outs, language, and vocabulary are totally different. The
Renaissance was a period of high creativity in typog-
raphy and document layout. A great number of fonts
were created to reproduce the diversity of the scripts
found in medieval manuscripts. Moreover, the fonts of
the Renaissance show many characters that no longer
exist today (Fig. 32).

This explains why OCR packages suitable for mod-
ern printed documents cannot be used for old printed
documents, even those in Latin. The development of an
OCR for the Renaissance is not within the limits of the
DEBORA project and we have proposed an alternative
called CAT for computer-assisted transcription. CAT
uses information on the character pattern redundancies
computed during the compression process to increase
the speed of manual transcription. Manual labeling of
characters from the pattern dictionary allows for the
reconstruction of the entire text in only a few hours.
The number of different character patterns to edit man-
ually depends on the regularity of the printing. Usually,
the number of different character patterns represents
2% of all the characters of the book, corresponding to
an average of 10,000 patterns from the dictionary. The

Table 3 Average
compression rate comparison
computed for the six tested
books

Compression scheme JPEG (Q = 75%) DjVu lossless DjVu lossy DEBORA

Compression rate 1:11 1:17 1:98 1:59

Fig. 31 Visual comparison
between different
compression scheme for a
sample of text
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Fig. 32 Diversity of fonts and obsolete characters

complete transcription of a book can be achieved in 6 h
for a book of 200 pages with 2,000 characters per page by
manual labeling of all the patterns from the dictionary.
These figures have been coarsely evaluated by observ-
ing the transcription of several books by different users.
Assisted transcription generally increases the transcrip-
tion speed by 98%, which is the average redundancy rate
measured on Renaissance books. It means that only 2%
of all characters must be manually entered to obtain the
transcription of the entire book. This approach is possi-
ble because we have used a precise pattern comparison
for the entire book, which does not tolerate substitution
errors. Links between full-text words and their location
in the image are also stored in the compressed file. More-
over, 50% of the pattern dictionary concerns rare char-
acter patterns that occur only once in the entire book.
They generally represent degraded characters or rarely
ligated or broken characters. If we manually transcribe
the 50% of the pattern dictionary corresponding to the
first 5,000 patterns from the dictionary, which describe
the most frequent character patterns, we obtain a correct
transcription of 80% of the entire book in 3 h. This rate
is sufficient for a query with a search text engine that
accepts missing characters. The encoding of obsolete
characters from the Renaissance is not solved because
there is still no standardized Unicode description for
these characters. Therefore we use substitution letters
to code these special characters with a loss in readabil-
ity of the transcription. Moreover, the lack of precise
segmentation of words influences the transcription read-
ability but not the query by keywords. We have observed
the users behavior during the transcription by using the
CAT system, and we have designed the user interface
to simplify the manual constraints. Because users can-
not recognize an isolated character pattern without the
context, we display all text lines which contain the cur-
rent character pattern (Fig 33).

A number unexpected applications were found dur-
ing the DEBORA project. For example, we noticed
that our compression scheme based on character pattern
redundancies is sensitive to imperceptible variation of
the typesets used by the typographer. The variations in
the character pattern redundancy rate provide interest-
ing information on printing regularity and book manu-
facturing. It describes the successive corrections of the
books and provides information to compare different
editions of the same book. A future project will use
our character pattern comparison algorithm to study the
different typesets used in France and authenticate the
different publisher and book origins during the Renais-
sance.

5 Versatile format suited for digitized books

The DEBORA project is an exploratory project that
has attempted to develop new ideas to improve acces-
sibility to digitized books. In this context, we studied
all existing formats that can manage digitized books
as heterogeneous data (structures, text, images, links,
annotation) containing a high density of interconnected
information. The file format must also allow querying
and editing any element of the book content. Image
formats such as TIFF, XIFF, PNG, and JPEG2K, etc.,
printing formats such as PDF and PS, and edition for-
mats such as RTF/Word, LaTeX, SGML/TEI, XML are
not suitable for simultaneously managing images, text,
annotations, links, and structures. On the other hand,
XML METS is an appropriate file format that can de-
scribe documents in both image and text mode as well
as book structure. But this file format has several draw-
backs. The high density of information in the description
of a book at the word level provides very large XML
description files of several hundred megabytes, without
the images. The repetition of tags for each element and
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Fig. 33 Software interface
for the assisted transcription

the high number of hierarchy levels gives description
files that can be larger than the images. The parsing
of large XML description files makes rapid browsing
and querying difficult. Moreover, XML-METS manages
books by separate files: the description files and image
files. Retaining the coherence between image descrip-
tions and image files is difficult. A standalone file format
that embeds image and metadata is easier to maintain.
The encoding and transmission of digitized documents
are important issues for the development of digital li-
braries, which open new research fields for the DIA
community.

For the DEBORA project, we developed a tagged
file format, similar to XML METS, but encoded in a
binary file, to reduce storage and increase management
speed [24]. Like RTF/Word, our format uses a highly
compressed standalone file. A single file can contain
only a few elements, several images of pages, or several
books. Accessing the documents, editing the document’s
physical layout and logical structure, managing images
and their descriptions, and editing annotations are all
improved. The file format can be decomposed for pro-
gressive transmission and display for remote consulting.
Figure 34 gives an example of a book’s description using

Fig. 34 Partial
representation of the book’s
structure in DEBORA format
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our tagged file. Note that the format can manage both
compressed and uncompressed images. The same page
can be represented by several different images stored
in different image formats. A page can be represented
by different image qualities using different compres-
sion schemes. When images are directly stored using
the JPEG, TIFF, or PNG format, the information on the
layout and the transcription is empty. After the DEB-
ORA compression, a new [compression Debora] field
is created and the metadata at the page level is automat-
ically completed. Only images that are compressed by
our compression scheme allow the query of metadata at
the page level.

The pattern dictionary is located on the book level;
when we merge pages from different books, the required
patterns from the different dictionaries are automat-
ically added to build a new dictionary. During com-
puter-assisted transcription, the users manually enter
the transcription for each pattern of the dictionary in
the [CAT transcription] field. This field is automatically
duplicated in the [Text] field of corresponding charac-
ters. When a substitution error occurs, the correction is
reported only at the character level in the [text] field
of the character. The transcription uses the information
on the physical layout to reconstruct text lines and the
[text] field of characters. The [page transcription] field
is automatically created to avoid the reconstruction of
the transcription for each query.

The proposed image format was designed to satisfy
most users’ needs and has following features:

Decomposability The file format defines all needed
containers for all information handled by the system. A
tag codes each container that describes a single compo-
nent of the document and its hierarchical property. The
decomposition of books into independent elementary
components guarantees full scalability of the format. A
tag can describe objects located at various scales. For
example, any physical element can be accessed with the
following hierarchy (set of books�book�set of pages
�page�layers�text �column �paragraph �line�word
�character �prototype of pattern). If a full-text
transcription exists, we can also access a textual com-
ponent in both image mode and full-text mode. The log-
ical structure is manually provided for some books and
incorporated into the file format. Users can download
books and work on them without being connected to the
server. All functions described below remain accessible
when users are offline.

Annotation management The tagged file supports
annotations of any element (physical or logical) at any
level of the hierarchy with any media (rich text,
image, sound, video, executables, or any existing files).
Annotations are also referenced by author, date, subject,

annotated elements, and authority level for improved
access with internal research tools. As annotations may
increase the size of files, a user can download only rel-
evant annotations according to precise criteria. When
the user is online, new shared annotations are received
and transmitted through the server, which compares
versions.

Editing The file format allows the user to recom-
pose any parts of several books into a personal docu-
ment with all or a part of the related annotations. This
function is useful for researchers who wish to produce a
new document with the components that interest them.
This private document is saved in the same format and
can be shared with other users.

Search tool capabilities The users need standardized
interrogation, browsing, and search tools that are easily
mastered and that run in a relatively homogenous man-
ner. The proposed file format allows complex queries
for any downloaded elements. The search tools today
available in our browser allow queries on annotations
and on any component of the logical structure and the
physical layout (Figs. 35, 36).

Manageability As we cannot describe all books with
the same logical structure, the proposed format takes
advantage of XML capabilities to describe a document
with a user-defined structure.

Table 2 in Sect. 3.7 gives the final sizes of standalone
compressed files for each book. It shows that a com-
pressed book required an average of only 20 Mb. We
can evaluate the size of descriptions (tags and meta-
data) by comparing the final size of the tagged file and
the size of the compressed images in Table 2. The tags
and the metadata increase the size of the final file by
10–50%, depending on the complexity of the book con-
tents and the quantity of metadata. Figures 35 and 36
show some response to preprogrammed queries such as
the search for graphical elements and keywords. Other
queries are also available such as the search of pages
containing right alignments, having a given number of
text lines or an ornament. Statistics can be also pro-
grammed such as the redundancy rate page by page to
find the insertion of new pages. But we did not develop
a language to achieve these queries and they must be
implemented directly in the program. The precision of
the textual query is not good because of the variation
of the syntax and the frequent substitution between the
letters ‘u’, ‘v’ and ‘i’, ‘j’ in sixteenth century. A more
efficient textual search engine that tolerates variation of
syntax and missing characters must be added in the end-
user browser software. A tree-view allows the user to
navigate using both the physical and the logical structure
of the book. Drag-and-drop functions make it possible
to edit the logical structure of books.
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Fig. 35 Browser for DEBORA compressed files (http://rfv6.insa-lyon.fr/debora/client.html)

Fig. 36 Query for some graphical elements in two different books: BML355882, BML 373177

6 Conclusion

The tools developed were evaluated by end-users and
Renaissance specialists. The prototype DEBORA has
shown numerous advantages such as reduction in the
size of digitized books, portability, computer-assisted
transcription, access to typographical information, and
in particular the pattern dictionary and the physical lay-
outs, as well as the possibility to study the regularity
of book manufacturing by analyzing the compression

ratio of the textual layer. Several negative points have
been highlighted such as the text search engine that
cannot tolerate syntax variation and the lack of meta-
data on graphical elements (Fleurons, illumination, fron-
tispiece, illustration, printer’s mark, miniature, etc.) and
on textual elements (folio, signature and other marks).
The recognition of these elements requires intensive
development that must use several features and generic
knowledge on Renaissance books. However, the rec-
ognition of these elements remains difficult because of
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the variability in their specification. The recognition of
the page reference (folio and signature) is an impor-
tant issue that is currently under investigation. In spite
of the limitation of the DEBORA prototype, end-users
have positively received the advances and the concepts
developed for this project. The DEBORA prototype has
also developed new needs in terms of image analysis,
most particularly extending the comparison of charac-
ter patterns to a similarity measure between graphical
elements so as to objectively identify the editor and
manufacturer of a book. A large content-based image
retrieval system is needed to find typographical ele-
ments used by each manufacturer automatically. The
concepts developed in DEBORA are currently being
used in other research projects such as AGORA in col-
laboration with the CESR (Centre d’Études Supèrie-
ures de la Renaissance) of Tours for the recognition of
metadata in Renaissance books. In the project Agora,
we currently work on the optimization of the pattern
matching algorithm to reduce the number of prototype
of characters patterns and increase the transcription
speed. We also work on Latin contraction and the uni-
code encoding of old characters patterns with Andre
[26,27]. Because of the lack of unicode for ancient char-
acters of the Renaissance, both DEBORA and AGORA
systems cannot display obsolete characters and we still
replace them by special ASCII codes which make the
transcription difficult to read. We also work with the
ATILF laboratory (Analyse et Traitement Informatique
de la Langue Française) of Nancy to analyze the typo-
graphy of early printed dictionaries and in particular the
dictionary of Trevoux [28]. On the other hand, they pro-
vide us electronic dictionary of old French language of
the Renaissance which allow the development of a syn-
tactical stage. This stage can speed up the transcription
step by replacing automatically missing characters for
unambiguous words at the end of the process.
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