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Abstract. A spatial relation graph (SRG) and its par-
tial matching method are proposed for online compos-
ite graphics representation and recognition. The SRG-
based approach emphasizes three characteristics of on-
line graphics recognition: partial, structural, and inde-
pendent of stroke order and stroke number. A con-
strained partial permutation strategy is also proposed
to reduce the computational cost of matching two SRGs,
which is originally an NP-complete problem as is graph
isomorphism. Experimental results show that our pro-
posed SRG-based approach is both efficient and effective
for online composite graphics recognition in our sketch-
based graphics input system – SmartSketchpad.
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1 Introduction

Nowadays computers are expected not only to perform
computational tasks, but also to assist people in cre-
ative tasks, including drawing, writing, designing, and
so on. This interests more and more human–computer
interaction (HCI) researchers to investigate techniques
that can strengthen computers with humanlike proper-
ties such as those allowing for quick drafting, creative
designing, informal communication, ambiguous expres-
sion, and instant feedback from computers to users. That
is, computers are required to bend to human-preferred
interaction mode, not the other way around [16]. The
essence of the idea is to make computers more intelli-
gent, more convenient to use, and more adaptable to the
human-preferred communication mode.

In more and more situations, people are accustomed
to writing down their improvisatory ideas freely by draw-
ing graphic objects. For them, the ability to rapidly de-
liver their ideas using graphic objects with uncertain
types, indefinite sizes, irregular shapes, and inaccurate

positions is most important to the note-taking process.
These ambiguities encourage authors to explore more
ideas without being bogged down with unnecessary de-
tails, e.g., colors, fonts, and precise alignments. The tra-
ditional way to perform these tasks is by sketching on
paper with a pen, which is a preferred choice for creative
brainstorming [11,15]. However, most current computer-
aided drafting tools, including Microsoft Office, Photo-
Draw, Visio, and AutoCAD, discard the traditional pen-
based design interface and require users to select graphic
patterns from lots of toolbar buttons or menu items. This
is a computer-oriented interaction style. Users frequently
find it inconvenient due to the numerous mouse clicks.
They also complain that they have to memorize the pre-
cise position of each toolbar button or menu item since
they cannot focus on the design idea itself when utiliz-
ing these tools to deliver their bursting creative ideas.
Therefore, they cannot finish the design in continuous
steps due to too many interruptions. Moreover, it is un-
realistic to do such design work on small screen devices
since there is not enough room to accommodate so many
toolbar buttons or menu items on their small screens.

Sketching with a pen, an informal interaction mode,
which has been shown especially valuable for creative
design tasks [10], is the very solution to the situation
mentioned above. Furthermore, it would be more help-
ful if the sketchy shape could be recognized and con-
verted into the user-intended regular shape immediately.
Though the sketchy shape in its rough state contains
more information than the regularized one, the regular-
ized shape is better for users to communicate and to re-
call their original intention of this sketch. The process for
sketchy shape input and instant recognition is referred
to as online graphics recognition [13,20,21]. The key idea
behind online graphics recognition in our research is to
input regular shapes (e.g., ellipses, circles, rectangles,
triangles, arrowheads, straight lines, etc.) or composite
graphic objects (e.g., iconic symbols of hard disks, com-
puters, switches, etc.) by quickly sketching their approx-
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imate line shapes with an electronic pen on tablets, just
like writing with a pen on paper.

When drawing a graphic object, a user tends to di-
vide it into several primitive shapes and draw them one
by one. Therefore, the entire online graphics recogni-
tion process is divided into two phases: primitive shape
recognition/regularization and composite graphic ob-
ject recognition [22]. In the primitive shape recogni-
tion/regularization phase, we first find out the potential
primitive shape among the sketchy strokes a user draws,
then recognize and regularize this primitive shape, and
finally show the regularized drawing to the user immedi-
ately. This immediate feedback strategy makes the user
interaction smoother and more natural. An extra advan-
tage of this strategy is that it can reduce intrastroke
and interstroke noise, which is usually introduced by the
user’s limited capability or low professional ability. The
techniques used in this phase have been reported by Liu
et al. [21], Jin et al. [13], and Sun et al. [35]. In the com-
posite graphic object recognition phase, the recognized
and regularized primitive shapes that belong to the same
composite graphic object are grouped together according
to the rule of proximity. Similarities are calculated be-
tween the user-drawn graphic object and the candidate
ones in the database. The graphic objects that are the
most similar to what the user has drawn are suggested
to the user. A complex and ad hoc scheme to compare
the similarity between two composite graphic objects has
been presented by Liu et al. [22].

In this paper, we focus on the problem of the com-
posite graphic object recognition. We propose a spatial
relation graph (SRG) to represent the spatial relation-
ship among the primitives in a composite graphic ob-
ject. The similarity between two composite graphic ob-
jects is then assessed by matching their SRGs. A par-
tial similarity measurement is also put forward for SRG
matching. To reduce the computational cost of match-
ing two SRGs, which is an NP-complete problem like
graph isomorphism [24], we also propose a constrained
partial permutation strategy to prune many illegal map-
pings/matchings. The proposed scheme has been imple-
mented in our SmartSketchpad system [21,22,35]. Exper-
imental results and evaluations have shown its efficiency
and effectiveness.

The rest of this article is organized as follows. Some
related work is presented in Sect. 2. In Sect. 3, we de-
scribe some characteristics of the online graphics input
process that should be considered when performing the
online graphics recognition task. In Sect. 4, we present
our proposed spatial relation graph (SRG) and its appli-
cation in composite graphics recognition. We also give
a brief introduction to the constrained partial permuta-
tion algorithm we use to reduce the computational cost
of SRG matching. Experimental results and evaluations
are described in Sect. 5. Finally, we present our conclud-
ing remarks in Sect. 6.

2 Related work

An intuitional approach to graphics recognition is to
build a decision tree in which each leaf represents a class
of graphic objects and each edge represents a classifying
rule. The composite graphic object is recognized accord-
ing to these rules descending from the root of the decision
tree. However, this approach suffers from its nonexten-
sibility. When a new class of graphic objects is added, a
specific classifying rule must be added and the existing
rules must be modified. This approach has been revived
recently with the incorporation of fuzzy rules and visual
language grammars that use statistical information on
the occurrence frequency of particular features, as re-
ported by Fonseca’s group [7].

Some existing approaches are based on statistical
machine learning algorithms, such as neural networks
(NN) [18] and support vector machine (SVM) [28,31].
The advantage of these approaches is that they are ro-
bust to noise and the system can be easily extended.
However, the critical point of these approaches is ex-
tracting the features without information distortion. A
variety of approaches have been proposed to solve this
problem, mainly converging into two categories: pixel-
based and stroke-based [14]. Another point is organizing
the classifiers efficiently, which are usually constructed
by several subclassifiers. In addition, the hidden Markov
model (HMM), which is widely used in speech recogni-
tion [32], is introduced to recognize composite graphic
objects. The essence of this approach is to determine
the posteriori probability for a class given an observed
sequence where the jump from one state to another is
described by a Markov process. Recent developments
incorporate HMM into 2D-sketch recognition [27]. An-
other new trend is to use hybrid NN/HMM approaches.
The fatal disadvantage of this approach is that a large
human-created training set is required.

Graphs are powerful data structures for relational de-
scriptions in structural pattern recognition. By assign-
ing suitable meanings to nodes and edges of graphs, it
is possible to achieve complete and univocal representa-
tions of objects [6]. Typically, nodes represent the parts
of an object and edges represent relations between the
parts. Graphs also have many important properties, such
as being translation invariant, rotation invariant, scale
invariant, and transform invariant. Attributed relation
graph (ARG) [19,25], 2D strings [3], and region adjacent
graph (RAG) [23] are typical approaches to represent-
ing spatial content. A 2D string is an arraylike represen-
tation of the graphic primitives of an object in a scan
sequence from left to right and from bottom to top. It
has been used in content-based image retrieval based on
spatial similarity. The 2D string is a good representation
of certain types of spatial relations between nonoverlap-
ping objects [29]. Lee and Hsu [17] also proposed 2D
C-strings to process the spatial relations between over-
lapping objects. ARG represents individual objects or
graphic primitives by graph nodes and their relations
by arcs between such nodes. ARG is the most general
representation method for spatial relations, but match-
ing between ARGs also has exponential computational
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complexity. Approximate ARG matching methods with
lower computational complexity are presented by Almo-
hamad and Duffuaa [1], Christmas et al. [4], Ranganath
and Chipman [33], and Gold and Rangarajan [9]. But
their main disadvantage is that they may get trapped in
local minima and miss the optimal solution [29]. A recent
contribution to matching of ARGs is proposed by Mess-
mer and Bunke [26]; it has the advantage of avoiding
the matching of the query with every stored model and
an expensive preprocessing step for building an ARG in-
dex structure [29]. Though much work has been done on
ARG, a critical drawback is its sensibility to noise and
distortion. Therefore, Lladós et al. [23] proposed RAG,
in which graph nodes represent the minimal closed re-
gions, to allow for matching between noise-polluted or
distorted graphs with limited regions. However, since re-
gions are the minimal processing units, it cannot process
the inner structure of a specific region. Moreover, if there
is no closed region, RAG will not work properly.

Contextual (top-down) knowledge has been used by
Alvarado et al. [2]to recognize freehand sketches of sim-
ple 2D mechanical devices. They built a prototype sys-
tem that interpreted and understood a user’s sketch as
it was being drawn [5]. Hammond and Davis [12] built
a multilayer framework, including preprocessing, selec-
tion, recognition, and identification, to recognize multi-
stroke objects in Unified Modeling Language (UML) by
their geometrical properties. In CALI, Fonseca et al. [8]
used temporal adjacency to recognize a user’s sketchy
shapes, such as triangles, lines, rectangles, circles, dia-
monds, and ellipses, using multiple strokes. In addition,
they further extended this approach to identifying use-
ful shapes such as arrows, crossing lines, and unistroke
gesture commands. Saund [34] provided the computer-
vision approaches to finding perceptually salient, com-
pact closed-region structures in hand-drawn sketches and
line art.

3 Online graphics inputting process

The online graphics inputting process is a real-time inter-
action between user and machine. Making the inputting
process more intelligent, natural, and convenient to use is
the ultimate goal of online graphics recognition. When
performing the online graphics recognition task, some
important characteristics should be considered.

3.1 Partial

When drawing a graphics object, a user tends to divide
it into several primitive shapes and draw them one by
one. With the completion of the drawing, the user’s in-
tention becomes increasingly clearer and the recognition
precision increases. To save the user from expending ef-
fort in drawing, it is important for the online graphics
recognition process to predict the user’s intention before
the sketchy drawing is completed. The earlier the predic-
tion starts, the more effort it saves. In this case, there is
an underlying assumption that if one candidate object is

composed of fewer primitive shapes than the current in-
complete drawing, this object cannot be the user’s inten-
tion. The similarity calculation for real-time prediction
is asymmetric between the incomplete object and other
candidate objects. That is, if the incomplete object is
part of a candidate object, they are considered highly
similar because the incomplete object can be completed
later, whereas if the incomplete object contains certain
components that do not exist in the candidate object or
the incomplete object contains more components than
the candidate object, the candidate object is considered
not to conform to the user’s intention and the similarity
should be very low, no matter how similar the corre-
sponding parts are. Moreover, if the incomplete object
is part of two or more candidate objects, the candidate
object with the fewest components will have the highest
similarity.

3.2 Structural

Many current shape recognition strategies, which are in-
herited from image processing and image understanding
areas, regard the contour of objects or the area that are
surrounded by the contour as the objects’ major fea-
tures and discard the inner structure within the contour
of objects. However, the inner structure usually plays a
more important role in identifying graphic shapes than
the contour and the area. We believe that a reason-
able graphics recognition strategy should consider the
object structure as one of the most distinguishable fea-
tures of objects and that a reasonable graphics recogni-
tion strategy should not only satisfy the three traditional
invariabilities, i.e., translation invariant, rotation invari-
ant, and scale invariant, but also satisfy the structure
invariant (topology invariant). Here structure invariant
(topology invariant) means that when recognizing graph-
ics we do not pay much attention to each component’s
absolute position, size, and orientation but focus on their
general attributes, such as line types, and their relative
spatial and scale relations.

3.3 Stroke-number and stroke-order free

An intuitive approach for graphics recognition is to com-
pare the strokes of the source sketchy object (the one
being recognized) with those of the candidate regular
object one by one in pairs. This approach is applicable
for the applications that have both a fixed number of
strokes and a fixed stroke-drawing order, e.g., signature
verification [30]. However, different users may have dif-
ferent opinions in decomposing a composite object into
stroke combinations and input them in different orders.
Even the same user may change his drawing style from
time to time. This diversity makes it very difficult for us
to compare stroke pairs of graphic objects in the same
order. Moreover, it is extremely difficult to enumerate all
possible sketching orders in both spatial and temporal di-
mensions. Hence, a good graphics recognition approach
should be compatible with different stroke numbers and
stroke-drawing orders.
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4 Partial structural similarity calculation based
on matching of spatial relation graphs

We have designed a special graph, called a spatial rela-
tion graph (SRG), for representing the sketchy graphic
object drawn by users with a digital pen and the regu-
lar graphic objects predefined in the database. First, we
identify their primitive components (e.g., lines, arcs, and
ellipses) by breaking down multistroke into single-stroke
pairs, connecting a chain of consecutive line segments or
arc segments with joint endpoints into a longer straight
line segment or a bigger arc, and merging overlapped line
segments or arc segments into a single straight line or arc.
Second, the latent spatial relations between the primi-
tive component pairs are discovered. Finally, we obtain
a SRG to represent the graphic object with its nodes rep-
resenting the primitive components of the graphic object
and its edges representing the spatial relations between
the components.

After graphic objects are represented by SRGs, the
problem of measuring the similarity of graphic objects
becomes the problem of calculating the similarity of
SRGs. If the source sketchy object (SSO) drawn by the
user is part of the candidate regular object (CRO) pre-
defined in the database, there must exist a legal mapping
from the nodes of the source SRG to those of the can-
didate SRG. A legal mapping means a mapping under
which each primitive component of the SSO has the same
properties as its corresponding primitive component in
the CRO and the spatial relationship between every two
primitives of the SSO is the same as that between their
corresponding primitives of the CRO. We calculate the
similarity of the two graphic objects based on the sim-
ilarity between the matched nodes and edges of their
SRGs. Then we choose the maximal similarity under all
legal mappings as the similarity between the SSO and
the CRO.

In the rest of this section, we first introduce several
representative spatial relations between the primitives
and then give a formal definition to SRG of a graphic
object in detail. Finally, we describe a similarity metric
used in our SmartSketchpad system.

4.1 Spatial relations of graphic primitives

The primitive component in a graphic object can be line
segment, arc segment, or ellipse. We denote the type set
as ΣT={TLine, TArc, TEllipse}. Given two graphic prim-
itives P1 and P2, the spatial relation R between them
can be expressed as an ordered pair P1RP2. We first
introduce spatial adjacency relation (SAR), which is a
relation of spatial proximity between two objects. We
define five typical SARs, which are also illustrated in
Fig. 1.

(i). Interconnection (RIC): P1 and P2 have a common
endpoint, or two ellipses joined together (Fig. 1a). An
interconnection relation is symmetric.

(ii). Tangency (RT ): The endpoints of P1 are quite close
to (or touching) some inner points of P2, or a line seg-

                 
                       

c

d

e

a

b

Fig. 1a–e. Examples of spatial adjacency relations, with
joint points drawn in thick black

ment is tangent to an ellipse Fig. 1b). A tangency rela-
tion is asymmetric.

(iii). Intersection (RIS): If P1 and P2have common in-
ner points (Fig. 1c), we define P1RISP2. An intersection
relation is symmetric.

(iv). Parallelism (RP ): P1 and P2 are line segments and
are approximately parallel within a sufficiently close dis-
tance (Fig. 1d). A parallelism relation is symmetric.

(v). Concentric (RC): The centers of two ellipses/circles
are sufficiently close (Fig. 1e). A concentric relation is
symmetric.

We denote the five representative SARs as a set
ΣR = {RIC , RT , RIS , RP , RC}. As shown in Fig. 1,
SARs are insensitive to rotation.

However, the SARs are not sufficient to distinguish
the possible spatial relations among graphic primitives.
For instance, we cannot distinguish the relative sequence
of the three parallel lines in Fig. 2a and the inner el-
lipse in Fig. 2b by using SAR only. Also, we cannot tell
the tangency relation in Fig. 2c from that in Fig. 2d
since they have the same type of SAR, but with dif-
ferent relative directions. Hence, we introduce relative
position relations (RPR) to solve this problem. To sim-
plify this problem, we define some reference directions
such as horizontal, vertical, and two diagonal directions.
According to these directions, we can determine the “be-
fore” relation (a specific RPR) of parallelism and differ-
ent tangency relations. If P1 appears before P2 along
the reference direction, we will denote this specific RPR
as P1RBEFP2. RPRs depend on the reference direction
and are sensitive to rotation. Using RBEF , we can easily
solve the above-mentioned problem.

One thing that should be emphasized is that the
thresholds to judge SARs are set differently for the SSO
and the CRO. Due to the imprecision of user inputs
of the SSO, sometimes the adjacency relation is very
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ambiguous to judge. Figure 3 shows such an example.
The user-intended relation between the line segments is
interconnection. However, the user draws the lines im-
precisely and the two line segments intersect at angles.
Thus the relation between these two graphic primitives
will be misjudged as an intersection and hence cannot be
matched to the correct CRO. One solution is to make the
relations not mutually exclusive. We set the thresholds
loosely so that the relations could be easily met. Thus
there will be several relations forming a relation set for
an ambiguous situation. If the actual relation obtained
from the CRO is a member of the relation set, we re-
gard that mapping as successful. The SARs among the
graphic primitives of the CRO are still mutually exclu-
sive and they are judged by strict conditions since they
are created formally with less noise.

4.2 Spatial relation graphs and their matching

The SRG of an object is a graph with its nodes represent-
ing the graphic primitives of this object and its edges rep-
resenting the spatial relations between these primitives.
Based on this representation, matching of two objects is
done by matching their SRGs. Two SRGs are considered
matched (as a perfect or less perfect match) if all or most
of their corresponding nodes are matched (of the same
type of primitive object) and all corresponding edges are
matched (of the same type of spatial relation). As men-
tioned above, matching of two graphs is a highly complex
process. To reduce the computational cost of matching
two SRGs, we propose a constrained partial permuta-
tion strategy in which certain denying constraints are
used to prune many illegal mappings (between corre-
sponding nodes and edges) earlier in the enumeration
process. Next, we first introduce some definitions and
then present this strategy in detail.

Definition 1.Spatial relation graph (SRG): A SRG is de-
fined as a 7-tuple G = (V,E, TA, TE , E′, GE , PE), where

(i). V is the set of graph nodes.

(ii). E ⊆ V × V is the set of graph edges.

(iii). TA : V → AV is a function assigning attributes to
the nodes, where AV is an attribute set including the
graphic primitive type set ΣT , the degree of each node,
etc.

(iv). TE : E → ΣR/2ΣR is a function assigning labels to
the edges, where ΣR is the symbolic label set of SARs

a c db
Fig. 2a–d. Examples of spatial adjacency relation that we
cannot deal with

Fig. 3. An ambiguous relation: interconnection or intersec-
tion?

A

B

C

D

E
E

B

A C

D

a b

RIC

RPA

RT

Line

Arc

Fig. 4. a An exemple graphic object with five components
and b its SRG representation

defined in Fig. 1, i.e.,ΣR = {RIC , RT , RIS , RP , RC} and
2ΣR is the power set of ΣR. For a candidate object, TE
is defined as TE : E → ΣR. But for a source object,
TE is defined as TE : E → 2ΣR, since the relationship
between two primitives in the user-drawn object can be
ambiguous and can be any combination of the members
in ΣR.

(v). E′ ⊆ E and E′ = {(v1, v2)|v1, v2 ∈ V, (v1, v2) ∈
E, and v1RP v2, or v1RT v2, or v1RCv2}.

(vi). GE is a function defined as GE : E′ → Σg, where
Σg is the symbolic label set of the four reference direc-
tions, which are horizontal, vertical, and two diagonal
directions.

(vii). PE is defined as PE : E′ → {−1,+1}, where
PE((v1, v2)) = +1 if v1RBEF v2 or −1 if v2RBEF v1, re-
spectively.

For example, considering the graphic object in Fig. 4,
whose components are labeled as {A,B,C,D,E}, its
SRG representation is G = {
V = {A,B,C,D,E},
E = {(A,B), (A,C), (A,D), (B,C), (B,D), (B,E),

(C,D)},
TA = {(A, TLine), (B, TLine), (C, TLine), (D,TLine),

(E, TArc)},
TE = {((A,B), RIC), ((A,C), RPA), ((A,D), RIC),

((B,C), RIC), ((B,D), RPA), ((B,E), RT ),
((C,D), RIC)},

E′ = {(A,C), (B,D), (B,E)},
GE = {((A,C), Horizontal), ((B,D), V ertical),

((B,E), V ertical)},
PE = {((A,C), 1), ((B,D), 1), ((B,E), 1)}}.
Definition 2. Partial match: Given two SRGs
G1 = (V1, E1, TA1, TE1, E

′
1, GE1, PE1) and G2 = (V2,

E2,TA2,TE2,E
′
2,GE2,PE2), define m = ||V1||, n = ||V2||,

and m ≤ n. Define V1 = {v11, v12, . . . v1m} and
V2 = {v21, v22, . . . v2n}. For a given function
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f : [1 . . .m] → [1 . . . n], satisfying ∀i, j ∈ [1 . . .m],
where i �= j, f(i) �= f(j), define

(i). FV : V1 → V2 as FV (v1i) = v2f(i), for any i ∈
[1 . . .m].
(ii). FE : E1 → V2 × V2 as FE((vi, vj)) =
(FV (vi), FV (vj)), where (vi, vj) ∈ E1 for any i, j ∈
[1 . . .m].
G1 is partially matched with G2, denoted by G1PMfG2,
if the following constraints are met:
Constraint 2.1: ∀v ∈ V1, TA1(v) = TA2(F (v)).

Constraint 2.2: ∀e ∈ E1, FE(e) ∈ E2.

Constraint 2.3: ∀e ∈ E1, TE1(e) ⊇ TE2(FE(e)).

Constraint 2.4: ∀ei, ej ∈ E′
1 where GE1(ei) =

GE1(ej), GE2(FE(ei)) = GE2(FE(ej)), PE1(ei) ·
PE2(FE(ei)) = PE1(ej) · PE2(FE(ej)).

Obviously, partial match is an asymmetric relation and
depends on the function f . The derived function FV
gives a mapping from the graphic components in the
SSO to those in the CRO. The derived function FE gives
a mapping from each spatial adjacency relation in the
SSO to that in the CRO. Constraint 2.1 checks whether
each graphic primitive type is preserved after mapping.
Constraints 2.2 and 2.3 check whether each spatial ad-
jacency relation between graphic primitives in the SSO
is “acceptable” to the CRO. If the actual relation in the
CRO appears in the SSO, this mapping will be accepted.
Constraint 2.4 checks whether the relative position rela-
tions inside the same group are preserved after the map-
ping regardless of the reference direction. For example, in
Fig. 5 we find two graphic objects and their SRG repre-
sentations. Figure 5e demonstrates the partial matching
between the two graphic objects.

Now, the problem of whether the SSO is a part of
the CRO can be solved in the following steps.

Step 1: Obtain the SRGs of the SSO and the CRO, de-
noted by G1 and G2, respectively.

Step 2: Denote the numbers of nodes in G1 and G2 by
m and n, respectively (i.e., m = ||V1|| and n = ||V2||),if
m ≤ n, enumerating all possible functions f : [1 . . .m] →
[1 . . . n], satisfying ∀i, j ∈ [1 . . .m], where i �= j, f(i) �=
f(j).

a b c d

e

RIC

RT

Line

Ellipse

Matching

Fig. 5a–e. Example of partial match of SRGs

Step 3: If there exists such a function f satisfying
G1PMfG2, we regard the SSO as part of the CRO. Oth-
erwise, we regard the SSO as not part of the CRO.

Obviously, to enumerate all such functions f is equiv-
alent to a partial permutation problem. This classical
problem has a computational cost as high as Pmn . How-
ever, since most permutations are illegal mappings, they
can be neglected directly during the permutation pro-
cess according to the four constraints we have defined
for partial match. Hence, this partial permutation is a
constrained one and referred to as a constrained partial
permutation. Its computational cost can be controlled
under an acceptable size, which mainly depends on var-
ious combinations of the SSO and CRO themselves. As
shown in our experiments, this strategy is practical for
real-time interaction in our prototype system – SmartS-
ketchpad.

Definition 3. Constrained partial permutation: Given
two positive integers, m and n, m ≤ n. Select m in-
tegers from [1 . . . n] and then rank them in a list, de-
noted by B1B2 . . . Bm, where 1, 2, . . . , k, . . . ,m are the
positions in the list and B1, B2, . . . , Bk, . . . Bm are the
values (1 . . . n) at these positions in the list. Enumerate
all possible such lists so that they satisfy one or both of
the following two constraints:
Constraint 3.1: i cannot be inserted into place k, that is,
Bk �= i.
Constraint 3.2: If i has been inserted into place k, j can-
not be inserted into place t, that is, if Bk = i, then
Bt �= j, where i, j ∈ [1 . . . n]; k, t ∈ [1 . . .m].

The first constraint rejects some permutations by
matching two vertices between G1 and G2, that is, the
i-th vertex in G2 (the i-th component of CRO) cannot
match the k-th vertex in G1 (the k-th component in
SSO). We refer to it as the single denying constraint,
written in a 2-tuple (i, k). The second constraint rejects
some permutations by matching two edges between G1
and G2. We refer to it as the pair denying constraint,
written in a 4-tuple (i, k) − (j, t).

We transform the partial match problem between
SRGs into a constrained partial permutation problem.
Let m = ||V1|| and n = ||V2||. We obtain the denying
constraints (i.e., find the (i, k) pairs for the first deny-
ing constraint and the 4-tuples for the second denying
constraint) gradually during the enumerating process.
Given a permutation B1B2 . . . Bm, we can derive a func-
tion f : [1 . . .m] → [1 . . . n], where f(i) = Bi for any
i ∈ [1 . . .m], and we can obtain the two denying con-
straints according to the following steps.

Step 1: If f is rejected by Constraint 2.1, there must
exist i, i ∈ [1 . . .m], satisfying TV 1(v1i) �= TV 2(v2f(i))).
Thus we obtain a single denying constraint (Bi, i).

Step 2: If f is rejected by Constraint 2.2 or 2.3, there
must exist i, j ∈ [1 . . .m], where (v1i, v1j) ∈ E1, satisfy-
ing (v2f(i), v2f(j)) /∈ E2, or there must exist an R ∈ ΣR,
so that R ∈ RE2((v2f(i), v2f(j))) and R /∈ RE1((v1i, v1j).
Thus we obtain a pair denying constraint (Bi, i)−(Bj , j).
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In order to acquire all possible permutations, we re-
gard B1B2 . . . Bm as an m-digit n-cardinality integer
(i.e., Bk can be a number between 1 and n), in which
all digits are different, and then enumerate all such m-
digit integers from the smallest, i.e., 123 . . .m, to the
largest, i.e., n(n − 1)(n − 2) . . . (n − m + 1). Each time
we give its next permutation by finding the smallest m-
digit number larger than the current one. The denying
constraints will be generated gradually. If the current
permutation is b1b2 . . . bk−1ibk+1 . . . bm, an m-digit n-
cardinality integer with no equal digits, and it is rejected
by the single denying constraint (i, k), we directly skip all
permutations with the form b1b2 . . . bk−1iBk+1 . . . Bm,
where Bx (x = k + 1 . . .m) belongs to the set of
{1, 2, 3, . . . n} − {b1, b2, . . . bk−1, i} and Bp �= Bq (p, q =
k + 1 . . .m), since these will definitely be illegal map-
pings between G1 and G2. If the current permuta-
tion is b1b2 . . . bk−1ibk+1 . . . bt−1jbt+1 . . . bm, where t >
k, and it is rejected by the pair denying constraint
(i, k) − (j, t), we directly skip all permutations with
the form b1b2 . . . bk−1ibk+1 . . . bt−1jBt+1 . . . Bm, where
Bx (x = t + 1 . . .m) belongs to the set {1, 2, 3, . . . n} −
{b1, b2, . . . bk−1, i, bk+1, . . . , bt−1, j}. When this is done,
many illegal mappings (permutations) can be pruned di-
rectly in the enumerating process.

4.3 Similarity metric

From the above discussion we know that, given an SSO
and a CRO represented by their SRGs G1 and G2,
respectively, each legal mapping/permutation B corre-
sponds to a full match of G1 in G2, i.e., full match of
the SSO in the CRO. Hence we can calculate the simi-
larity (both visual and structural) between the SSO and
the CRO based on the match of their spatial relations
and corresponding graphic primitives in the match. Intu-
itively, the overall similarity of two composite objects is
a weighted sum of the similarities of their corresponding
primitive objects. For two SRGs, their similarity can be
decided by the mapping that can generate the maximum
similarity among all possible mappings.

For simplicity, we first define the similarity of two
matched primitives P1 and P2 according to the relative
difference of their length, e.g.,

Sim(P1, P2) =
min(L(P1), L(P2))
max(L(P1), L(P2))

, (1)

where L(P ) is the length (for line/arc segment) or
perimeter (for ellipse) of a graphic primitive P . Note
that the similarity value defined in Eq. 1 is normalized
(e.g., between 0 and 1).

Next, the similarity between G1 and G2 in a given
match (legal mapping/permutation B) is denoted by
SimB(G1, G2) and defined as the weighted sum of the
similarities of all pairs of matched primitives, as follows.

SimB(G1, G2) =
m∑
1

wiSim(P (v1i), P (v2Bi
)), (2)

where P (v1i) is the primitive at the i-th node in G1
(denoted by v1i), and P (v2Bi

) is the primitive at the
matching counterpart of v1i in G2 (denoted by v2Bi

),
and wiis the weight of P (v1i), defined as follows:

wi =
L(P (v1i))
m∑
j=1

L(P (v1j))
, i ∈ [1 . . .m], v1i ∈ G1. (3)

Then, the final similarity between G1 and G2 (and be-
tween their corresponding SSO and CRO) is defined as
the maximal similarity between G1 and G2 under all
possible mappings/permutations, as follows:

Sim(G1, G2) = max
B∈ψ(G1,G2)

SimB(G1, G2), (4)

where ψ(G1, G2) is the set of all legal mappings (permu-
tations) between G1 and G2.

The above similarity metric between SSO and CRO
is employed to rank the candidate objects that a user
intends to draw by sketching a freehand rough object
in our experiments presented in the next section, from
which we can see that the recognition performance is
fairly good.

5 Experimental results

5.1 Experimental environments

In this experiment, we simulate the sketch-based graph-
ics input and recognition process in practical applica-
tions. First, 97 composite graphic objects, as shown
in Fig. 6, are created to form a database. All these
graphic objects have no more than 15 components. Sec-
ond, we use these objects to generate queries randomly
and match these queries with those in the database. For
a given graphic object, which has m components, we de-
note the width and height of the object as w and h,
respectively. A query is generated according to a noise
rate τn, which is used to simulate the drawing noise, and
a completion rate τC , which is used to simulate the in-
complete form.

Algorithm 2: Query generating: Given a graphic object
with m components and its completion rate τC :

Step 1: Randomly select m ∗ τC components.

Fig. 6. Composite graphic objects we created for experimen-
tation
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a b
Fig. 7a,b. An example of generated query object from a
regular object

Step 2: Simulate noise for each component.

Step 2.1: Randomize a horizontal shifting factor ιH and
a vertical shifting factor ιV between −τn and +τn. Then
shift this component by ιHw horizontally and by ιV h
vertically.

Step 2.2: Randomize a random scaling factor ιS between
1 − τn and 1 + τn, and then rescale the component ac-
cording to ιS .

Step 2.3: For each component, generate a random rota-
tion factor ιR between −τnπ and τnπ, and then rotate
the component according to ιR counterclockwise.

Step 3: Combine these m ∗ τC components as a whole
group, then shift, rotate, and rescale this group, ran-
domly, to form a query q.

Figure 7a shows a regular object stored in the
database, and Fig. 7b is the generated query object for
this regular object at τC = 0.9 and τn = 0.1.

For the i-th object in the database, we can generate a
query qi randomly according to τn and τC . Next, we rank
all CROs in the database according to their similarities
to qi in descending order. Denote the position of the i-
th object itself in the ranking list by Ranki, e.g., Ranki
equals 2, that is, the i-th object has the second highest
similarity to the query qi. The recall rate Rn is defined
as

Rn =
Total Query Count∑

i=1

RANK≤n(qi)
Total Query Count

,(5)

where (6)

RANK≤n(qi) =

{
1 if (RANKi ≤ n)
0 if (RANKi > n)

(7)

5.2 Performance evaluation

The experimental environment is Pentium III 450 CPU,
256 MB memory, Windows 2000, Visual C++ 6.0. In the
experiment, τn is set to 0, 0.1, and 0.2, respectively, to
simulate different drawing situations. τn = 0 is set to
simulate a very formal drawing, which has a little noise.
τn = 0.1 is to simulate an ordinary user-sketched draw-
ing, which has some noise. τn = 0.2 is to simulate a very
sketchy drawing, which has much more noise when the
user draws freely. On the other hand, τC increasess from

a

b

c

Fig. 8a–c. Performance comparison between SRG-based ap-
proach and point-topology- based approach

0.5 to 1.0, simulating different completion status. Ri is
defined in Eq. 5. Ri as a percentage of different τn and
τC is shown in Fig. 8.

From Fig. 8 we see that SRGs are relatively sensi-
tive to noise when there are relatively few graph nodes
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Table 1. Time (in milliseconds) used in the graphics recognition process (m is the number of query object components and
n the number of database object components)

�����m
n

2 3 4 5 6 7 8 9 10 11 12 13 14

2 0.41 0 0.20 0.19 0.08 0.08 0.22 0.11 0.14 0.06 0 0.36 0
3 0.03 0.07 0.15 0.27 0.11 0.09 0.09 0.39 0.29 0.59 0 0.29
4 0.15 0.12 0.09 0.12 0.20 0.14 0.41 0.35 0.28 0.28 0.83
5 0.12 0.11 0.25 0.27 0.41 0.70 1.07 0.54 0.77 3.08
6 0.16 0.16 0.30 0.50 0.88 1.01 0.36 4.02 5.90
7 0.14 0.25 0.73 0.72 1.08 0.21 2.13 5.86
8 0.33 1.23 2.43 3.51 3.33 54.62 26.08
9 0.56 1.76 1.54 0 4.8 106.32

10 3.11 1.34 0.67 0.33 1
11 1.67 40 0 1.25
12 10 0 0
13 20 80.25
14 7.5

a b

Fig. 9. Performance evaluation of SRG-based composite
graphic object recognition approach

c

(i.e., when a few components have been drawn). As more
components have been drawn (i.e., as the object is more
complete), higher recall rates can be achieved. We also
see that, when noise is relatively small (τn = 0 or 0.1),
the sketchy graphic object can be successfully recognized
before it has been drawn completely. For instance, when
a user has drawn 80% of his/her intended object with
τn = 0.1, the rate of successful recognition is above 80%.

Hence we can draw the conclusion that our approach
can achieve good performance under noise for incom-
plete sketchy input.

The time cost used in the recognition process is also
a factor of great concern for evaluating our approach’s
performance. Especially in our real-time interactive en-
vironment, the time cost should be as small as possible.
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The time cost in milliseconds of our approach is listed in
Table 1.

In Table 1, the blank cells mean that we do not cal-
culate them since the value of m (number of components
in the query object) is bigger than that of n (number of
components in the object in database), and this conflicts
with the definition of partial matching in Definition 2.
The zero values in Table 1 are very small real numbers.
From Table 1 we find that the maximum time used is
106.32 ms and the minimum time used is far less than
1 ms. Generally, the time cost is much smaller than one
tenth of a second. The performance is sufficiently fast for
real-time interaction.

We have also compared the performance of the ap-
proach proposed in this paper with the previous algo-
rithm used in our prototype system [35], which mainly
used the dominant feature points’ distribution (referred
to as point topology) information [21]. The comparison
results are illustrated in Fig. 9. From Fig. 9 we find that
the former approach is very sensitive to noise and can-
not support the partial matching as well as the SRG-
based approach. When there is no noise and the input
is completed, the average recalls of the two approaches
are almost equal. But on average, SRG has better per-
formance and has some immune ability to noise to some
extent.

6 Conclusions

In this paper, we have proposed a spatial relation graph
(SRG) for composite graphic object representation and
developed an SRG-based approach to composite graphic
object recognition. Specifically, we have developed a con-
strained partial permutation strategy to prune illegal
cases and hence reduce the computational cost of match-
ing two SRGs. From the experiment results, we can see
that our strategy is practical in real-time sketch-based
graphics input and recognition systems.

As a structural (or topological) representation of
composite graphic objects, SRG has been proved in our
experiments to be effective for precisely matching com-
posite graphic objects, even when there is moderate
noise in the input object and when the input object is
not completely drawn. SRGs are relatively sensitive to
noise when few components have been drawn. As the
object becomes more complete, higher recall rates can
be achieved. This means that the SRG-based approach
can predict a user’s intended object from an incomplete
input when the noise is relatively small. Compared with
our previous approach, which was based on the point
topology of graphic objects, the SRG-based approach
is more immune to noise and has a better performance
when the input is not complete. Hence we conclude that
the SRG-based approach is both efficient and effective
for online graphics recognition systems, e.g., our sketch-
based graphics input system [35].

However, the spatial relations we enumerated in this
paper may not be enough to represent all spatial rela-
tions in all types of graphic objects. In some very rare
cases, the matching time is still very high for real-time

interaction. Therefore, in our future work, more spatial
relations should be investigated and the constrained par-
tial permutation strategy should be improved further to
prune more illegal mappings earlier.
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