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Abstract
With the improvement of human life quality, life expectancy generally increases. As a result, more and more elderly people 
living alone appear. Recently, the safety problems of the elderly living alone have attracted more and more attention from 
the public. Due to living alone, the elderly cannot be found at the first time when an accident occurs indoors or out, and 
the rescue time is delayed. This article proposes a way to use the speed up module to realize real-time face detection on the 
Raspberry Pi and optimize the processing of PIR sensor signals and write a logic system based on the camera and PIR signals 
to record and analyze the life of the elderly living alone and warning system to their family members.
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1  Introduction

With the improvement of human life quality, life expectancy 
generally increases. As a result, more and more elderly peo-
ple living alone appear. Recently, the safety problems of the 
elderly living alone have attracted more and more attention 
from the public. Due to living alone, the elderly cannot be 
found at the first time when an accident occurs indoors or 
out, and the rescue time is delayed. On the one hand, due to 
work and other reasons, family members such as children 
cannot pay attention to the activities of the elderly at home 

all the time. On the other hand, existing monitoring equip-
ment in the market also requires high price and complicated 
operation and installation. These reasons make busy fam-
ily members worry about the elderly while working, which 
increases a great burden of life.

There are already many smart house monitoring devices 
on the market, the more famous ones are Switchbot and TP-
Link series products like TL-IPC433M-4-W10 and DB52C 
DB52C. Among them, TL-IPC433M-4-W10 has high-defi-
nition video quality and movement recognition function and 
can use Wi-Fi to store video in the cloud, but it cannot rec-
ognize the identity of the people who make the movement. 
The TP-Link smart doorbell can only identify the people in 
the porch outside the door but cannot continuously monitor 
the residents’ indoor behavior. Switchbot has many sensors, 
including open/close sensor, motion sensor, and security 
camera modules for residents to choose and assemble. But 
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in fact, the assembly and operation are complicated for resi-
dents and the price of a complete set of products is expen-
sive. These reasons have led to the inapplicability of the 
systems sold on the platforms above to the safety monitoring 
of elderly people living alone.

According to the above problems, this paper designs a 
safety system for the elderly living alone based on low-cost 
sensors and Raspberry Pi, to help alarming the danger of the 
elderly and reduce the concerns of their relatives. We first 
use the acceleration module to enable the common two-stage 
facial recognition system to run in real time on the rela-
tively weak Raspberry Pi. Second, we use the time interval 
to optimize the signal of the PIR sensor to better record the 
resident’s actions indoors. Finally, we wrote a set of logic 
for analyzing the resident’s activities based on the signals of 
the above two sensors, to help record the life of the elderly 
living alone and warn of possible dangers.

The structure of this article is as follows: Sect. 1 is the 
introduction. Section 2 details the various parts of the sys-
tem. Section 3 introduces the performance of various parts 
of the improved system and the results of real-time use. 
Finally, Sect. 4 gives a summary.

2 � System composition

The system proposed in this paper is mainly composed of 
four parts, facial recognition, motion recognition (PIR), 
information judgment system, and message sending system, 
which is shown in Fig. 1. Facial recognition and motion 
recognition, as the perception of the whole system, are used 
to accept changes in the home situation, and the information 
judgment system can detect the number of residents and ten-
ants in the room, resident activity signs, etc., based on the 
feedback analysis of the two, and finally the information 
system passes through the server and sends it to the private 
mobile phone of the family members. The principle of each 
part will be explained in detail below.

2.1 � Camera facial recognition

The baseline structure of the facial recognition part mainly 
contains two parts, and the structure diagram is shown in 
Fig. 2(a).

Its tasks include finding the presence or absence of 
faces in incoming frames, and then comparing the recog-
nized faces to the faces of residents stored in the database 
to determine whether the person recognized in the hall is a 
registered resident. We will briefly explain it in Sect. 2.1.1.

However, when this baseline is running on the Rasp-
berry Pi, due to the poor computing power of low-priced 
hardware, the running speed is very limited and cannot 
meet the real-time detection requirements required by the 
system. Therefore, we proposed a structure using tracking 
accelerate module on this baseline, as shown in Fig. 2(b), 
so that the facial recognition module can achieve real-time 
detection while maintaining accuracy.

2.1.1 � Related work: two‑stage detection structure

In the face detection part, we choose the YuNet [1] model, 
which is used by the face detection library libfacedetec-
tion. The anchor-based face detector generates square 
anchors on feature maps of four scales. The smallest 
detectable face is 10 × 10 and the largest face is 256 × 256. 
In addition to the positioning of the face, the original 
author also marked 5 key points of the face (left and right 
eyes, nose tip, left and right mouth corners), which added 
the multi-task ability of key point detection to the model.

For the face recognition part, we use the SFace [2] 
model to extract features, which is a MobileNet [3] light-
weight model supervised by a hypersphere loss function 
(SFace) and trained on a dataset of millions of celebrities. 
The dataset of millions of celebrities [4] is used to train 
the face recognition model after data cleaning using the 

Fig. 1   System composition, 
including the sensor part: 
camera and PIR sensor, system 
carrier Raspberry Pi, server
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meta-learning-based adaptive label noise cleaning algo-
rithm [5], which improves the performance of the face 
recognize model.

We first set the input frame of the camera into YuNet [1] 
to find out whether there is a human face and its existing 
area, and then use the detected YuNet [1] output face area as 
input and using SFace [2] extracts the features and matches 
them with the resident’s face stored in the system. Face fea-
ture comparison calculates the distance between features to 
determine whether different face images belong to the same 
identity, to identify whether the person in the current video 
frame is a registered ID resident.

2.1.2 � Improvement: speed up module

From the above, we have trained two models to form a 
two-stage face detecting and recognizing structure with the 
related work, but it still cannot be used in real-life condition. 
Even these several modules can be called from OpenCV 
directly, the structure cannot achieve the running speed of 
real-time (around 30fps) deployment on the Raspberry Pi. 
The size of YuNet [1] detected as the first step is only 337 K, 
and when the input image size is 160 × 120, it can reach 
160FPS on the Raspberry Pi 4B. Meanwhile SFace [2] still 
needs a lot of computing resources. When the input size is 
112 × 112, SFace’s performance on the Raspberry Pi is only 
10FPS, which cannot achieve the real-time requirements.

To make the entire detection meet the real-time require-
ments, we added a tracking acceleration module to reduce the 
calculation time of SFace [2], as shown in Fig. 2(b). 

The return value of YuNet [1] is a quaternion array (x, y, w, 
h), where (x, y) is the upper left anchor point of the bounding 
box of the detecting face, and (w, h) is the length and width of 
the bounding box. The example of YuNet [1] output param-
eters is shown in Fig. 3.

From this, we can calculate the center position of the 
bounding box of the adjacent input two frames of faces:

(1)(cx, cy) =
(

x +
w

2
, y −

h

2

)

a. baseline structure

b. Improved structure with tracking accelerate module.

Fig. 2   Facial recognition model structure

Fig. 3   YuNet [1] output parameters used in tracking accelerate 
model, a shows the time t output and b shows the time t’ output as 
example
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Further, we can calculate the absolute distance square in 
the bounding box of the face at time t and the bounding box 
at time t + 1, and when

we consider that the face bounding boxes in these two 
frames belong to the same face. When there are multiple 
faces in two adjacent input frames, and the bounding boxes 
of different faces are relatively close, we regard the bound-
ing box with a smaller Fdistance in the next frame as the same 
face recognition. Compared with SFace’s large amount of 
calculation per frame, the calculation of this tracking module 
is so small that it will not have a significant impact on the 
number of frames (only fluctuating at 1 ~ 2FPS).

2.2 � Sensing with PIR sensor

We use a cheap sensor, HC-SR501 PIR Sensor, as a detection 
sensor for residents’ indoor movement, HC-SR501 is based 
on infrared technology, automatic control module, using 
Germany imported LHI778 probe design, high sensitivity, 
high reliability, ultra-low-voltage operating mode, widely 
used in various auto-sensing electrical equipment, especially 
for battery-powered automatic controlled products.

2.2.1 � Principle and assembly with Arduino

PIR sensors are specifically designed to detect levels of 
infrared radiation. At temperatures above absolute zero (0 
Kelvin/-273.15 °C), the human body releases heat energy 
in the form of infrared radiation. The hotter an object is, the 
more radiation it emits. Therefore, when a human resident is 
active in the house, the PIR sensor will change the reading 
due to the proximity of the human body. We use this output 
to detect the resident’s actions.

A PIR sensor consists of two main parts (Fig. 4):

1.	 A pyroelectric sensor, which you can see in the image 
below as a round metal with a rectangular crystal in the 
center.

(2)Fdistance =
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)2
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2.	 A special lens called a fresnel lens, which focuses the 
infrared signals on the pyroelectric sensor.

The principle of PIR conversion signal is not the focus 
of this article. You can check in the PIR sensor website [6].

2.2.2 � Processing PIR sensor signals

When the PIR sensor detects the motion of the object, there 
are two trigger modes to determine its output, which are:

One-trigger mode: sustained motion will result in a one 
trigger.

Multiple-trigger mode: constant movement will cause a 
series of triggers.

In one-trigger mode, the output goes HIGH as soon as 
motion is detected and remains HIGH for a period deter-
mined by the time-delay potentiometer. Further detection 
is blocked until the output returns to LOW at the end of the 
time delay. If there is still motion, the output will go HIGH 
again, so Movement 3 is completely ignored. In model (b), 
the output goes HIGH as soon as motion is detected and 
remains HIGH for a period determined by the time-delay 
potentiometer. Unlike single trigger mode, further detection 
is not blocked, so the time delay is reset each time motion is 
detected. Once the motion stops, the output returns to LOW 
only after a time delay [4].

The board comes with a berg jumper (some modules have 
a solder bridge jumper) allowing you to choose one of two 
modes: L and H, details shown in Fig. 5.

But in actual use, whichever mode of signal output we 
use, the signal of the PIR sensor will still be interrupted to 
varying degrees due to the length of time the resident stops.

Fig. 4   PIR sensor composition

(a) One trigger mode

(b) Multiple trigger mode

Fig. 5   Two trigger modes of PIR sensor output, the x-axis represents 
the time axis, the signal trigger time is assumed to be 2 s, a black cir-
cle stands for an independent movement
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Therefore, we set up a default time while receiving the 
signal on the Raspberry Pi. Taking the test site as the toilet 
as an example, we set the default time for the resident to go 
to the toilet as a maximum of 30 min. Within 30 min of the 
start of the signal, we will default to the same movement for 
subsequent simple signals. Since the purpose of PIR is only 
to detect whether the resident has not moved for a long time 
when he is alone at home, the error of the number of actions 
is negligible in signal processing.

2.3 � Judgment system

When the system on the Raspberry Pi receives the real-time 
information from the camera and PIR sensor, it will make a 
judgment based on the current status of the registrants (resi-
dent, family, guest) in the system and make a corresponding 
status change of the registrant. This section mainly describes 
how the system judges it.

It should be emphasized that the primary task of our sys-
tem is not to monitor the elderly people living completely 
and accurately alone at home, but to analyze potential dan-
gers that require early warning through sensor information. 
The camera is only used in the hall area, focusing on peo-
ple’s face information to record their identify and in and 
out status.

Meanwhile, the PIR sensor is set in places where there 
must be activity for people in a period. PIR sensor can 
cover a small space, so places such as kitchens, toilets, and 
balconies are suitable for placing it to detect the resident’s 
movements. The toilet above is just an example. In actual 

application scenarios, it will be updated in additional rooms 
according to the conditions of the house.

It should also be emphasized that the PIR sensor will 
only be used by the system to predict and record the user’s 
behavior when the elderly user is at home alone. This is 
because the main purpose of the PIR sensor is to predict 
the situation when an elderly person accidentally loses their 
mobility when they are alone at home, so as to give early 
warning of potential danger to their family members. When 
there are multiple people in the room, visitors can help the 
user better than our system in such accidents.

2.3.1 � Installation of camera

The camera is set on the right side of the resident’s exit 
direction Fig. 6(a).

The camera we use is Logitech C615N, which is cus-
tomized for convenience and can be modified at any time 
as needed. The viewing angle is 78 degrees, and the effec-
tive distance is 1 ~ 5 m, so it can actually reach the house 
entrance 6 m, which shown in Fig. 6(b).

Because the system has a higher demand for identity 
confirmation of people entering the home, we appropriately 
tilt the camera toward the door to obtain more and more 
accurate facial information of people entering the home. In 
the test, 5 ~ 10° can better verify the identity of the person 
entering the door while ensuring that the facial information 
of the person leaving the door is detected.

The walking speed of the elderly we assumed is 1 m/s 
for normal people, so the walking time during this area is 
2 ~ 6 s, or 60 ~ 180 frames. Since the camera is placed in 

Fig. 6   A Schematic diagram of setting the direction of the camera, the dotted line range is the view field of the camera. B Detailed data regard-
ing the camera’s angle of view, effective detection distance, and detection area
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the indoor hall area, we default that when the user enters 
the detection area, there is sufficient daylight or sufficient 
lighting in the hall.

2.3.2 � Processing of each sensor signal

This section mainly explains the basis for judging whether 
the registrant is going out or not.

We assume that when the registered resident’s face 
appears in the frame of the camera, the output parameters 
are ( Xbegin, Ybegin, Wbegin, Hbegin ), and the last output param-
eter when resident leaving the camera’s field of view is 
( Xend, Yend, Wend, Hend ), then its displacement value in the 
horizontal direction is:

When the value of Dlevel < 0, it indicates that the detected 
person moves from the right to the left of the camera, which 
means entering the house. Otherwise, it means going out.

2.3.3 � Processing of PIR signal

PIR sensor needs a minute or so to initialize. During ini-
tializing time, it will output 0–3 times. One minute later 
it comes into standby. Therefore, when the PIR sensor is 
just started in 1 min (Bluetooth connection), the system will 
ignore the signal of the PIR sensor.

(3)Dlevel =

(

Xbegin +
Wbegin

2

)

−

(

Xend +
Wend

2

)

2.3.4 � The messages generation

The messages generated by the system according to the resi-
dent status and acquisition are shown in Table 1. Among 
it, resident is the person who uses the system, and visitors 
are the family members and guests of the resident. The cor-
responding situation of the message number is as follows:

n0_000 means normal situation, resident has movement 
at home.

n1_000 means normal situation, visitors come home.
u0_000 and u1_000 stand for resident changes their sta-

tus: coming home or going out.
a0 is for resident at home when something needs to alarm.
a1 is for resident outside when something needs to alarm.
The description part describes the reporting type of the 

information label, the resident’s situation (at home or not), 
and a brief description of the event, among which:

Timing report is report when normal things happen.
Emergency report is warning for resident’s family 

members.
Status (Before) is the resident’s situation before the event 

happens. Detecting Results is what the camera and PIR sen-
sor detected. The two combined determine the type of event 
that occurs. Status (After) is the status change for the resi-
dent and others after the event.

The working StateFlow of the judging system is shown in 
Appendix A (Fig. 11). When the process starts, the system 
will first check the resident’s status, and then judge whether 
there is a registered person (resident, family member and 

Table 1   System messages and corresponding description

Message number Description (kind of report, 
resident at home or not, details of 
what happen)

Status (before) Detecting results Status (After)

n0_000 Timing report, presence, no 
abnormal situation

Resident: at home
no other people

PIR sensor has signal No change

n1_000 Timing report, presence, has visi-
tor, no abnormality

Resident: at home
no other people

Camera detects family or guest Visitor’s status changes to at home

u0_000 Timing report, presence, status 
changing

Resident: outside Camera detects resident Resident’s status changes to at 
home

u1_000 Timing report, going out, status 
changing

Resident: at home Camera detects resident Resident’s status changes to 
outside

a0_001 Emergency report, presence, 
abnormal situation: resident no 
movement

Resident: at home PIR sensor has no signal for a 
long time

No change

a0_003 Emergency report, presence, 
abnormal situation: strangers 
break in

Resident: at home Camera detects stranger No change

a1_002 Emergency report, going out, 
abnormal situation: resident 
stayed out for too long

Resident: outside Camera does not detect resident 
for a long time

No change

a1_003 Emergency report, going out, 
abnormal situation: strangers 
break in

Resident: outside Camera detects stranger No change
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guest) whose status needs to be changed according to the 
information detected by the camera. Then make a timing 
report according to the situation. When the resident has not 
been detected by the PIR sensor for 30 min at home or has 
not returned after going out for 3 h, or someone unregis-
tered break into the home, the system will issue a relevant 
emergency report. The speed of the message generation cir-
culation is same with the camera fps (about 30 rounds per 
second).

2.4 � Message server and smart phone

Different from conventional systems on the market, this sys-
tem is built based on Raspberry Pi. It can not only transmit 
data through Wi-Fi and the server, but also through the SIM 
card on the Raspberry Pi. When the Wi-Fi signal is unavail-
able, the IoT network sends out the messages. When the 
server receives the messages from the Raspberry Pi, it will 
send an alarm to the mobile app of the relatives of the cor-
responding resident according to the system number.

3 � Experiment and result

This section will introduce the general average performance 
of the final running system under long-running conditions 
and the comparison of the modified model network in each 
case, including the running speed, output signal value, and 
comparison with related products.

3.1 � Face recognition comparison

Table 2 shows the performance of state-of-the-art face detec-
tion and recognition models on Raspberry Pi platforms and 
the performance of our proposed model.

In addition, the FPS will also be affected depending on 
the output result. This is due to the error caused by the dis-
tance of facial recognition. When the face recognized in 
YuNet [1] is relatively far away, SFace [2] cannot extract 
enough facial features to match with the facial information 
registered in the library and will identify the resident as an 
unknown person. When the resident moves closer to the 
camera, SFace [2] updates the features to match them.

Therefore, when an unknown person is identified, the sys-
tem designed in this paper will not use tracking accelera-
tion. As a result, the Fps of our proposed method detecting 
unknown person will keep the same with method③ at 5.

Apart from these, robust to face rotate is also improved in 
our method. As shown in Fig. 7, it is the recognition result 
of the method③ and our proposed method for the face of 
different angle.

It can be easily seen from the figure that compared with 
the baseline, our algorithm can identify user’s face from 
more angles.

The reason for this result is that the recognize operation 
will be performed for each recognized face in the method③, 
but the facial features of the side face are not enough for 
SFace [2] to recognize whether it is the resident. And our 
algorithm uses the tracking module, so that the resident can 
be recognized even when the face changes from the front 

Table 2   Performance of different models

Method Face detection Face recognition FPS

① HOG [7] ResNet [9]  < 1
② SSD [8] ResNet [9] 1.5
③ YuNet [1] SFace [2] 5
④ Method③ + speed up module

(our proposed)
27 Fig. 7   Testing in the same test video, the two algorithms identify the 

user’s face from different angles. a Represents the results of method 
③, b represents our method
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face to the side face, to achieve the effect of increasing 
robust to rotate.

After testing the two methods in our test set, the accuracy 
for resident face recognition is shown in Table 3. The accu-
racy rate is calculated as the number of correctly identified 
faces divided by the total number of faces that appeared.

As shown in Table 3, the reason why our method has a 
higher accuracy rate than the baseline in facial identification 
is also shown in Fig. 8.

Even when the user’s face first appears, facial informa-
tion cannot be correctly identified due to insufficient feature 
points. When there are enough features to identify the iden-
tity later, the tracking module will supplement the number 
of frames of the previous unknown face, increasing the accu-
racy of identification. As shown in Fig. 8 (b), the number of 
tracking frames corresponding to the user’s face inherits the 
previous unknown face’s 19.

3.2 � PIR sensor signal

In this section, we will show the difference between the sig-
nal of the PIR sensor after adding the time interval and the 
signal of the original basic setting. For the convenience of 
comparison, in the result display, we set the default time to 
15 s. The result is shown in Fig. 9(a).

In the test, we applied actions at 1 s, 24 s, 41 s, and 57 s 
respectively. We have completed the signal initialization of 
the PIR sensor before the start of the test. The 1 s on the 
X-axis in the figure is the first second of the first PIR sensor 
at the start of the test. Different peak lines represent the PIR 

sensor producing different signals for the same effect on a 
person under different triggering modes.

When the PIR sensor detects the signal, you will see the 
change of the peak in the graph. It is not difficult to see from 
the figure whether it is one-trigger mode or multiple-trigger 
mode, some erroneous noise will be generated. When the 
same action is detected by the PIR sensor, based on its two 
original trigger modes that are too sensitive to the action, 
it will react to the same action 2 to 3 times to change the 
signal and notify the system that the user’s action has been 
detected. This will lead to an increase in the frequency of 
sending information, increase the burden on the system and 
server, and reduce the system’s judgment on the credibility 
of the PIR sensor signal.

When the default time (15 s here) is added to the signal 
processing, the signal will only be triggered once within 
15 s of the detected action, greatly reducing the frequency 
of false alarms.

In addition, we also attached the PIR sensor signal 
record for a long time during the actual use test. During 
the 12 h that were recorded, we performed activities within 
the detection range of the PIR sensor at 4 min, 134 min, 
207 min, 310 min, 461 min, and 699 min. As can be seen 
from Fig. 9(b), the signal of the PIR sensor remains stable 
for a long time, and in the mode with default time, there is 
no multiple fluctuations for a single activity.

So, the addition of default time is helpful for signal pro-
cessing of PIR sensors.

3.3 � Results displayed on the Raspberry Pi

In this section, we will show the results that will appear on 
the output of the Raspberry Pi when there is a situation that 
needs to be reported.

As shown in Fig. 10, each piece of information sent 
by our system to the server is separated by a dotted line. 
Between the two dotted lines is a complete message, which 
includes the following details:

The first line records the signal of the current PIR sensor. 
1 means someone is detected within the range, 0 means there 
is no activity within the range.

The second line records the current time and the specific 
content of the event.

The third to fourth lines are the current system number, 
the message number sent to the server, the time sent to the 
server, and the event number.

The last line is the current indoor personnel situation.

3.4 � Related product comparison

In this section, we compare our system at the current stage 
with the three products mentioned in the introduction and 
analyze the advantages and disadvantages of each product. 

Table 3   Accuracy of the two methods

Method Structure Accuracy %

③ YuNet [1] + SFace [2] 87.81
④ Method③ + speed up module

(our proposed)
94.15

Fig. 8   When at time (A), the user’s face has just been recognized, but 
there are not enough features to be identified; at time (B), when the 
user’s face can be identified, the previously detected face is updated 
simultaneously
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(b) In actual use, the signal fluctuation of the PIR sensor within 12 hours

(a) When the default time is set to 15s, the waveforms generated by the PIR sensor according to the signal in different modes in 

1 minute

Fig. 9   Signal feedback of PIR sensor: when resident’s movement is 
detected by PIR sensor, a crest will be generated. In a, blue repre-
sents the result of the one-trigger mode, orange represents the mul-
tiple-trigger mode, and gray is the feedback result after we added the 

default time. The x-axis represents time(s). In b, blue represents the 
fluctuation of the PIR sensor signal in actual use of our system The 
x-axis represents time(min) (color figure online)

Fig. 10   Analysis results displayed on the Raspberry Pi
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Table 4 lists the differences between the comparison product 
and our system.

The first two rows represent the monitoring system and 
visual doorbell system that are leading sales in e-commerce 
platforms. Compared with our system, TL-IPC433M-4-W10 
can only detect whether there is someone within 5 m outside 
the door but cannot identify the person’s identity. Although 
the DB52C can identify visitors, it requires higher resolu-
tion images for identification, which requires higher camera 
costs. At the same time, like the TL-IPC433M-4-W10, it can 
only detect outside the door, and cannot detect the things 
that may exist indoors. Warning of danger. Both of them 
also need to be connected to indoor Wi-Fi to interact with 
the mobile phone signal, but our product can rely on the SIM 
card provided on the Raspberry Pi to independently interact 
with the server. In addition, only comparing the camera part, 
since our system has lower image size requirements, we can 
use lower cost cameras to save the whole system costs.

The third row is the Switchbot series of products. 
Although the functions are very complete, each part of this 
series of products is separated and sold independently. As a 
result, users need to select the combination modules them-
selves and connect them to their mobile phones one by one, 
which increases the number of elderly users, difficulty of 
use, and cost of sales. In comparison, our products have an 
advantage in price Fig. 11.

4 � Conclusion

As a conclusion, to deal with the increasingly prominent 
safety issues of elderly people living alone, this paper pro-
poses an early warning system based on Raspberry Pi with 
two sensors: camera and PIR sensor. First, the system can 
detect and record the identity of people who visited the 

house through the camera installed in the hall. We propose 
an improved two-stage structure that uses tracking accelerate 
module to speed up face identification to achieve real-time 
identify on the Raspberry Pi. This allows the system to use 
cheaper cameras with slightly lower image quality, thereby 
reducing system costs. Second, the system proposed in this 
paper uses the PIR sensor to detect the user’s necessary 
behaviors to predict the potential danger of the elderly liv-
ing alone being unable to move due to sudden accidents. It 
uses the default time to reduce the frequency of the PIR sen-
sor reporting the same action to reduce the false alarm rate, 
and improve the credibility of the alert to the user’s family. 
Finally, this article proposes a judgment logic based on time 
and two sensor signals to achieve in and out records for the 
elderly living alone and early warning of potential dangers. 
Ultimately, we came up with a system that is cheaper and 
easier to install than similar products in the market.

However, there are still some parts that need to be 
improved when the system is deployed. At present, the angle 
of camera deployment has a great impact on the detection 
results of resident access. But when the detection object of 
the image is multiple people, we still need a more accurate 
and less time-consuming tracking algorithm to maintain the 
accuracy of recognition. At the same time, the PIR sensor 
is based on Bluetooth communication and Raspberry Pi for 
data transmission. The communication quality of the Blue-
tooth channel (distance, interference from obstacles between 
terminals) is also a part that needs to be considered and 
guaranteed in the future.

Appendix

See Fig. 11.

Table 4   Products’ comparison

Product name Image size Detection content Installation Price (JPY)

TL-IPC433M-4-W10 640 Infrared humanoid detection within 5 m, 
mobile detection, no indoor detection

Wireless interface 4500

DB52C 2 k 3-m humanoid detection, no indoor 
detection

Wireless interface 3700

Switchbot 1080 Multi-sensor free choice Free combination, complex 50,000 (basically meet requirement)
Our system 640 3 m visit record, indoor activity record, 

smart alarm
Bluetooth, USB connec-

tion, wireless interface
35,000 (among them, the demand 

for cameras is only ¥3000 web-
cams.)
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