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Abstract
In this paper, we consider a class of variational problems on an unbounded interval of the
real axis. This type of problems arises, e.g., in quantum mechanics and asymptotic control-
lability. The problem is treated in a Hilbert space setting with uniformly and non-uniformly
weighted Sobolev spaces as state spaces. We provide sufficient conditions that a function
from a weighted Sobolev space can be expanded into a Fourier–Laguerre series converg-
ing together with its distributional derivative pointwisely and uniformly. With this result,
the considered variational problem is transformed into a problem in the sequence space of
Fourier–Laguerre coefficients. We develop a Fourier–Laguerre method in these spaces in
order to construct a polynomial approximation scheme for the solution of this problem.

Keywords Weighted functional spaces · Optimal control · Asymptotic controllability ·
Infinite horizon · Fourier–Laguerre series
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1 Introduction

We consider problems in the calculus of variations on unbounded intervals � of the
following structure:

J (y) : =
∫

�

r(t, y(t), y′(t))ω(t)dt + r0y(0) → Min ! (1)

s.t. y ∈ Y .

This type of problems appears in various fields of applications, such as quantum mechanics,
optimal control and asymptotic controllability. From the numerous authors who contributed
to this subject we cite [2–6, 8, 11, 13, 22–28, 30, 31]. In our formulation of the problem

We are deeply impressed by the work of Alexander D. Ioffe and thankful to know him. His papers and
books have a significant influence on our own work.

� Sabine Pickenhain
sabine.pickenhain@b-tu.de

1 BTU Cottbus-Senftenberg, Konrad Wachsmann Allee 1, 03046 Cottbus, Germany

http://crossmark.crossref.org/dialog/?doi=10.1007/s10013-019-00349-3&domain=pdf
mailto: sabine.pickenhain@b-tu.de


618 S. Pickenhain, A. Burtchen

(1), the function space for the state variable is chosen in dependence of � and the weight
function ω. This approach was first motivated by applications in quantum mechanics.

Here, the Hamiltonian principle (or the principle of stationary action) was formulated by
Schrödinger (cf. [19]), as a problem in the calculus of variations in an appropriate (complex)
Hilbert space H . For the one-dimensional harmonic oscillator in quantum mechanics, the
variational formulation is given as follows: We look for the stationary points of the objective

J (ψ) =
∫ ∞

−∞

[
�

2ψ ′2(x)

4m
+ 1

4
(mω2x2 − E)ψ2(x)

]
dx → Min !

Here, m denotes the mass of the particle, k is the force constant, ω =
√

k
m

is the angular
frequency of the oscillator, and � is the Planck constant. From the point of view of quantum
mechanics, we look for those stationary points of the objective for which the wave function
ψ tends to zero for x → ±∞. The solutions of the Euler–Lagrange equation with the
corresponding decay behavior represent the Hermite-functions

ψn(x) =
(mω

π�

) 1
4 1√

2nn!Hn

(√
mω

�
x

)
e− 1

2
mω
� x2

with Hermite polynomials Hn given by the Rodriguez formula

Hn(x) = (−1)nex2 dn

dxn

(
e−x2

)
.

The Hermite polynomials Hn form a complete orthonormal system in the weighted
Lebesgue space L2(R, ω), where the weight function ω is the density function ω(x) = e−x2

and the space of the independent variable � is R. Furthermore, the Hermite polynomials
can be expressed with the aid of Laguerre polynomials,

Lα
n(x) := exx−α dn

dxn

[
e−xxn+α

]
, α > −1, α ∈ R

according to

Hn(x) = (−1)
n
2 2n(n/2) !L−1/2

n/2 (x2)

if n is even and

Hn(x) = (−1)
(n−1)

2 2n

(
(n − 1)

2

)
!xL

1/2
(n−1)

2

(x2)

if n is odd (see, e.g., [32]). Another example represents the treatment of the hydrogen atom
(see [19]). It leads for its radial symmetrical part to a variational problem over � := (0, ∞),
where generalized Laguerre-functions

φn(x) = 1

n!e
−βx/2Ln(x)

with the generalized Laguerre polynomials

Ln(x) := eβx

n!
dn

dxn
(xne−βx)

form the solutions of the corresponding Euler–Lagrange equation. The Laguerre polyno-
mials constitute a complete orthonormal system in L2((0,∞), ω) with ω(x) = e−βx and
β > 0.

A further application arises from the problem of asymptotic controllability of dynamic
systems. We consider a linear system

x′(t) = A(t)x(t) + u(t) a. e. on R+, x(0) = x0,
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and ask for controls u which stabilize the system asymptotically and exponentially. In order
to realize such a control, we introduce a regulator type objective (see [29]),

J∞(x, u) =
∫ ∞

0

1

2

{
xT (t)W(t)x(t) + uT (t)R(t)u(t)

}
ω(t)dt .

It contains the proper weight function ω(t) = eβt , with β > 0. For the state space, we chose
a weighted Sobolev space, W

1,n
2 (�, ω), � = R+, described in the next section. This space

is a separable Hilbert space. The space of controls is a weighted Lebesgue space Ln
2(R+, ω),

which is a separable Hilbert space as well. The choice of the state space ascertains that the
states satisfy a property of Lyapunov type:

|x(t)| ≤ C
√

te− β
2 t ,

(compare Lemma 4). The linear quadratic regulator problem can be treated as a convex
problem in Hilbert spaces. A duality concept of convex analysis is used to construct a dual
problem which yields a problem in the calculus of variations of the form (1) with ω−1(t) =
e−βt as a density function and Y as an appropriate weighted Sobolev space.

One typical approach to solve problems (1) numerically is to cut the time horizon at
T sufficiently large and to replace the problem by a receding horizon problem, compare
[15]. But for a long horizon, the discretization of the time interval [0, T ] generates large
problems those stability has to be shown. Here, we propose an alternative approach, which
was predicted by methods in quantum mechanics. We do not cut the infinite horizon at any
step of the discretization. For a numerical treatment, we propose to expand the solution into
a Fourier–Laguerre series and approximate these series by Laguerre polynomials.

The paper has the following structure: The second section contains important defini-
tions and properties of uniformly and non-uniformly weighted Sobolev spaces. Section 3
considers the problem of asymptotic controllability as an optimal control problem with infi-
nite horizon in a Hilbert space setting and discusses the maximum principle and the dual
problem, obtained in [29], in an appropriate weighted Sobolev space Y . Section 4 includes
the main results of our investigations. We develop a Fourier–Laguerre method for a func-
tion y ∈ Y and provide sufficient conditions that the function y can be expanded into
a Fourier–Laguerre series which converges together with its generalized derivative point-
wisely and uniformly. In this way, we can construct a polynomial approximation scheme
for the solution of the dual problem in Section 6. The last section contains open ques-
tions and gives proposals for further directions of research opened by our approach of
weighted functional spaces to the calculus of variations and control theory on unbounded
domains.

2 Weighted Lebesgue and Sobolev Spaces

We refer to [7] for more detailed representation of weighted spaces and their properties.

2.1 Weighted Lebesgue Spaces

Let � be an open set in R
n and M(�) be the set of measurable functions in �.
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Definition 1 (a) A measurable function ω : � → R with nonnegative values almost
everywhere is called a weight function. We denote the set of all weight functions on �

by W(�).
(b) A weight function ω is called a density function, iff ω is Lebesgue integrable over �,

i.e.,
∫
�

ω(t)dt < ∞.

With the aid of a weight function ω ∈ W we define the weighted Lebesgue space.

Definition 2 Let ω ∈ W and 1 ≤ p < ∞, then

Lp(�,ω) :=
{
x ∈ M(�)

∣∣∣∣
∫

�

|x(t)|pω(t)dt < ∞
}

.

We equip this space with the norm

‖x‖p,ω :=
(∫

�

|x(t)|pω(t)dt

)1/p

.

For 1 ≤ p < ∞, this space is a Banach space (compare [9, p. 146]). For 1 < p < ∞, it is
reflexive. In the case p = 2, the space L2(�, ω) becomes a Hilbert space (see [9, p. 243]),
with the scalar product

〈x, y〉2,ω :=
∫

�

x(t)y(t)ω(t)dt .

2.2 Weighted Sobolev Spaces

For x ∈ Lp(�,ω), we define the distributional derivative Dx according to [34, p. 46].

Definition 3 Let Sk be a set of weight functions defined on � of the following type:

Sk := {ωα ∈ W(�) | 0 ≤ |α| ≤ k} .

For 1 ≤ p < ∞, we define the weighted Sobolev space Wk
p(�, Sk) as the set of all functions

x ∈ Lp(�, ω0) ∩ L1,loc(�),

which possess for all multi-indexes α ∈ N0 with |α| ≤ k, a distributional derivative Dαx up
to the order k such that

Dαx ∈ Lp(�,ωα) ∩ L1,loc(�)

holds. By

‖x‖k,p,Sk
:=

⎛
⎝ ∑

0≤|α|≤k

‖Dαx‖p
p,ωα

⎞
⎠

1/p

(2)

we introduce a norm in Wk
p(�, Sk).

Let us assume that all weight functions within Sk coincide, i.e., the function and its distri-
butional derivatives are weighted by the same weight; then, we call this space an uniformly
weighted Sobolev space Wk

p(�,ω) with the weight function ω.
For a general weight function ω, these spaces do not represent Banach spaces. The

following lemma provides a criterion that the spaces are complete.

Lemma 1 Let p > 1 and ω ∈ W(�) be a weight function with

ω−1/(p−1) ∈ L1,loc(�), (3)
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then we have

Lp(�,ω) ⊂ L1,loc(�).

Proof See [17], p. 539, Corollary 1.6.

If we assume now the condition (3) is satisfied, then the distributional derivatives make
sense for functions x ∈ Lp(�, ω) and we arrive at the following characterization of
weighted Sobolev spaces:

Theorem 1 Let 1 < p < ∞ and ω
−1/(p−1)
α ∈ L1,loc(�) for all ωα ∈ Sk , then Wk

p(�, Sk)

is, equipped with the norm ‖x‖k,p,Sk
from (2), a Banach space. In particular, Wk

2 (�, Sk)

constitutes a Hilbert space with the scalar product

〈x, y〉k,2,Sk
:=

∑
0≤|α|≤k

〈
Dαx,Dαy

〉
2,ωα

.

Proof See [18], p. 540ff., Theorem 1.11.

2.3 Properties of Functions in Special Weighted Spaces

Let us write R+ := [0,∞) and R++ := (0, ∞). We consider the weighted Lebesgue
space L2(�, ω) with � = R++ and ω = e	t , 	 
= 0 as well as the corresponding uni-
formly weighted Sobolev space W 1

2 (R++, e	t ). The following results show that some of
the expected properties for (unweighted) Sobolev spaces over bounded intervals have their
counterpart in weighted spaces (see also [7]).

Lemma 2 Let x ∈ W 1
2 (R++, e	t ), with 	 
= 0, then

1. For all x, being restricted to [0, t], we obtain x ∈ W 1
1 ([0, t]) ∀t ∈ R++.

2. A Poincaré-type inequality is valid,

‖x − x(0)‖2,e	t ≤ c‖Dx‖2,e	t , c > 0.

Proof See [27] for both propositions.

Remark 1 Since functions in W 1
1 ([0, t]) have a (uniquely determined) continuous represen-

tative on (0, t) for all t ∈ R++, which can be extended continuously to [0, t] (Theorem
of Rellich/Kondrachov, see [1]), functions x ∈ W 1

2 (R++, e	t ) possess a continuous
representative on R+ as well, and we write x ∈ W 1

2 (R+, e	t ).

The following relations between non-weighted and uniformly weighted Sobolev spaces
are satisfied.

Lemma 3 Let ω(t) = eβt , β > 0, x(0) = 0. Then, we have:

1. If x ∈ W 1
2 (R+, eβt ), then x ∈ W 1

1 (R+) and xeβt ∈ W 1
2 (R+, e−βt ).

2. If y ∈ W 1
2 (R+, e−βt ), then ye−βt ∈ W 1

1 (R+) and ye−βt ∈ W 1
2 (R+, eβt ).
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Proof Exemplarily, we show the first statement in this lemma. Using the Cauchy–Schwarz
inequality, we obtain(∫ ∞

0
|x(t)|dt

)2

≤
(∫ ∞

0
x2(t)eβtdt

)(∫ ∞

0
e−βtdt

)
< ∞

and (∫ ∞

0
|Dx(t)|dt

)2

≤
(∫ ∞

0
(Dx)2(t)eβtdt

)(∫ ∞

0
e−βtdt

)
< ∞,

and consequently we obtain x ∈ W 1
1 (R+). Furthermore, x(t)eβt has a distributional

derivative. With D(x(t)eβt ) = (D(x(t)) + βx(t))eβt , we find∫ ∞

0
x2(t)e2βt e−βtdt =

∫ ∞

0
x2(t)eβtdt

and ∫ ∞

0

[
D(x(t)eβt )

]2
e−βtdt ≤ 2

∫ ∞

0

[
(Dx(t))2 + β2x2(t)

]
e2βt e−βtdt,

i.e., xeβt ∈ W 1
2 (R+, e−βt ) follows.

The next lemma shows that a norm-bounded set of functions x ∈ W 1
2 (R+, eβt ), β > 0,

satisfies a pointwise estimate in C(R+) (we call this a property of Lyapunov type) (see [29]).

Lemma 4 Let ω(t) = eβt , β > 0 and x ∈ W 1
2 (R+, eβt ), ‖x‖1,2,ω ≤ 1, be given, then the

following inequality holds

|x(t)| ≤ C
√

te− β
2 t (4)

for all t ∈ R+.

Remark 2 It easily follows from Lemma 4 that limt→∞ x(t) = 0. The function x has a
property of Lyapunov type [20].

2.4 Differential Equations in Sobolev Spaces

Let � = (0, T ), T ∈ R++. Then, each function x ∈ W 1
1 ((0, T )) has a uniquely deter-

mined continuous representative which can be continuously extended to [0, T ]. It satisfies
the equation

x(t) = x(0) +
∫ t

0
Dx(τ)dτ . (5)

The continuous representative x ∈ W 1
1 ([0, T ]) can be identified with an absolutely contin-

uous function x ∈ AC([0, T ]). The following result goes back to Vitali (1905) (see [10]).
If x ∈ AC([0, T ]), then x is continuous on [0, T ] and differentiable almost everywhere, its
derivative is Lebesgue integrable and

x(t) = x(0) +
∫ t

0
x′(τ )dτ . (6)

Moreover, if there is a function g ∈ L1((0, T )) such that at the same time

x(t) = x(0) +
∫ t

0
g(τ)dτ

holds, then g(t) = x′(t) a.e. on (0, T ) and we obtain from (5) and (6)

Dx(t) = x′(t) a.e. on (0, T ).
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Let now f be a Carathéodory function in the sense of [14], then the two forms of the
differential equations

x′(t) = f (t, x(t)) a.e. on (0, T ),

Dx = f (·, x(·)) on (0, T )

considered in W 1
1 ([0, T ]), T ∈ R++, are equivalent to the integral equation

x(t) = x(0) +
∫ t

0
f (τ, x(τ ))dτ on (0, T ), T ∈ R++.

Since the restriction of an arbitrary function x ∈ W 1
2 (R+, e	t ) onto a finite interval [0, T ],

T ∈ R+, belongs to W 1
1 ((0, T )), the differential equations,

x′(t) = f (t, x(t)) a.e. on R+, (7)

Dx = f (·, x(·)) on R+ (8)

considered for x in the weighted Sobolev space W 1
2 (R+, e	t ) are equivalent and both of

them are equivalent to the integral equation

x(t) = x(0) +
∫ t

0
f (τ, x(τ ))dτ on t ∈ R++.

The initial value problem x(0) = x0 for the differential equations (7) and (8) is well posed.

3 Problem Formulation

3.1 The Starting Problem (Pω) and its Maximum Principle

The problem (Pω) as an optimization problem in Hilbert spaces is stated as follows:
Let � = R++, then we minimize

(Pω) : J∞(x, u) =
∫ ∞

0

1

2

{
xT (t)W(t)x(t) + uT (t)R(t)u(t)

}
ω(t)dt (9)

with respect to

(x, u) ∈ W
1,n
2 (R+, ω) × Ln

2(R+, ω), (10)

Dx = A(·)x + u on R+, x(0) = x0, (11)

u(t) ∈ U a.e. on R+. (12)

Here, W
1,n
2 (R+, ω), Ln

2(R+, ω) denote the n-dimensional vector spaces with components
in W 1

2 (R+, ω) or L2(R+, ω), respectively.
We state the following basic hypotheses:

(V1) Let U = R
n (no pointwise control constraints) and ω(t) = eβt , β > 0 be a (proper)

weight.
(V2) Let W and R be symmetric, W,R : R+ → R

n×n ∈ Ln×n∞ (R+) ∩ C1,n×n(R+),
W ′

ij , R
′
ij : R+ → R ∈ L∞(R+) ∩ C(R+), i, j = 1 . . . n.

(V3) Let the matrix function A : R+ → R
n×n ∈ Ln×n∞ (R+) ∩ Cn×n(R+), A′

ij : R+ →
R ∈ L∞(R+) ∩ C(R+), i, j = 1 . . . n.
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(V4) Let |M|s be the spectral norm of a matrix M and let λM
m (t) denote the smallest

eigenvalue of the symmetric matrix M(t), further let

A := sup
t∈R+

|A(t)|s , W := inf
t∈R+

λW
m (t), R := inf

t∈R+
λR

m(t).

Further, let the following coercivity properties be satisfied:

1. For A = 0 let R > 0 and W > 0.
2. For A 
= 0 let

W > 0 and

(
R − 1

2
W

)
> 0.

(V5) Let us denote the set of all processes satisfying (10)–(11) by B and assume B 
= ∅,
B 
= {(x∗, u∗)}.

Our consideration is based on the following optimality criterion.

Definition 4 (Criterion L) Let processes (x, u), (x∗, u∗) ∈ B be given. Then, the pair
(x∗, u∗) ∈ B is called globally optimal for (Pω) if for all pairs (x, u) ∈ B holds

J∞(x, u) − J∞(x∗, u∗) ≥ 0.

Remark 3

1. The integral considered in (9) is understood in Lebesgue sense. Due to assumption (V2),
the objective is finite for (x, u) ∈ B and the integrand in the objective is nonnegative.

2. The same weight as in the objective is used for weighting the process (x, u) itself.
3. Under the stated assumptions, the problem (Pω) has a unique solution, and the optimal

control is asymptotically stabilizing (see [29]).

The optimal solution satisfies a Pontryagin type maximum principle (see [29]).

Theorem 2 Let assumptions (V1)–(V5) be satisfied and (x∗, u∗) ∈ B be an optimal solu-
tion of (Pω), ω = eβt , β > 0, in the sense of Criterion L. Then, there are multipliers
(λ0, y0), with

λ0 = 1, (N)

y0 ∈ W
1,n
2 (R+, ω−1), ω−1(t) = e−βt , β > 0, (T )

H(t, x∗(t), u∗(t), y0(t), λ0) = max
v∈Rn

H(t, x∗(t), v, y0(t), λ0) a.e. on R+, (M)

Dy0 = −∇ξH(·, x∗(·), u∗(·), y0(·), λ0) on R+, (C)

where H : R+ × R
n × R

n × R
n × R → R is the Pontryagin function,

H(t, ξ, v, η, λ0) = −λ0
1

2

(
ξT W(t)ξ + vT R(t)v

)
eβt + ηT (A(t)ξ + v).

From the maximum principle, we can conclude regularity properties of its solution
(x∗, u∗, y0). Firstly, we analyze the regularity of u∗ from the maximum condition (M) and
obtain

u∗(t) = R−1(t)y0(t)e
−βt ∀t ∈ R+. (13)

Since the function y0 belongs to W
1,n
2 (R+, e−βt ), we find by Lemma 3 that y0e

−βt ∈
W

1,n
1 (R+), and applying assumption (V2), we obtain that u∗ is continuous and bounded,

|u∗(t)| ≤ K, lim
t→∞ u∗(t) = 0.
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Secondly, we analyze the regularity properties of (x∗, y0) resulting from the canonical
equations if we replace the control u∗ in the canonical system by (13).

Lemma 5 Let (x∗, y0) be a solution of the canonical equations
(
Dx∗
Dy0

)
=

(
A(·) R−1(·)e−βt

W(·)eβt −AT (·)
)(

x∗
y0

)
on R+. (14)

Then, we conclude

(x∗, y0) ∈ W
2,n
2

(
R+, eβt

) × W
2,n
2

(
R+, e−βt

)
. (15)

Proof Let x∗ ∈ W
1,n
2 (R+, eβt ) and y0 ∈ W

1,n
2 (R+, e−βt ). According to Lemma 3, we

obtain x∗eβt ∈ W
1,n
2 (R+, e−βt ) and y0e

−βt ∈ W
1,n
2 (R+, eβt ). Then, due to assumption

(V2), the canonical equations (14) holds pointwisely ∀t ∈ R+,

(x∗(t))′ = A(t)x∗(t) − R−1(t)e−βty0(t),

(y0(t))
′ = W(t)eβtx∗(t) − AT (t)y0(t)e

βt

and we find Dx∗ = (x∗)′ ∈ W
1,n
2 (R+, eβt ) and Dy0 = y′

0 ∈ W
1,n
2 (R+, e−βt ).

Remark 4 Each function y0 ∈ W
2,n
2 (R+, e−βt ) has a representative which is continu-

ously differentiable on R+, the value y′
0(0) is well defined.

3.2 Lagrange Duality for the Problem (Pω)

We follow the general construction scheme, developed in [16], and prepared for the problem
(Pω), ω = eβt , β > 0, in a similar form in [29]. The state equations and the initial conditions
of the problem (Pω) form a linear operator A0 : X0 → Y0,

X0 : = W
1,n
2

(
R+, eβt

) × Ln
2

(
R++, eβt

)
,

Y0 : = Ln
2

(
R++, eβt

) × R
n,

A0(x, u) =
(

x′(·) − A(·)x(·) − u(·)
x(0)

)
.

We remark that the operator A0 is bounded due to assumption (V3) (see [29]). With

b :=
(

0
x0

)
,

the admissible domain B is given by

B := {(x, u) ∈ X0|A0(x, u) = b}.
Let assumptions (V1)–(V5) be satisfied. Then, the admissible domain B of (Pω) is

convex and closed.
The objective J∞ defines a symmetric bilinear form in X0 × X0,

Q((x1, u1), (x2, u2)) :=
∫ ∞

0
{xT

1 (t)W(t)x2(t) + uT
1 (t)R(t)u2(t)}eβtdt
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which is bounded in the norm topology on X0 × X0 due to assumption (V2). We introduce
the Lagrange function in the space X0 × Y by

�((x, u), (y, η)) := J∞(x, u) + 〈A0 − b, (y, η)〉Ln
2(R+)×Rn ,

Y := {(y, η)|y ∈ Ln
2(R+, e−βt ), η ∈ R

n}.
A dual problem to (Pω) is now given by

(D) : G(y, η) := inf
(x,u)∈X0

�((x, u), (y, η)) −→ Max !
w.r.t. (y, η) ∈ Ln

2(R+, e−βt ) × R
n

and the weak duality relation

inf
(x,u)∈B J∞(x, u) = inf

(x,u)∈X0

[
sup

(y,η)∈Y

�((x, u), (y, η))

]

≥ sup
(y,η)∈Y

[
inf

(x,u)∈X0
�((x, u), (y, η))

]
= sup

(y,η)∈Y

G(y, η) (16)

holds. We conclude that each problem of the type

(D̃) : G̃(y, η) → Max ! w.r.t. (y, η) ∈ Ỹ ⊂ Y (17)

satisfying

G̃(y, η) ≤ G(y, η) ∀ (y, η) ∈ Ỹ

is a dual problem to (Pω) as well. We use different realizations of this idea and introduce
the following subsets of Y :

Y∞ := W
2,n
2 (R+, e−βt ) × R

n,

YN := Pn
N × R

n, N = 1, 2, . . .

with PN as the set of all polynomials of degree at most N . Then according to (17), the
problems (DN) and (D∞) are dual problems to (Pω) as well,

(DN) : GN(y, η) := inf
(x,u)∈X0

�((x, u), (y, η)) −→ Max !
w.r.t. (y, η) ∈ YN,

(D∞) : G∞(y, η) := inf
(x,u)∈X0

�((x, u), (y, η)) −→ Max !
w.r.t. (y, η) ∈ Y∞.

Since YN ⊆ Y∞, the following relation holds

sup
(y,η)∈YN

GN(y, η) ≤ sup
(y,η)∈Y∞

G∞(y, η) ≤ inf(Pω).

The obtained dual problem (D∞) contains two optimization problems itself on the first
level, which can be separated. The first optimization problem is

J1,y(u) =
∫ ∞

0

{
1

2
uT (t)R(t)u(t)eβt − uT (t)y(t)

}
dt −→ Min ! (18)

s. t. u ∈ Ln
2(R+, eβt ).

Here, (y, η) ∈ Y∞ is a given parameter.
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Remark 5

1. The objective in (18) is coercive in Ln
2(R+, eβt ) due to assumptions (V2) and (V4).

2. The Gâteaux derivative exists and delivers necessary and sufficient conditions for
optimality,

u∗
y(t) = R−1(t)y(t)e−βt . (19)

3. For y = y0, condition (19) coincides with the maximum condition (M) from the
maximum principle.

The second optimization problem is

J2,y(x) =
∫ ∞

0

{
1

2
xT (t)W(t)x(t)eβt + [x′(t) − A(t)x(t)]T y(t)

}
dt (20)

+(x(0) − x0)
T η −→ Min ! s. t. x ∈ W

1,n
2 (R+, eβt ).

For (y, η) ∈ Y∞, we find an equivalent formulation of J2,y by partial integration:

J2,y(x) =
∫ ∞

0

{
1

2
xT (t)W(t)x(t)eβt − xT (t)[y′(t) + AT (t)y(t)]

}
dt (21)

+x(0)T (η − y(0)) − xT
0 η −→ Min ! s.t. x ∈ W

1,n
2 (R+, eβt ).

Remark 6

1. The objective depends on x only (and not on Dx). In the topology of the space
Ln

2(R+, eβt ), it is coercive due to the assumptions (V2) and (V4). The minimum of the
objective exists in Ln

2(R+, eβt ), and can be calculated by the Gâteaux derivative:

x∗
y (t) = W−1(t)[y′(t) + AT (t)y(t)]e−βt , y(0) = η. (22)

2. Since y ∈ W
2,n
2 (R+, e−βt ), the right-hand side of (22) is well-defined, especially the

classical derivative y′(t) exists for all t ∈ R+ and y′(0) is well-posed. Due to the
assumptions (V2)–(V4), we find x∗

y ∈ W
1,n
2 (R+, eβt ).

3. For y = y0, (22) is the canonical equation (C) in the maximum principle. Here, the
equation (22), which can be exploited at t = 0 pointwisely, gives the connection
between the initial values of the states and the adjoints,

x∗(0) = W−1(0)[y′
0(0) + AT (0)y0(0)]. (23)

Now, we combine the results of the two optimization tasks and obtain the dual problem
(D∞):

(D∞) :G∞(y, y(0)) : = −
∫ ∞

0

1

2

[
y′(t)+AT (t)y(t)

]T

W−1(t)
[
y′(t)+AT (t)y(t)

]
e−βtdt

−
∫ ∞

0

1

2
yT (t)R−1(t)y(t)e−βtdt − xT

0 y(0) −→ Max !
s. t. (y, y(0)) ∈ Y∞.

Remark 7

1. The problem (D∞) has a solution. It can be shown by an estimation that the adjoint y0,
obtained from the maximum principle, solves the problem and belongs to Y∞ (see [29]
and Lemma 5).
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2. For large n and time-dependent coefficients A(t), W(t), and R(t), the solution of
the problem (D∞) cannot be obtained analytically, in general. Hence, we look for an
approximation scheme of the dual problem (D∞).

3. One well-tested approach is a time discretization and the reduction of the problem to a
finite horizon T . But for a long horizon T , the following difficulties can appear: Firstly,
one does not know how the final conditions for the adjoints y(T ) can be fixed. Secondly,
a fine discretization leads to large problems whose stability has to be verified.

4. Here, we try to find an alternative approach. We develop a Fourier–Laguerre analysis of
the problem in a weighted Sobolev space and express the solution by Fourier–Laguerre
series. Then, the original variational problem is transformed into the Hilbert space
l2 of Fourier–Laguerre coefficients. Fourier–Laguerre series can be approximated by
polynomials.

4 Fourier–Laguerre Expansions for Functions inWeighted Spaces

In this section we study functions

y ∈ W
2,n
2 (R+, e−βt ) ∩ W

2,n
2 (R++, S2), (24)

S2 = {
ω0 = e−βt , ω1 = te−βt , ω2 = te−βt

}
.

The introduction of the non-uniformly weighted Sobolev space W
2,n
2 (R++, S2) is

motivated by the following idea: Functions in L2(R++, e−βt ) can be expanded into a
Fourier–Laguerre series of the following type,

y ∼
∞∑

k=0

akL
(0,β)
k . (25)

Herein, L
(α,β)
k denote the generalized Laguerre polynomials,

L
(α,β)
k (t) := 1

k! t
−αeβt dk

dtk

(
tα+ke−βt

)
, α > −1, β > 0.

Let us assume for a moment that (25) holds pointwisely with the equal sign and the series
can be differentiated term by term. Then, we obtain due to the relation between Laguerre
polynomials,

d

dt
L

(α,β)
k (t) = −βL

(α+1,β)

k−1 (t) ∀k ≥ 1,

a series for Dy with Laguerre polynomials L
(1,β)
k ,

Dy ∼
∞∑

k=0

bkL
(1,β)
k (t), (26)

i.e., Dy ∈ L2(R++, ω1).
The following properties of the generalized Laguerre polynomials can be found in [12],

or [33] (for β = 1). It holds

L
(α,β)
k (0) := �(k + α + 1)

�(α + 1)�(k + 1)
,
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where � denotes the Gamma function. For α ∈ N0, we get

L
(α,β)
k (0) :=

(
k + α

α

)
.

Generalized Laguerre polynomials build a complete orthogonal system in L2(R++, ω(α,β))

(see [33]), where
ω(α,β)(t) := tαe−βt , α > −1, β > 0.

We construct a complete orthonormal system by including the scaling factor

h
(α,β)
k :=

〈
L

(α,β)
k , L

(α,β)
k

〉
2,ω(α,β)

= �(k + α + 1)

βα+1�(k + 1)
.

According to Hurwitz, we recall the circumstance that a function φ ∈ L2(R++, ω(α,β)) can
be expanded into a Fourier series with orthonormal polynomials by

φ ∼
∞∑

k=0

φk√
h

(α,β)
k

L
(α,β)
k (27)

abbreviating

φk =
〈
φ, L

(α,β)
k

〉
2,ω(α,β)

1√
h

(α,β)
k

.

Using the completeness of the orthonormal system, we deduce

lim
N→∞

∥∥∥∥∥∥∥
φ −

N∑
k=0

φk√
h

(α,β)
k

L
(α,β)
k

∥∥∥∥∥∥∥

2

2,ω(α,β)

= 0.

Alternatively, φ can be approximated by the partial sums of (27) in the quadratic mean.
Since by no means the series in (27) converges pointwisely to the function φ in general,

the often mistakenly used equal sign in (27) (see, e.g., [12]), should be analyzed care-
fully. Even with further assumptions on the function φ, like absolute continuity, uniform
convergence of the Fourier–Laguerre series does not follow in general.

Due to the completeness of the Laguerre polynomials in L2(R++, ω(α,β)), these polyno-
mials fulfill the Parseval equation (see, e.g., [33, p. 246 ff]),

∞∑
k=0

φ2
k = 〈φ, φ〉2,ω(α,β)

.

For functions y belonging to the intersection of the two weighted Sobolev spaces,

y ∈ W
2,n
2

(
R+, e−βt

) ∩ W
2,n
2 (R++, S2) ,

we find sufficient conditions for pointwise and uniform convergence of the Fourier–
Laguerre series to the function y. Following the technique developed in [33, p. 39ff], we
start with the generalized Parseval equation:

Theorem 3 Let f and g belong toL2(R++, ω(α,β)), then the following equation holds true:

∞∑
k=0

fkgk = 〈f, g〉2,ω(α,β)
(28)
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with

fk =
〈
f,L

(α,β)
k

〉
2,ω(α,β)

1√
h

(α,β)
k

,

gk =
〈
g,L

(α,β)
k

〉
2,ω(α,β)

1√
h

(α,β)
k

.

Proof For the case β = 1, we refer to [33, p. 242ff], and the proof can easily be extended
to an arbitrary β > 0.

Conclusion From Theorem 3 and its proof, we immediately deduce:
∞∑

k=0

fk√
h

(α,β)
k

〈
g,L

(α,β)
k

〉
2,ω(α,β)

= 〈f, g〉2,ω(α,β)
(29)

and ∞∑
k=0

fk√
h

(α,β)
k

∫ ξ

0
g(t)L

(α,β)
k (t)ω(α,β)(t)dt =

∫ ξ

0
f (t)g(t)ω(α,β)(t)dt (30)

for all ξ > 0. Both series in (29) and (30) converge absolutely and uniformly on each
interval (0, ξ), ξ ∈ R++ (see [33, p. 40 ff]).

Let us assume now that a function y can be expanded in a Fourier–Laguerre series:

y(t) ∼
∞∑

k=0

αk√
h

(α,β)
k

L
(α,β)
k (t),

with coefficients

αk =
〈
y, L

(α,β)
k

〉
2,ω(α,β)

1√
h

(α,β)
k

.

We look for conditions under which a pointwise relation

y(t) =
∞∑

k=0

fk√
h

(α,β)
k

L
(α,β)
k (t) ∀t ∈ R++

holds true and how the Fourier–Laguerre coefficients fk can be determined. The following
result has been established in [33, p. 243ff] and [32].

Theorem 4 Each function � fulfilling for all t > 0 the equation

�(t) = βeβt

∫ ∞

t

e−βτ f (τ )dτ

with some function f belonging to L2(R++, ω(α,β)) can be expanded into a Fourier–
Laguerre series

�(t) =
∞∑

k=0

AkL
(α,β)
k (t), (31)

where

Ak = fk√
h

(α,β)
k

− fk+1√
h

(α,β)

k+1

, k = 0, 1, . . . ,
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which converges uniformly and absolutely on each finite interval (0, b), b ∈ R++. Here, fk

are the Fourier–Laguerre coefficients of f in L2(R++, ω(α,β)),

fk =
〈
f,L

(α,β)
k

〉
2,ω(α,β)

1√
h

(α,β)
k

.

Proof The proof uses the conclusion (29) of the generalized Parseval equation (28) with the
statement

g(t) = τξ (t)t
−α,

τξ (t) =
{

1, t ≥ ξ,

0, t < ξ .

It easily follows that the function g(t) = τξ (t)t
−α belongs to L2(R++, ω(α,β)) for all ξ > 0.

The following integrals can be exactly determined by partial integration,∫ ∞

ξ

e−βtL
(α,β)
k (t)dt = e−βξ 1

β

[
L

(α,β)
k (ξ) − L

(α,β)

k−1 (ξ)
]

∀k ≥ 1. (32)

We insert (32) into the generalized Parseval equation and obtain
∞∑

k=0

fk√
h

(α,β)
k

∫ ∞

ξ

e−βtL
(α,β)
k (t)dt =

∞∑
k=0

fk√
h

(α,β)
k

e−βξ 1

β

[
L

(α,β)
k (ξ) − L

(α,β)

k−1 (ξ)
]

=
∫ ∞

ξ

e−βtf (t)dt,

and finally ∫ ∞

ξ

e−βtf (t)dt = e−βξ 1

β
�(ξ)

for all ξ ∈ (0, b), b ∈ R+, with

�(ξ) :=
∞∑

k=0

fk√
h

(α,β)
k

[
L

(α,β)
k (ξ) − L

(α,β)

k−1 (ξ)
]
, L

(α,β)

−1 (ξ) := 0. (33)

Equation (31) is obtained from (33) by using the property that an absolutely and uniformly
converging series can be rearranged in an arbitrary way.

Remark 8 It can be seen immediately from the proof that the series (31) and (33), multiplied
by e−βt , converge uniformly on R++.

The result of Theorem 4 can be used with different settings of the functions � and f .
We use the following one:

Theorem 5 Let y ∈ W 2
2 (R+, e−βt ) ∩ W 2

2 (R++, S2), y(0) = y′(0) = 0. Then, Dy = y′
can be expanded into the Fourier–Laguerre series

y′(t) =
∞∑

k=0

⎛
⎜⎝ fk√

h
(1,β)
k

− fk+1√
h

(1,β)

k+1

⎞
⎟⎠L

(1,β)
k (t), (34)

where fk are the Fourier–Laguerre coefficients of f = y′ − 1
β
D(y′) in L2(R++, ω(1,β)).
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Proof We take Lemma 3 into account and obtain y′e−βt ∈ W 1
1 (R+). We reconstruct y′e−βt

from its distributional derivative and find

y′(t)e−βt =
∫ t

0
D(y′(τ )e−βτ )dτ,

∫ ∞

0
D(y′(t)e−βt )dt = −y′(0) = 0. (35)

We combine the two equations in (35) and obtain

y′(t)e−βt = −
∫ ∞

t

D
(
y′(τ )e−βτ

)
dτ = β

∫ ∞

t

(
y′(τ ) − 1

β
D(y′(τ ))

)
e−βτ dτ

and

y′(t) = eβtβ

∫ ∞

t

f (τ )e−βτ dτ, f = y′ − 1

β
D(y′).

For � = y′ and f ∈ L2(R++, ω(1,β)), we can apply Theorem 4 and verify the pointwise
and uniform convergence of the Fourier–Laguerre series (34) for y′ on (0, b), b ∈ R++.
With h

(1,β)
k = k+1

β2 and L
(1,β)

−1 := 0, we get

y′(t) = β

( ∞∑
k=0

fk√
k + 1

[
L

(1,β)
k (t) − L

(1,β)

k−1 (t)
])

.

The question arises how the series (34) behaves at t = 0 and in which way it can be
continuously extended to t = 0. We prepare the following lemma.

Lemma 6 Let

�(t) =
∞∑

k=0

fk√
k + 1

[
L

(1,β)
k (t) − L

(1,β)

k−1 (t)
]

(36)

be the given power series with the coefficients fk from Theorem 5, which converges uni-
formly on (0, b), ∀b ∈ R++, and representing the continuous function � : [0, b) → R with
�(0) = 0. Then, the series

∞∑
k=0

fk√
k + 1

[
L

(1,β)
k (0) − L

(1,β)

k−1 (0)
]

=
∞∑

k=0

fk√
k + 1

converges to �(0) = 0, i.e.,

f0 = −
∞∑

k=1

fk√
k + 1

and the series in (36) converges uniformly on [0, b), ∀b ∈ R++.

Proof Let ε > 0 be arbitrary, and �L
(1,β)
k (t) := L

(1,β)
k (t) − L

(1,β)

k−1 (t). Then, �L
(1,β)
k is

continuous on R+ and there exist δk > 0 such that for all t ∈ [0, δk)

∣∣∣�L
(1,β)
k (0) − �L

(1,β)
k (t)

∣∣∣ <
1

k

ε

3PQ
∀k ∈ N.
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We apply the Parseval equation for f and the Cauchy–Schwarz inequality and obtain

∣∣∣∣∣
N∑

k=0

fk√
k + 1

[
�L

(1,β)
k (0) − �L

(1,β)
k (t)

]∣∣∣∣∣ <

( ∞∑
k=0

f 2
k

k + 1

) 1
2

ε

3PQ

( ∞∑
k=1

1

k2

) 1
2

= ε

3PQ

(〈f, f 〉2,ω(1,β)

) 1
2

( ∞∑
k=1

1

k2

) 1
2

<
ε

3
,

here P := (〈f, f 〉2,ω(1,β)

) 1
2 , Q :=

(∑∞
k=1

1
k2

) 1
2 = π√

6
. This estimate holds ∀t ∈ R+ : |t | <

δ0(N) := Min{δk, k = 1, . . . , N} > 0. The series (36) converges uniformly to �(t) for all
t ∈ (0, b). Therefore, we conclude

∣∣∣∣∣�(t) − f0 −
N∑

k=1

fk

k + 1
�L

(1,β)
k (t)

∣∣∣∣∣ <
ε

3

∀N ≥ N0(ε). Since the function � is continuous at t = 0, we get

|�(t) − �(0)| <
ε

3

for all t ∈ R+ : |t | < δ̂. Summarizing, we find

∣∣∣∣∣
N∑

k=1

fk√
k + 1

�L
(1,β)
k (0) + f0 − �(0)

∣∣∣∣∣ <

∣∣∣∣∣
N∑

k=1

fk√
k + 1

[
�L

(1,β)
k (0) − �L

(1,β)
k (t)

]∣∣∣∣∣

+
∣∣∣∣∣f0 +

N∑
k=1

fk√
k + 1

�L
(1,β)
k (t) − �(t)

∣∣∣∣∣
+|�(t)| = ε

for all t ∈ [0, δ(N)), δ(N) := Min{δ0(N), δ̂} and N ≥ N0.

The results of Theorem 5 and Lemma 6 finally yield the following representation

y′(t) = β

( ∞∑
k=0

fk√
k + 1

[
L

(1,β)
k (t) − L

(1,β)

k−1 (t)
])

(37)

with

f0 = −
∞∑

k=1

fk√
k + 1

, y′(0) = 0.
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Due to the uniform convergence of the series (37) on [0, t] for all t ∈ R++, it can be
integrated term by term, y ∈ W 1

1 ([0, t]),

y(t) =
∫ t

0
y′(τ )dτ = β

[
f0t +

∞∑
k=1

fk√
k + 1

∫ t

0

(
L

(1,β)
k (τ ) − L

(1,β)

k−1 (τ )
)

dτ

]

= βf0t −
∞∑

k=1

fk√
k + 1

(
L

(0,β)

k+1 (t) − L
(0,β)
k (t)

)

−
∞∑

k=1

fk√
k + 1

(
L

(0,β)

k+1 (0) − L
(0,β)
k (0)

)

= βf0t −
∞∑

k=1

fk√
k + 1

(
L

(0,β)

k+1 (t) − L
(0,β)
k (t)

)
. (38)

Among the various relations between Laguerre polynomials (see [33, p. 215]), we apply the
following one:

−βtL
(α+1,β)
k (t) = (k + 1)L

(α,β)

k+1 (t) − (k + 1 + α)L
(α,β)
k (t).

Therefore, we find for α = 0:

y(t) = βt

[
f0 +

∞∑
k=1

fk

(k + 1)
√

k + 1
L

(1,β)
k (t)

]
. (39)

Remark 9 1. The series in (37) and (39) converge uniformly on each interval [0, b), b ∈
R++. Multiplied by e−βt , they converge uniformly on R+, because of the fact that
y′e−βt and ye−βt are in W 1

1 (R+).
2. Neither (37) nor (39) represents the Fourier–Laguerre series of y and y′, respectively.

But both expansions can be used for a polynomial approximation.
3. Both series in (37) and (39) include Laguerre polynomials L

(α,β)
k with α = 1 and

Fourier coefficients of f = y′ − 1
β
Dy′ in L2(R++, ω(1,β)).

5 Problem Formulation of (D∞) in the Space of Fourier–Laguerre
Coefficients

Let us assume now that the maximum principle for (Pω) is satisfied by a function y0 with

y0 ∈ W
2,n
2 (R+, e−βt ) ∩ W

2,n
2 (R++, S2).

Then, the admissible domain for the dual problem (D∞) can be restricted to

Ỹ∞ := Y∞ ∩
(
W

2,n
2 (R++, S2) × {y(0)}

)
.

According to inequality (17), we obtain the dual problem (D̃
∞

) for (Pω):

(D̃
∞

) G̃∞(y, y(0)) : = −
∫ ∞

0

1

2

[
y′(t)+AT (t)y(t)

]T

W−1(t)
[
y′(t)+AT (t)y(t)

]
e−βtdt

−
∫ ∞

0

1

2
yT (t)R−1(t)y(t)e−βtdt − xT

0 y(0) −→ Max !
w.r.t. (y, y(0)) ∈ Ỹ∞.
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Functions in y ∈ W
2,n
2 (R+, e−βt ) have a continuously differentiable representative on R+,

which is uniquely determined, D := y(0) and E := y′(0). We decompose y into two parts,

y(t) = (D + tE) + ŷ(t),

with D + tE, ŷ ∈ W
2,n
2 (R+, e−βt ) ∩ W

2,n
2 (R++, S2), E,D ∈ R

n and ŷ(0) = 0, ŷ′(0) = 0.
Then, we apply Theorem 5 to each component of the vector ŷ and obtain the following type
of expansions for ŷ and ŷ ′:

ŷ(t) = ψ1(F )(t) : = βt

[
φ0 +

∞∑
k=1

φk

(k + 1)
√

k + 1
L

(1,β)
k (t)

]
, (40)

ŷ′(t) = ψ2(F )(t) := β

( ∞∑
k=0

φk√
k + 1

[
L

(1,β)
k (t) − L

(1,β)

k−1 (t)
])

(41)

with

φ0 = −
∞∑

k=1

φk√
k + 1

. (42)

Here, F represents the sequence of the Fourier–Laguerre coefficients,

F := {φk}∞k=0, φk ∈ R
n.

These coefficients φk ∈ R
n are considered as new unknowns. Of course, we can use their

properties being the Fourier–Laguerre coefficients of f̂ = ŷ′ − 1
β
Dŷ′ in Ln

2(R++, ω(1,β)).

The dual problem (D̃
∞

) can now be expressed in terms of the new variables E, D, and
F . To improve the representation, we introduce the following denotations:

d(D, E)(t) := D + Et,

a(D, E)(t) := E + AT (t)(D + Et),

L(F )(t) := ψ2(F )(t) + AT (t)ψ1(F )(t).

Then, we rewrite the dual problem (D̃
∞

) equivalently as follows:

Ĝ∞(D,E, F ) := −
∫ ∞

0

1

2
[a(D, E)(t)+L(F)(t)]T W−1(t)[a(D, E)(t)+L(F)(t)]e−βtdt

−
∫ ∞

0

1

2
[d(D, E)(t)+ψ1(F )(t)]T R−1(t)[d(D, E)(t)+ψ1(F )(t)]e−βtdt

−xT
0 D −→ Max ! w.r.t. (D, E, F ) ∈ R

n × R
n × ln2 .

A polynomial approximation of the admissible domain is obtained by replacing the Fourier–
Laguerre series in (40)–(42) by their partial sums:

ŷN (t) = ψN
1 (FN)(t) := βt

[
φ0 +

N∑
k=1

φk

(k + 1)
√

k + 1
L

(1,β)
k (t)

]
, (43)

ŷ ′,N (t) = ψN
2 (FN)(t) := β

(
N∑

k=0

φk√
k + 1

[
L

(1,β)
k (t) − L

(1,β)

k−1 (t)
])

(44)

and

φN
0 := −

N∑
k=1

φk√
k + 1

(45)
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and
FN := {φk}Nk=0, φk ∈ R

n.

The finally resulting dual problem (D̂
N

) possesses the structure of (DN):

ĜN(D, E, FN)

:= −
∫ ∞

0

1

2

[
a(D, E)(t) + L(FN)(t)

]T

W−1(t)
[
a(D, E)(t) + L(FN)(t)

]
e−βtdt

−
∫ ∞

0

1

2

[
d(D, E)(t) + ψN

1 (FN)(t)
]T

R−1(t)
[
d(D, E)(t) + ψN

1 (FN)(t)
]
e−βtdt

−xT
0 D −→ Max ! w.r.t. (D, E, FN) ∈ R

n × R
n × R

nN ,

where
L(FN)(t) := ψN

2 (FN)(t) + AT (t)ψN
1 (FN)(t).

Remark 10 1. The polynomial approximation proposed in (43)–(45) guarantees the point-
wise and uniform convergence of the corresponding partial sums to ŷ, ŷ′ in [0, b), b ∈
R++ by Theorems 4 and 5.

2. Due to the decomposition y(t) = (D + tE) + ŷ(t), the initial values D = y(0) and
E = y′(0) are exactly incorporated into the dual problem (D̃

∞
). The initial values y(0)

and y′(0) are well defined for functions in W
2,n
2 (R+, e−βt ).

3. We point out that Theorem 4 allows also other representations for the included Fourier–
Laguerre series. In our setting, we used generalized Laguerre polynomials L

(α,β)
k with

α = 1. This was proposed to remain as near as possible to the regularity properties
for y0 in the maximum principle. The condition y0 ∈ W

2,n
2 (R++, S2), which is not

necessarily fulfilled, constitutes an additional assumption.
4. As a first attempt for a numerical scheme, we used a polynomial approximation of the

form

y =
N∑

k=0

akL
(0,β)
k

in [28]. Herein, the convergence of the polynomial approximation has not been con-
sidered and can only be expected in the sense of L2(R++, e−βt ). This renders an
approximation for the initial values y(0) and y′(0) difficult.

6 Conclusions and Outlook

In the previous investigations of the authors (cf. [21, 22, 26–29]), a new approach for
treating infinite horizon control problems has been developed. Weighted Sobolev spaces
W

1,n
2 (R+, e	t ), 	 
= 0 are chosen as the state spaces. Following this approach, the control

problem was treated in Hilbert spaces. A duality construction was applied to a convex pri-
mary problem of the form (Pω). Its dual problem, a problem in calculus of variations, stayed
in the focus of the present paper. The problem has been treated systematically in a special
Hilbert space H . The choice of this space,

H = W 2
2 (R+, e−βt ) ∩ W 2

2 (R++, S2),

as state space seems appropriate due to the following reasons. Firstly, the necessary opti-
mality conditions for (Pω) allow higher regularity of the adjoints, e.g., y ∈ W 2

2 (R+, e−βt ).
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Secondly, the introduction of an appropriate non-uniformly weighted Sobolev space
W 2

2 (R++, S2) is motivated by the application of a spectral method. Both spaces are used to
obtain a spectral representation for functions in H using generalized Laguerre polynomials.
The obtained Fourier–Laguerre series for y and the distributional derivative Dy converge
pointwisely and uniformly. The expansions contain Laguerre polynomials L

(1,β)
k . A poly-

nomial approximation, based on these expansions, can be used directly for a numerical
approximation scheme and convergence results can be deduced from the theoretical results
of Theorems 4 and 5.

A challenging problem is to estimate the spectral accuracy of the proposed scheme.
Concerning this problem one can find first results in [12]. It is a future task to compare
discretization techniques for infinite horizon control problems. By using the developed
pseudo-spectral method, we are finally left with a finite dimensional optimization problem.

The number of variables in the problem (D̂
N

) is n + n + Nn, where N is the maximal
degree of the polynomials involved. This number is expected to be small—which is typical
for Fourier methods. First experiences (see [12, 28]) support this conjecture.

The results of this paper can be applied to regulator problems (Pω) and their dual prob-
lems without control constraints. An extension to problems with box constraints for the
control seems to be realistic and reasonable. A challenging task is the treatment of control
problems (Pω) with nonlinear dynamics. The influence of an appropriate choice of the order
α of the Laguerre polynomial L

(α,β)
k , involved in the approximation scheme, on the stability

and convergence is interesting and represents a focus of future work.
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