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1 Introduction

Fixed point theory is one of the most powerful and fruitful tools in nonlinear analysis. The
Banach contraction principle is widely considered as the source of fixed point theory. It is
a very popular tool to deal with the existence problems in many branches of mathematical
analysis. There has been a large number of generalizations of the Banach contraction prin-
ciple. In particular, an interesting aspect is to deduce the existence and uniqueness of fixed
point for self-maps on a metric space by altering distances between the points with the use
of a certain control function. These control functions were introduced by Khan et al. in [16]
and then applied in many works as, for instance, [3, 9, 14, 27, 34], where some fixed point
theorems were investigated with the help of such altering distance functions.

Recently, a new technique was proposed in order to weaken the requirements on the
contraction property by considering metric spaces endowed with a partial ordering. This
approach was initiated by Ran and Reurings in [33] with some applications to matrix equa-
tions. It was later refined and extended in [28] by Nieto and Rodriguez-Lépez and applied
to periodic boundary value problems for ordinary differential equations (ODEs). Following
this direction, in this paper, we generalize some fixed point theorems in partially ordered
sets of Amini-Harandi and Emami [3] by using altering distances. With the help of the weak
contractivity coefficient function 8 € S := Sy U{1{,0)}, where Sy is the class of functions
B : 10, 00) — [0, 1) that satisfy the condition

B(t,) — 1 implies t, — 0,

and 1{ ) is the indicator function on [0, +00), i.e., 1[0,00)(t) = 1 for all ¢ € [0, c0), and
1[0,00) = 0, otherwise, we weaken the required conditions by considering weak contractions
of Harjani and Sadarangani [14], and Nashine and Samet [27].

Since the base space does not necessarily have a vectorial structure, these fixed point
theorems can be applied to prove the existence of solutions to ODEs, and partial differen-
tial equations (PDEs) in abstract spaces. We note that the space of fuzzy numbers is not
a Banach space, but it is a quasilinear space having a partial ordering. Hence, there have
been some recent results on the existence of solutions to fuzzy ODEs (see [25, 29, 36]) as
applications of fixed point theory in partially ordered metric spaces.

In this paper, besides giving some new generalized results on the existence of coinci-
dence points for a pair of mappings in partially ordered sets, we also show their applications
in the field of fuzzy PDEs to illustrate the usability of our obtained results. The problem
considered is

kDxyu(x,y) = f(x,y,ulx,y), (x,y)eJ:=[0,a] x[0,b], k=12, (I)

with condition

u(x,0)=n1(x), xe€[0,al, u@,y)=mn(). yel0b], @3]

where u : J — Rz is a fuzzy-valued mapping and ¢ D, (for k = 1, 2) represents the gH-
partial derivatives operators. This boundary value problem was considered in some previous
research works [2, 20-24], in which the authors proved the validity of Picard’s theorem. In
these results, the Lipschitz contractivity of the function f is vital for the existence of the
fuzzy solution. If f is just continuous or even not continuous, the situation is far different
and some necessary conditions must be imposed in order to guarantee the existence of
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solutions (in the case of crisp ODEs we can see [3, 14, 15, 27, 28], and in the fuzzy case,
we refer to [1, 29, 30, 36]).

In this paper, we show that, under the assumption of nondecreasing monotonicity and
weak-contractivity of the mapping f only over comparable elements, the existence of just a
lower or an upper solution is enough to guarantee the existence and uniqueness of two types
of fuzzy solutions to the Problem (1)—(2). Some previous significant results for ODEs have
been investigated in [29, 30, 36]. Our results presented here give some new approaches on
the existence of two types of fuzzy solutions for some class of fuzzy PDEs under the gH-
differentiability. One difficulty to be faced in the study of this problem is the existence of
gH-differences, which also allows us to obtain a new solution to fuzzy PDEs with decreasing
length of its support. In this case, the qualitative solutions may be better in comparison with
those of crisp PDEs. Our results extend to a class of fuzzy PDEs some existing results for
fuzzy ODEs by Alikhani and Bahrami [1], Nieto and Rodriguez-Lépez [29], and Villamizar-
Roa et al. [36].

The remainder of this paper is organized as follows. Section 2 presents our main results
(Theorems 1 and 2), in which we prove the existence of coincidence points for a pair of
mappings in a partially ordered metric space, and, in particular, we deduce a fixed point
theorem. Our method is mainly based on the generalized contractive-like condition. Section
3 provides some results on the existence and uniqueness of solution for fuzzy partial dif-
ferential equations as an effective application of our theorems presented in Section 2. Some
necessary preliminaries about fuzzy analysis and gH-derivatives are shown in Sections 3.1
and 3.2. The boundary value problem of interest is stated in Section 3.3, and the study of the
solvability of this problem is also included. Finally, some conclusions and future directions
are discussed in Section 4.

2 Generalized Coincidence and Fixed Point Theorems

In this section, we provide some definitions and new results related to generalized
coincidence and fixed point theorems in partially ordered metric spaces.

For x € R, [x] is the greatest integer function or integer value, gives the largest integer
less than or equal to x (the floor function).

By C ([0, 00)), we denote the space of all nonnegative and continuous functions ¢ :
[0, c0) — [0, 00), for which the following property holds

¢()=0 ifandonlyif ¢=0.

Definition 1 [14] A nondecreasing function i in é‘([O, 00)) is called an altering distance
function on [0, 00).

Some examples of altering distance functions on [0, co) are 2 In(1+1); 12— In(1+ tz).
Definition 2 [27] Let (X, <) be a partially ordered set and suppose that there exists a metric
d on X such that (X, d) is a metric space. We say that X is regular if, for an arbitrary

nondecreasing sequence {x,} C X such that x, — x in X, then x,, < x foralln € N.

Definition 3 [14] If (X, <) is a partially ordered set and f : X — X, we say that f is
monotone nondecreasing (resp., nonincreasing) if x, y € X, x < y implies f(x) < f(y)

(resp., f(y) < f(x)).

@ Springer



534 H.V. Long et al.

Definition 4 [27] Let (X, <) be a partially ordered set and let f, g be mappings from X to
itself such that f(X) C g(X). We say that f is weakly increasing with respect to g if, for
all x € X, we have f(x) < f(y) forall y € g~ (f(x)), where

) i={ueX | g = fx)).

Definition 5 [27] Let (X, d) be a metric space and f, g : X — X. The pair { f, g} is said to
be compatible if lim,_, oo d(fg(xn), gf (x,)) = 0, whenever {x,} is a sequence in X such
that lim,,— oo f(x,) = lim,— 0 g(x,) = x for some x € X.

In this section, we extend the main results in [3, 14, 27] to get a generalized fixed point
theorem in partially ordered metric spaces.

Theorem 1 Let (X, <) be a partially ordered set and suppose that there exists a metric d
on X such that (X, d) is a complete metric space. Let f,g : X — X be given mappings
satisfying the following assumptions:

D f(X) CgX).
ii)  f is weakly increasing with respect to g.
iii) One of the two following conditions holds:

(a) X is a regular metric space and g(X) is a closed subspace of (X, d), or
(b) f and g are continuous and the pair (f, g) is compatible.

iv) There exist a function B € S, ¢ € (:‘([0, 00)), and ¥ a strictly increasing altering
distance function such that the following inequality holds

Y d(fx), f() < BdEx),g)) ¥ (d(gx), g(y))
—y (d(g(x), g())) ¢ (d(g(x), g(¥))) 3)

forall (x,y) € X x X satisfying that g(x) and g(y) are comparable, where
y() =[B(t)] forallt €0, 00).
Then, there exists a coincidence point x of f and g in X, i.e, f(x) = g(x).

Proof We proceed in several steps.

Step 1. Firstly, we contribute a nondecreasing sequence {g(x,)} in X.
Let xo be an arbitrary point in X. Since f(X) C g(X), we can construct a sequence {x,}
in X defined by

g(tns1) = f(xy) foralln € NU{0}.

Since x1 € g7 1(f(x0)), x2 € g7 (f(x1)) and f is weakly increasing with respect to g, we
obtain

glx1) = flxo) < f(x1) = glx2) < f(x2) = g(x3) <---

Therefore, by recurrence, we obtain a nondecreasing sequence

gx1) <glx) <gx3) <--- < glxn) <glxpyr) <---

@ Springer



Some Generalizations of Fixed Point Theorems in Partially Ordered... 535

Since g(x;) < g(xp41) for n > 1, it follows from (3) that

Y (d(g(xnt1), §(xn12))) = Y (d(f(xn), f(Xnt1)))
< Bd(g(xn), §(Xnt- 1NV (d(g(xn), 8(Xn+1)))
—y(d(g(xn), §(xnt-)))@(d(g(xn), §(Xn11)))
< B(d(g(xn), g(Xn41))) ¥ (d(g(xn), &(Xn11)))
< ¥ (d(g(xn), g(xn11)))

for all n > 1. Hence, we have
Y(d(g(Xn+1), §(xn+2))) < Y (d(g(xn), g(xn+1))) foralln > 1.

Due to the strictly increasing character of the function v, {d(g(xy,), g(xn+1))} is a non-
increasing and bounded from below sequence in R. Therefore, there exists » > 0 such
that

lim d(g(xy), §(Xn41)) =1 “
n—o0
We will prove that » = 0. In fact, from the continuity property of ¥ and ¢, we have

Jim (@ (@), gCrns1)) = ¥ ( lim d(gCn), g(xas)) = ()

and
Tim ¢ (@(g(xa), g(ns1)) = & ( lim d(gn), gLxn1))) = $(1).

If B = 1{0,00), then y(¢) = [B(¢)] = 1 for all t > 0. In this case, it follows from (3) that the
following estimation holds

Y (d(g(xnt1), §(Xn42))) = V¥ (d(g(xn), §(Xn+1))) — ¢(d(g(xn), (xn11))) foralln > 1.
By taking limits on both sides when n — oo, we get
Y(r) =y ) —¢),

which implies that 0 < —¢(r), and using that ¢ € (:’([O, 00)), we obtain ¢ (r) = 0 and
r=0.
On the other hand, if 8 € Sy, from (3) and the inequalities g(x;) < g(x,+1),n > 1, we
have
Y (d(g(xn+1), §(Xnt2))) = Y(d(f (xn), f(xn+1)))
< Bd(g(xn), §Cnt DNV (d(g(xn), g(xn+1))), n=1.
By contradiction method, we assume that r > 0. It permits to affirm, from (4), the non-

increasing character of the sequence {d(g(xy), g(x,+1))} and the properties of i, that
Y (d(g(x,), g(xn41))) > 0forn > 1. Hence

Y (d(g(xn+1), §(Xn42)))
Y (d(g(xn), 8(Xn+1)))

for n > 1. By taking limits on both sides of this equation, it leads to

Jim B(d(g(xn), g(¥n+1))) = 1.

< Bd(g(xn), g(xnt1))) < 1

Taking into account that 8 € Sy, the previous condition implies that lim,_, o, d(g(xy),
g(xp4+1)) = 0, which is a contradiction.
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Hence, in both cases, we have that r = 0 and thus, {g(x,)} is a nondecreasing sequence
satisfying that

Jim d(g(xn), g(xn+1)) = 0. &)

Step 2. Next, we prove that {g(x,)} is a Cauchy sequence.
Case 1: If there exists an n € N such that g(x,) = g(x,+1), then, from (3), we have

Y (d(f (xn), f(xnt1))) < Bd(g(xn), g(xn- 1))V (d(8(xXn), 8(Xn+1))) = 0.

This inequality implies, by the properties of y, that f(x,) = f(xp+1) or g(xp41) =
g(xp+42). So, for all m > n, we have that g(x,,) = g(x,). It obviously shows that {g(x,)} is
a Cauchy sequence.

Case 2: Assume that all the successive terms of {g(x,)} are different, that is, g(x,) #*
g(x,41) for every n € N. We prove that

lim supsupd(g(x,), g(xn)) = 0.

m—00 n>m

Indeed, suppose that limsup,,_, ., SUp,,>, d(g(xn), g(xm)) # 0 and select & > 0 such
that

lim supsupd(g(xy,), g(xm)) > &.

m—00 n>m

Then, we can choose two subsequences {g(x,,)}, {g(xm, )} of {g(x,)} such that ny > my >
k and

d(g(xny), g(xmy)) > €. (6)

For each fixed my, we choose nj to be the smallest number such that ny > my satisfying
(6). Note that (6) implies, in fact, that n;y > my. Hence, it follows that ny — 1 > my and

d(g(xXne—1), 8(xmy)) < €.
Then, we get

e < d(g(xn), 80omy)) = d(g(xn), §(Xn—1)) + d(g(Xn—1), & (Xmy))
< d(g(xny), 8(Xn—1)) + &. (M

Taking into account (5) and letting k — oo in (7), we have

kli)rgo d(g(xn), §(xm,)) = €. (8

Since
d(g(xn)s 8(xmy)) < d(g(xny)s 8 (Xng—1)) + d (8 (Xny—1), & Xy —1))
+d(g(xm—1), 8(xmy)), k=1, €
using (5), (6), and passing to the limit inferior when kK — oo in the inequality (9), we obtain

lim infd (g (X, —1), §(Xm,—1)) = €. (10)
k—00

On the other hand, from the estimation

d(g(xnk—l)a g(ka—l)) =< d(g(xnk)v g(xnk—l)) + d(g(xnk)v g(xmk))
+d(g(xmk—l)a g(xmk))7 k Z 17
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we get, from (5) and (8), that
lim supd (g (xn;—1), § Xmy—1)) < &. (1)

k—00

Thus, by combining (10) and (11), we have
lim d(g(xn—1), §(Xim;—1)) = €. (12)
k— 00

Now my < ny implies my — 1 < ng — 1 and, thus, g(xp,—1) < g(xn,—1). Applying the
inequality (3) once again, we have
Y (d(gCny), §(xm))) = Y (d(f (xn—1)s [ (xmp—1)))
< Bd(g(xn—1)s 8 Xmp— DNV ((8(xnp—1)5 §(Xmy—1)))
=y (d(g(xn—1), §(xm—1)))P(d(g(xni—1), §(Xim—1))).  (13)
If B = 110,00, then y () = B(¢) = 1 forall 7 > 0. Since v and ¢ are continuous, by passing
to the limit as k — oo in (13), we have ¥ (e) < ¥ (e) — ¢ (¢e), thatis, 0 < —¢(e). Hence,
by the properties of ¢, it follows that ¢ (¢) = 0 and ¢ = 0.

On the other hand, if 8 € Sp, then 0 < B(t) < 1 for all + > 0. Denote ¢, =
d(g(xn,—1), §(xm,—1)) for k > 1. Since {B(#)} C [0, 1] and [0, 1] is a compact set in R,
then there exists a subsequence {ﬂ(tkj)} converging to A € [0, 1]. Therefore, by choosing
subsequences if necessary, we assume that

kirgoﬁ(d(g(xnk—l)y 8(xm—1))) = A € [0, 1].

If A =1, then limy_, o0 d(g (X1, —1), §(Xm;—1)) = 0, which implies thate = 0.If0 < A < 1,
then, from
Y (d(g(xny)s 8(xmi))) = Y (@d(f Xn—1), f Kmp—1)))

= Bd(g(xn—1), 8 Xm— 1NV (d(g(Xny—1), §(Xmy—1))), k=1,
by passing to the limit as k¥ — oo and using the continuity property of i, we have that

Y(e) < A (e), or, equivalently, (1 — A)¥(e) < 0. Hence, ¥(¢) =0and ¢ = 0.
Therefore, it follows that

lim sup sup d(g(xn), g(xm)) = 0.

m—o00 n>m

Thus, {g(x,)} is a Cauchy sequence in (X, d).

Step 3. We prove the existence of a coincidence point of f and g.

Case 1: Assume that X is a regular metric space and that g(X) is a closed subspace of
(X, d). Then (g(X), d) is a complete metric subspace of (X, d). Since {g(x,)} is a Cauchy
sequence in (g(X), d), there exists u = g(z) € g(X) such that g(x,) — u = g(2) as
n — oo. Since {g(x,)} is a nondecreasing sequence and X is regular, then g(x,) < g(z) for
all n € N. Applying (3) once again, we have

0 < ¥(d(f(2), g(xn+1)))
= Y (d(f(2), f(xn)))
< B(d(g(2), g(xn)N ¥ (d(g(2), g(xn))) — v (d(g(2), g(xn)))P(d(g(2), 8(xn)))
< B(d(g(2), gxu)) ¥ (d(g(2), g(xn)))
< ¥ (d(g(2), g(xn))).

By using the property of continuity of ¥ and letting n — oo, we get
Y (d(f(2),8(2))) =0.
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It clearly follows that d(f(z), g(z)) = 0 and f(2) = g(2).
Case 2: Assume that f and g are continuous and that the pair (f, g) is compatible.

Since {g(x,)} is a Cauchy sequence in a complete metric space (X, d), there exists z € X
such that g(x,) — zand f(x,) = g(x,+1) — 2z, as n — oo. Since f, g are continuous, we
get

Jim g(g(x)) = g(2);  lm fglx)) = f(2);  1im g(f(xn)) = g(2).

Since lim,_ oo f(x,) = lim, o0 g(x,) = z and the pair (f, g) is compatible, it follows that
Jlim d(g(f (), f(g(xn)) = 0.

Thus, from

0 <d(g(2), f(2)) = d(g(2), g(g(xn+1))) +d(g(f (xn)), f(g(xn))) +d(f (g(xn), f(2)))

and letting n — 00, we have that d(g(z), f(z)) =0, i.e., f(z) = g(2).
In consequence, z is a coincidence point of f and g and the theorem is proved. O

Remark I Theorem 1 is actually an extension of some previous results in [3] and [27].
Indeed,

1. If we choose B(-) = 1[0,00)(:), then we get the context of Theorem 2.4 and Theorem
2.6 in [27];

2. If we choose B € Sy, then y(¢t) = [B(r)] = O for all t € [0, c0). Hence, we receive a
generalized result connected to Theorem 2.1 in [3], with ¢ an altering distance function
and g a generalized function defined on X.

Theorem 2 Assume that (X, <) is a partially ordered set and that there exists a metric d
on X such that (X, d) is a complete metric space. Let f : X — X be a nondecreasing
mapping. Assume that:

i) There exists B € S such that

Yd(f(x), f()) = Bx, Y (A(x,y) —ydx, y)pd(x,y)  (14)

for all x < yin X, where { is a strictly increasing altering distance function, ¢ €
C ([0, 00)) and y (t) = [B({)] for all t € [0, 00).

ii) There exists xo € X such that xo < f(xg) or f(xg) < Xo.

iii)  One of the two following conditions holds:

(a) X is a regular metric space; or
(b) f is continuous.

Then f has a fixed point in X, that is, there exists a point z € X such that f(z) = z.
Furthermore, if

foreachy, z € X, there exists x € X which is comparable both to y and z, (15)
then the fixed point of f is unique.
Proof It f(x0) = x0, then xq is a fixed point of f. We consider the case when xg < f(xp),

that is, xop < f(xp) but xg # f(xp). Since f is a nondecreasing mapping, by induction
method, we construct a sequence

x0 < f(x0) < f2x0) <+ < fM(x0) < f"T (o) < - -
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Set x,+1 = f(x,) for all n > 0. We have that {x,} is a nondecreasing sequence in X. The
existence of a fixed point for the mapping f is proved similarly to the proof of Theorem 1
when g is the identity mapping from X to itself, i.e., g = Idx.

Now, we prove the uniqueness of the fixed point. Indeed, assume that y and z are two
fixed points of f. From hypothesis (15), there exists a point x € X which is comparable both
to y and z. From the monotonicity property of f, this implies that, for eachn € N, f"(x) is
comparable both to f(y) = y and f"(z) = z. Therefore, by applying the inequality (14),
we have

Y(d@, 1) = (" Q). f1(x)
< BE" @, TN AT @), )
@@ NG AT @), )
< BE(" @, TNV AT @), )
< vE( @, )
=y '), neN, n>2.
Denote t, = d(z, f"(x)) € [0,00), n € N, n > 1. By the strict monotonicity of ¥, it

follows that 0 < 7, < 1,1, n € N, n > 2. Consequently, the sequence 7, is nonnegative
and decreasing. So there exists » > 0 such that lim,,_, o, 7, = r. We prove that r = 0.

Case 1:  If B = 1j0,00), then B(z) = 1 forallt > O and y(¢) = 1 for all # > 0. From (13),
we have
Y(t) <Y (t—1) —¢(t—1), neN, n>2
Passing to the limit as n — o0, by the continuity of the mappings v and ¢, we have
Y (r) <¢¥(r)—¢(r)and ¢ (r) = 0. That implies r = 0.
Case 2: If B € Sy, from (13), we get

V() = B(tn-DY (ta-1), neNn=2 (16)
By choosing subsequences if necessary, we assume that
lim B(t,) = A € [0, 1],
n—o0

which allows to deduce, by letting n — oo in (16), that ¥ (r) < Ay (r), thatis, ¥ (r)(1 —
A) <0.Ifx < 1,then ¥ (r) = 0,1i.e,r = 0.If A = 1, then lim,,_, o, B(t,) = 1. From
the properties of the function 8 € Sy, one gets lim,,_, » 7, = 0. By the uniqueness of the
limit, we prove that r = 0.

By applying analogous arguments, we have lim,_, oo d(y, f"(x)) = 0. It follows that
0<d(y,2) <d@, f"(x) +d(f"(x),2) >0 asn— oo.
This means that y = z. It completes the proof. O

Remark 2 Theorem 2 is also connected with some previous results:

1. If we choose B(-) = 1j0,00)(+), We receive again Theorems 2.1, 2.2, and 2.3 in [14],
with weaker conditions on the function ¢ (here, ¢ is not necessarily nondecreasing on
[0, 00)).

2. If we choose B € Sy, we obtain a generalized result connected to Theorem 2.1 in [3],
with ¢ a strictly increasing altering distance function.

3. If we choose B € Sp and Y = Idjo ) the identity mapping, one has again Theorem
2.11in [3].
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Remark 3 It is well-known that the hypothesis (15) is equivalent to the following hypothesis
in [28]:

for each y, z € X, there exists in X a lower bound or an upper bound of y, z.

Remark 4 From the proof of Theorem 2, we deduce that, if z is a fixed point of f, then
lim, o d(f"(x), z) = 0 for any x € X comparable to z.

Remark 5 We can affirm from the proof of Theorem 2 that, in order to obtain the existence
of a unique fixed point for some function f, it is not necessary for the function f to be
continuous. Instead of the condition of continuity, we can consider the requirement that the
space X is regular. This restriction is valid in the case where X is the space of fuzzy sets on
R (see [29]).

In the next section, we investigate some applications of these fixed point theorems to
prove the existence of solution for a class of fuzzy partial differential equations.

3 Application to Fuzzy Partial Differential Equations
3.1 Fuzzy Partially Ordered Metric Spaces

Let Rx be the space of fuzzy sets on R that are nonempty subsets {(x, u(x)) : x € R} in
R x [0, 1] of certain functions u# : R — [0, 1] being normal, fuzzy-convex, upper semi-
continuous, and compact-supported.

Let u € Rr. The a-cuts or level sets of u are defined by

[ul*={x e R:u(x)>a} foreachO<a<I,

which are nonempty, compact, and convex subsets of R for all 0 < « < 1. The same
properties hold for [u]° = {x € R: u(x) > 0}, which is called the support of u. For u €
Rz, we denote the parametric form of u by [u]* = [ujy, urq] forall 0 < @ < 1, and
len([u)* = urq — ujq.
In Rz, we define the supremum metric d, as follows
doo(u,v) = sup dy ([u]“, [v]“) forallu,v € Rr,

O<a<l

where dy is the Hausdorff metric in the set consisting of all nonempty, compact, and convex
subsets of R. It is well-known that (R, d) is a complete metric space (see, for instance,
[19]).

The addition and the multiplication by a scalar in the space of fuzzy numbers R £ is
defined levelsetwise, that is, forall u, v € Rr, a € [0, 1], and k € R,

[ +v]* =[u]*+v]* and [kul® = k[u]*.
In the special case where k = —1, (—D[u]* = (=D [uia, ral = [—lra, —Uia]-
If there exists w € Rx such that u = v 4+ w, we call w = u & v the Hukuhara difference
(or H-difference) of u and v. If u © v exists, then [u © v]¥ = [ujq — Vi, Urq — Vro] for all
O0<a<l.

Lemma 1 [17] For all u, v, w, e € Rz, if the H-differences u & v, w © e exist, then

doo(U BV, W B €) < doo(u, W) + dso (v, €).
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Definition 6 [29] In Rz, a partial ordering can be defined as follows:
x <y if xjq <y and Xy < Vg for all ¢ € [0, 1],
where x, y € Rx, [x]* = [x10, Xra ], [V]* = [Vie, Yral, @ € [0, 1].
Lemma 2 [29] Some properties of fuzzy sets with respect to the partial ordering < are:

1) Ifx <y thenx+z<y+zforx,y,zeRF.

2) For every nondecreasing sequence {x,} C Rr, if x, — x in Rr, then x, < x for all
neN.

3) Every pair of elements of Rx has an upper bound and a lower bound in R r.

Lemma 3 [fu, v, w € Rr are such that w < v and the H-differences u & v, u & w exist,
thenu©v <u o6 w.

Proof 1t is clear that wiy < vy and wyq < Vyq, imply that u;y — Vi < ujy — wyy and

Urg — Vrg < Upq — Wy Tor all a € [0, 1]. O

For J C R2, we denote by C(J, Rx) the space of all continuous functions defined on J
and fuzzy-valued in R z. Set

Hy(u,v) = sup [doo(u(x, ¥), v(x, y))e_“””}
(x,y)eJ

for u,v € C(J,Rr), where 1 > 0. It is easy to see that (C(J, Rr), H,) is a complete
metric space [19].

Definition 7 Consider f, g € C(J,Rx). We say that f < g in C(J, Rx) if and only if
f(x,y) = g(x, y) forall (x,y) € J. That means fiq(x,y) < gia(x,y) and fro(x,y) <
gra(x,y) foralla € [0, 1] and (x, y) € J.

Some of the following properties of fuzzy-valued continuous functions with respect to
the partial ordering < are inferred directly from the corresponding properties of fuzzy
numbers in (Rx, <) given in Lemma 2.

Lemma 4 Let (Rr, <) be the space of fuzzy numbers equipped with the partial ordering
defined, then we have

1) (C(J,Rg), <) is a partial ordered space;

2) (C(J,Rx), Hy) is a regular metric space;

3) Every pair of elements of C(J,Rx) has an upper bound and a lower bound in
C(J,Rx).

Proof These properties have been established briefly in [29]. We include their proofs for
the sake of completeness. The proofs of property 1) and property 3) are obvious, since they
are true in Rx. So we can proceed for each (x, y) € J, and these properties are satisfied
in C(J, RF) (note that we can select the upper and lower bounds to be continuous). Hence,
we only give the proof of property 2).
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2) Indeed, assume that {u,} C C(J, Rr) is a nondecreasing sequence and convergent to
u in C(J, Rr), then {u,(x, y)} is a nondecreasing sequence in R for every (x,y) € J.
Moreover, for each (x, y) € J,

M o (un (6, ), uCx, ) < sp {doo it (6, ¥), uCx, Y = Hy ().
J

Since lim;,_, oo H) (un, u) = 0, we have lim;,_, oo doo (5 (x, y), u(x, y)) = 0, or u,(x,y)
converges to u(x,y) in Rr for every (x,y) € J. From Lemma 2, we have u,(x,y) <
u(x,y) foralln € N and every (x, y) € J. O

3.2 Some Preliminaries on Fuzzy Analysis
For u,v € Ry, the generalized Hukuhara difference [4] (or gH-difference) of u# and v,
denoted by u Og g v is defined as the element w € R such that

UOggv=w <<= @Hu=v+w or () v=u+(—DHw.

Notice that, if u©v exists, thenu©ggv = uSv. If (i) and (ii) are satisfied simultaneously,

then w is a crisp number. Also, u Ogpy u = 0 and if u OgH V exists, it is unique.

The generalized Hukuhara partial derivatives (gH-p-derivatives, for short) of a fuzzy-
valued mapping f : I € R? — R are defined in Definitions 2.9 and 3.4 in [2]. Denote by
C2%(I, Rr) the set of all functions f € C(I,Rr) which have gH-p-derivatives up to order
2 with respect to x and y continuous on /.

Definition 8 [2] Let f : I — R be gH-p-differentiable with respect to x at (xg, yo) € I.
We say that f is (i)-gH differentiable with respect to x at (xg, yo) € I if

[fx (X0, Y0)I* = [3x fia (X0, Y0), dx fra (X0, Y0)] Ve € [0, 1]
and that f is (ii)-gH differentiable with respect to x at (xo, yo) € [ if
[fx(x0, Y0)1* = [0x fra (X0, Y0), dx fia (x0, yo)] ~ Va € [0, 1].

The (i) and (ii)-gH derivatives of f with respect to y are defined similarly.

Definition 9 Let f € C 2(I,Rx) and fy be gH-p-differentiable at (xq, yo) € I with respect
to x and do not have any switching points on /. We say that

a) fxyisintype 1 of gH-derivatives (denote | Dyy f) if the type of gH-derivatives of both
f and f, are the same. Then, for o € [0, 1],

[1Dxy f(x0, y0)]* = [y fia (X0, Y0) By fra (X0, ¥0)] -

b)  fyyisin type 2 of gH-derivatives (denote 2 Dy, f) if the type of gH-derivatives of both
f and f, are different. Then, for € [0, 1],

[2Dxy f (%0, Y0)]* = [Bxy fra (x0. ¥0), dxy fiar (X0, y0)] -

It is a well-known result that, if f is continuous on U, then f is integrable on U.
Moreover, we have the following properties.

Lemma 5 Let U be a compact subset of R2, u < v in C(U, Rx). Then

/ u(x, y)dxdy 5[ v(x, y)dxdy.
U U
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Proof From the definition of the fuzzy Aumann integral [19], we have

[ f u(x,y>dxdy] - [ / i (x, )dxdy, / um<x,y)dxdy]

U U U

[f v(x,y)dxdy] :[/ vza(x,y)dxdy,/ vm(x,y)dxdy]
U U U

for every « € [0, 1].

Since u < v in C(U,Rx), then u(x,y) < v(x,y) € Rx for all (x,y) € U. That
means, from Definition 6, that (u(x, ¥))io < (0(x, Y)ia, @(x, ¥))ra < (v(x, y))rq for all
a € [0, 1]. It implies that

and

/ Ui (r, )dxdy < f W (x, y)dxdy, f v (6, y)dxdy < / vra(x. y)dxdy
U U U U

for all & € [0, 1]. From Definition 6, we deduce that [;; u(x, y)dxdy < [, v(x, y)dxdy.
O

3.3 Statement of the Problems

In this part, we prove some new results on the existence of a unique solution for fuzzy partial
differential equations with local boundary conditions by applying the theory presented in
Section 2.

For arbitrary positive real numbers a, b, we denote J, = [0, al, J, = [0,b], J = J, X
Jp. We recall Problem (1)-(2) with n1(-) € C(Jg, Rx), m(-) € C(Jp, Rxr) being given
functions such that 11 (0) = 12(0) and the difference 12 (y) © 11(0) exists for all y € J;, and
the function f : J x Rr — R has no switching points. This boundary value problem has
been considered in some references such as [2, 20-22]. In these papers, the authors prove
the Picard’s theorem for Problem (1)—(2), i.e., when f is Lipschitz continuous, the problem
has a unique fuzzy solution. By weakening the Lipschitz condition, now the function f only
needs to satisfy a generalized contractive-like condition between comparable items, and we
also prove the existence of fuzzy solutions.

For (x,y) € J, let Ity f(x,y,u) denote the integral [3 [o f(s,t, u(s, t))dsdt. We
change the order of integration with respect to the notation in [22], since, in the derivatives
x Dy, we first calculate a derivative with respect to y and then with respect to x, so that we
integrate in the reverse order.

Lemma 6 [22] Assume that f is a continuous function on J x Rr and that u(-,-) €
C2(J,Rx) satisfies Problem (1)-(2) in J. Then u(-,-) satisfies the following integral
equations:

) Ifk=1thenu(x,y)=px,y)+ L f(x,y,u) for (x,y) € J; or
2) Ifk=2thenu(x,y) = px,y) 0 (=Dl f(x,y,u)for (x,y) € J,

where
p(x,y) =n1(x) +n(y) ©n1(0). a7

Definition 10 A function u € C(J,Ryx) is called an integral solution of type 1 of the
Problem (1)—(2) if it satisfies the following integral equation

u(x,y) = px,y) + Iy f(x,y,u) forall (x,y)eJ
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andu € C(J, Ryr) is called an integral solution of type 2 of the Problem (1)—(2) if it satisfies
the following integral equation

u(x,y) =px,y) © (=1l f(x,y,u) forall (x,y) € J,
where p(-, -) is defined by (17).

Remark 6 Notice that Definition 10 makes sense via Lemma 6.

Definition 11 A fuzzy function u € C%(J,Rx) is called a (k)-lower (k = 1, 2) solution of
the Problem (1)—(2) if

kDxyp(x, y) < f(x,y, mu(x, ),  (x,y) €,
p(x,0) <ni(x), x € Ja, w0, y) =m(y), y €, ©(0,0) = n1(0).
Analogously, a fuzzy function u € C 2(J,Rz) is called a (k)-upper (k = 1, 2) solution
of the Problem (1)-(2) if
kDxyp(x,y) = f(x,y, u(x, y)),  (x,y) €/,
p(x,0) = ni(x), x € Ja, w0, y) = m2(y), vy € Jp, ©(0,0) = n1(0).

Remark 7 The first steps in the theory of lower and upper solutions have been given by
Picard for PDEs and ODEs [31, 32]. In both cases, the existence of a solution is guaran-
teed from a monotone iterative technique. Dragoni [10, 11] are the first ones that recognize
explicitly the central role of lower and upper solutions for ordinary differential equations
with Dirichlet boundary value conditions. In the monograph of Bernfeld and Lakshmikan-
tham [5], Ladde et al. [18] the theory of the method of lower and upper solutions and the
monotone iterative technique are presented in details.

In this paper, the existence of lower solutions or upper solutions of considered problem
is used as a sufficient condition in generalized contractive-like theorems in Section 2 to
ensure the existence and uniqueness of two types of fuzzy solutions to the Problem (1)—(2).
For more about the method of lower and upper solutions, we refer the reader to the classical
work of Mawhin [26] and the surveys in this field of De Coster and Habets [6—8] in which
we can find historical and bibliographical references together with recent results and open
problems.

3.4 Existence and Uniqueness of Fuzzy Solutions

Lemma 7 For an arbitrary strictly increasing altering distance function y and for all
positive real numbers a, b, there exists A > 0 such that the function

O =y(t)—y (%2 (1 — ) (1 - e*“’) r) . 1e[0,00),
belongs to é([O, 00)).
Proof From the continuity of y, ® is a continuous function on [0, c0). Choose A > 0 such
that
% (1 — e_)‘“) (1 — e_)‘b) < 1.

Then, for all r > 0, we have %2(1 — e_’\”)(l — e_)‘b)t < t. Since y is increasing, it follows

that y (;—2(1 — ey (] — e*“?)t) < (1) forall 1 > 0. Hence ®(1) > 0 for all 7 > 0.
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Now, we consider t > 0. From /\1—2(1 — e ) (1 — e )t < ¢ and the strict increase
property of y, it implies that ®(¢) > 0. It follows that, if ®(t) = 0, then r = 0 (and
conversely). It completes the proof. O

Theorem 3 Let f be a continuous function that satisfies the following two hypotheses:

(hy) f:J xRr — Ryr is nondecreasing in the third variable, i.e., if v < & € R, then

fx,y,v) = flx,y,8) forall (x,y) € J.
(hp) f is weakly contractive over comparable elements, that is, for some altering distance
Sfunction ¥ and ¢ € C([0, 00)), the following estimation

Y(doo(f(x, ¥, 1), f(x,¥,8))) <Y (doo(v,§)) — ¢(do(v, §))
holds for all (x,y) € J,v <& inRg.

Suppose that there exists a (1)-lower solution . € C(J, Rxr) for the Problem (1)-(2).
Then the Problem (1)—(2) has a unique integral solution of type 1 on J.

Proof Define the operator 77 : C(J,Rxr) — C(J,Rrx) by

(Tu)(x, y) = p(x, y) + Ly f(x, y,u), (x,y) €J, (18)
foru € C(J,Rr), where p(-, -) is defined by (17).

Step 1: We prove that 77 is a nondecreasing operator in C(J, Rr).

Assume that u < v in C(J, Rr), which means u(s, t) < v(s, t) for all (s,7) € J. From
hypothesis (hy), that is, the nondecreasing character of f with respect to the third variable,
we have that f(s,t,u(s,t)) < f(s,t,v(s,t)) for all (s,t) € J. Then, from Lemma 5, we
have

Ly f(x,y,u) < Iy f(x,y,v) for(x,y) e J.

It means that (T1u)(x, y) < (Tyv)(x, y) for all (x, y) € J. Hence, Tiu < Tjv.
Step 2: Now, we prove that

doo(f(x,y,V), f(x,y,1) <dso(v,n) forallv <ninRrand (x,y) € J.

Indeed, assume that v < 5 in Rx but doo(v, n) < doo(f(x, ¥, V), f(x,y,n)) for some
(x,y) € J. Due to the nondecrease property of yr, we have

Y (doo(v, M) < Y (doo(f(x,y,v), f(x,y,1m)). (19)
On the other hand, from the hypothesis (h,), we have

Y (doo(f (x, 3, 0), f(x,y,m)) < Y (doo(v, M) — P (doo(v, 1))
= ¥ (doo(v, 1) (20)
for all v < 5 in Rz. From (19) and (20), one has
w(doo(vv 7])) = w(doo(f(-xs y5 U), f(-x9 y5 77)))

It follows from (20) that 0 < —¢(doo (v, 17)) o1 ¢ (doo (v, n)) = 0. Thanks to ¢ € é([O, 00)),
that implies d (v, n) = 0. Hence

Y (doo (f (x, 3, ), f(x, 9, m)) = ¥ (deo (v, m) = 0.

It implies doo (f (x, y, v), f(x, ¥, 1)) = 0, leading to a contradiction.
Step 3: We check the generalized contractive-like property of the operator 7.
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For all u < vin C(J,Rx), we have u(x, y) < v(x, y) for all (x, y) € J. It is known
from Step 2 that

doo (f(x,y,u(x,y)), f(x,y,0(x,¥))) <deo(x,y),v(x,y)) forall(x,y) e J.
Thus

dOO((Tlu)(-x5 y)a (T]U)(.X, )’)) dOO (P(x’ )’) + Ixyf(x’ Vs M), P(x’ }’) + I)Cyf(x7 Y, v))
doo (Ixyf(xs you), Ly f(x, y, U))

/y/xdoo(f(s, t,u(s,t)), f(s,t,v(s, t)))dsdt
0o Jo

IA

< ‘/y./xdoc(u(s, 1), v(s, t))dsdt
0 JO

y px
/ / H; (u, v)e* T dsdt
0 JO

1 ! ,
A—ZHA(M, V) — D —1).

IA

Then, for all (x, y) € J, we have

doo (Th1) (x, ), (T1) (x, y))e 3T < )leHx(u, V(1 —e )1 —e™™).

Therefore |
H; (Tyu, Tiv) < EHA(W V(1 —e ) (1 — e, 2D

For an arbitrary strictly increasing altering distance function y, from (21), we have

i _ ,—\a _—Ab
v (H) (Thu, Tlv))SJ/<AZHA(u,v)(1 e )l —e ))

1
=y (H(u,v)) — [y(HA(u, V) —y (ﬁHuu, V(1 —e (1 - e‘*%)] .

Denote ®(r) = y(t) — y (%2(1 —e M1 — e‘“’)t), t € [0, 00). From Lemma 7, there
exists A > 0 such that ® belongs to C([0, c0)) and

y (H, (Tu, Thv)) < y(Hy(u,v)) — ®(H)(u,v)) forallu <vinC(J,Rx).
This means that the operator 77 satisfies the contractive-like property.

Step 4: Since there exists a (1)-lower solution i € C2(J, Rx) for the Problem (1)—(2), then

y prx
l’l’ll)t(-x! y) E I’le(xio) +,u’101(0’ )’) _I"Ll()l(os 0)+\/0 \/0 ,flot(s!t’ /“L(Svt))det

A

y px
< 1) + (1)1 — (1)1 (0) + /0 /0 Fia(s, . (s, )dsdt,

A

y px
Mra (X, Y) < tra(x,0) + a0, y) — tpq (0, 0)+/0 /0 Sra(s, t, u(s, 1))dsdt

IA

y rx
(nl)ra(x)+(7}2)ra(y)_(nl)ra(o)‘f'/(; /(; fra(s, t, u(s, t))dsdt,
fora € [0, 1] and (x, y) € J, so that

wx, ) <m@) +m@) o n10) + Ly fx,y, u) = (Tipn)(x, y)
for all (x, y) € J. It follows that © < Ty in C(J, Rx).
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It is easy to see from Steps 1—4 that the operator 77 satisfies all the hypotheses of Theorem 2
in case B = 1{0,00). In consequence, T; has a fixed point in C(J, Rx). Note that C(J, Rr)
satisfies that every pair of elements of C(J, Rx) have an upper bound and a lower bound in
C(J,Rx) (Lemma 4). It follows that the operator 77 has a unique fixed point, which is the
unique integral solution of type 1 to Problem (1)—(2). O

Remark 8 The existence of an integral solution of type 1 is guaranteed by the weakly non-
decreasing character and the generalized weak contractivity property of function f. The
existence of an integral solution of type 2 is more difficult to obtain due to the requirement
of the existence of Hukuhara differences.

We denote

é(], Rr)={ueCWU,RF):px,y) © (=Dl f(x,y,u)exists for all (x,y) € J},
where p(x, y) is defined by (17).

Lemma 8 Consider (C(J, Rr), d) a complete metric space. If f is a continuous function
and C(J,Rr) # 0, then (C(J,Rr), d) is a complete metric space.

Proof Let {um};f=1 be a sequence in @(J, R ) converging towards u (in C(J, Rx)). Then,
for all (x, y) € J, the following differences exist

px,y)© (=Dley f(x, y, um).
For simplicity of exposition, let
Fum)(x,y) = (=Dley f(x, y, um).
From Proposition 21 in [35], we know that, for each fixed (x, y) € J,

len[p(x, y)I* > len[F (upm)(x, y)I*, 0<a <1,
(p(x, Y)ie — (F(um)(x, ¥))iq is monotonically increasing in @ € [0, 1],
(p(x, Y)ra — (F(um)(x, ¥))ro is monotonically decreasing in « € [0, 1].

Since f is continuous and {u,, }-_, converges uniformly to u, then

len |:/y /xf(s, t,Up (s, t))dsdt]
0 JO
y X o
len |:/ / f(s,t,u(s, t))dsdt]
o Jo

for each « € [0, 1]. Therefore, len[ F (u,,)(x, y)]* converges to len[ F (u)(x, y)]*, where

is convergent towards

Fu)(x,y) = (=Dl f(x, y,u) = (—U/Oy/()xf (s, 1, u(s, 1)) dsdt.
Hence, from the inequality
len[p(x, Y)I* = len[F (um)(x, »I*, 0=<a =<1,
we derive that, for each fixed (x, y) € J,
len[p(x, »)I* = len[F(u)(x, »)]*, 0<a =1
Moreover, for arbitrary 0 < o < y < 1, we have

(PO, Y)ie — (F ) e, Y)ia < (O, )iy — (F(up) (e, y)iy -
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Taking the limits when m — oo and using similar arguments as above, we receive

(PO, Y)ia — (F)(x, Y)ia = (p(x, YD1y — (Fu)(x, )iy -

By analogous arguments, one has

(PO, Y)ra = (F)(x, Y))ra = (P(X, y)ry — (F@)(x, ¥)ry

foral0 <o <y <1.
Therefore, the difference

px,y)© (=D Iy f(x,y,u)

exists for all (x, y) € J. It shows thatu € C’(J, Rx) and é(J, Rr) isAa closed subset of the
space C(J, Rr). Since (C(J, Rx), d) is a complete metric space, (C(J, Rr), d) is also a
complete metric space. O

By changing the solution space to C(J,R), we can prove the existence of solution of
type 2 to the Problem (1)—(2).

Theorem 4 Let f be a continuous function satisfying the hypotheses (hy)—(hy) in Theorem
3. Moreover, suppose that the following hypotheses are fulfilled:

(h3) C(J.RF) # 0. )
(hg) Ifu € C(J,Ryr) satisfies that u € C(J, Rx), then the Hukuhara difference

px,y)© (=D f(x,y,v)

also exists for every (x, y) € J, where

v(x,y) =px, )0 (=Dly f(x,y,u), (x,y)el.

Suppose that there exists a (2)-lower solution . € CX(J,Rr)N (f‘(J, R x) for the Problem
(1)—(2). Then the Problem (1)—(2) has an integral solution of type 2 on J.
Furthermore, if the following condition holds:

(hs) Foreach pairu,v € é(], R r) fixed, there exists &€ € C(J, Rx) an upper or a lower
bound of u, v such that the Hukuhara difference p(x,y) © (—=1)1, f(x, y, §) exists
forall (x,y) € J,

then the Problem (1)—(2) has a unique integral solution of type 2 on J.

Proof By the hypothesis (h3), C‘(J, Rr) # ¢ and it is clear that, for every u € é(], Rx),
the Hukuhara difference p(x,y) © (—=1)Iyy f(x, y, u) exists for all (x,y) € J. By the

assumption (hy), it is reasonable to build the operator 77 : ¢ J,Rr) > C (J, Rx) defined
by

(Tzu)(xa )’) = p(x’ )’) © (_I)Ixyf(xa y!u)» (X, y) €J.

Similarly to Step 2 in the proof of Theorem 3, we receive from hypotheses (h;)—(h;) that

dOO(f(xa Y, U), f(xa Y, 77)) S doo(”v 77)

forallv < ninRrand (x,y) € J.
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Using analogous arguments as in the proof of (21) and combining with Lemma 1, for all
u <vin C(J,Rrx), we have

doo ((T2u) (x, y), (T20)(x, ¥))
= doo (p(x7 y) S (_I)Ixyf(xa Y, M), p(xa Y) S) (_I)Ixyf(x» Y, U))
= doo(Ixyf(x’ v, u), Ixyf(x» y,v))

1
= Fh, V(e = D™ - 1),
and it follows that

1 —Aa —Ab
Hy (Tou, Tov) < )TZHA(M, v)(I—e ™)1 —e™). (22)
Now, assume that u < v in ¢ (J, Rx). We need to indicate the nondecreasing character
of the operator 75, proving that Tobu < Trv. Since u(s,t) < v(s,t) for all (s,7) € J,

and using the hypothesis of the nondecreasing character of f in the third variable, we have
f(s,t,u(s, 1)) < f(s,t,v(s,t)) forall (s, t) € J. It follows from Lemma 5 that

/ ’ / " FGstyus, )dsdr < / ’ f " .t v(s. 1)L,
0 Jo 0 JO

(—1)/y/Xf(s, t,v(s, t))dsdt < (—1)/y/xf(s, t,u(s,t))dsdt
0 JO 0 JO

for all (x, y) € J. Hence, by Lemma 3, since the differences involved exist, we have

or

(v)(x,y) = p(x,y)© (—1)/0:/0 f(s,t,v(s, t))dsdt

v

y rx
px,y) 6 (—1)/‘0 /0 f(s,t,u(s, t))dsdt = (Thu)(x, y)

for all (s, t) € J, and the consequence is that 75 is a nondecreasing operator on ¢ (J,Rx).
From (22), for an arbitrary strictly increasing altering distance function y, we have

1 —\a —Ab
y(Hy(Thu, Thv)) <y (ﬁH‘("’ (1 —e )1 —e ))
1 —\a —Ab
=y (H(u,v)) — [)/(HA(M, v)) =y (ﬁHx(u, (1 —e )1 —e ))] .

Denote ®(¢) = y(t)—y (A—lz(l —e My (1 — e‘“’)t), t € [0, 00). Then, from Lemma 7,

there exists A > 0 such that ® is in C‘([O, 00)) and T, satisfies the generalized contractive-
like condition

v (Hy(Tou, Tov)) < y (Hy(u,v)) — ®(Hy(u,v)) forallu,ve C(J,Ry) withu < v.

Next, since there exists a (2)-lower solution i € C2(J, Rx)N ¢ (J, Rx) for the Problem
(1)-(2), we prove that < T>u. Note that the difference

y prx
(Tzu)(x,y)zp(x,y)e(—l)/o /0 S, 1, (s, 1)dsdt

exists for all (x, y) € J, since u € é(l, Rr).
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Besides, from 2 Dy, (x, y) < f(x, y, u(x, y)), we deduce that

y X y px
f / 2Dy (s, t)dsdt < / f f(s,t, u(s, t))dsdt
0 JO 0 JO

for all (x, y) € J. The previous inequality together with w(x, 0) < ny(x), ©(0, y) < n2(y),
and (0, 0) = n1(0), implies that

A

y px
Mra (X, Y) < pra(x,0) + e (0, y) — 1 (0, 0)‘}'/(; /0 Jia (s, t, u(s, 1))dsdt

IA

y px
(nl)ra(x)+(n2)ra(y)_(ﬂl)ra(0)+/() fo Sia (s, t, u(s, t))dsdt,

A

y prx
Mia (X, ) = Hia(x, 0) + e (0, y) — 11a (0, 0)+/O /o fra(s, t, u(s, t))dsdt

IA

y prx
(nl)la(x)+(772)la()’)_(Ul)la(0)+/() /0 Sra(s,t, u(s, 1))dsdt

for o € [0, 1] and (x, y) € J, which proves that

A

y px
L y) < M)+ m) e m©) & (1) fo /0 Fls.t. us. )dsdt

y prx
p(x,y)e(—l)/o /0 St (s, 0)dsdt = (Tap)(x, y)

for all (x, y) € J. Therefore, u < Top in C(J, Rx).

Because of Lemma 8, since é‘(], Rr) is a closed subspace of C(J,Rr), then
(é (J,Rx), Hy) is a complete metric space. Besides, the properties 1) and 2) in Lemma 4
are valid in C (J, Rx). Then the operator 75 satisfies all the hypotheses of Theorem 2 in
o) (J,Rx). Hence, T; has a fixed point in c (J, Rx). The uniqueness of fixed point comes
from the existence of an upper or a lower bound in C(J,Ryx) for each pair of fixed elements
inC (J, Rx), which comes from (hs). This completes the proof. O

Theorem 5 The conclusions of Theorems 3 and 4 are still valid if instead of a (k)-lower
solution, a (k)-upper solution (k = 1, 2) of Problem (1)—(2) is supposed to be exist.

Proof 1f 1 is a (1)-upper solution to the Problem (1)—(2), then
w(x,y) = n1(x) +n20) ©nO0) + Ly f(x, y, ulx, y)) = (T1w)(x, y)

for all (x, y) € J, from which it follows that & > Tju. Hence, the existence of a unique
integral solution of type 1 for Problem (1)—(2) is derived from Theorem 2. The proof of the
solvability of Problem (1)—(2) with a unique integral solution of type 2 is obtained similarly
by taking a (2)-upper solution p in c (J,Rx). O

Finally, we prove the existence of solutions to Problem (1)-(2) by applying the
generalized results obtained in Section 2 for the case 8 € Sp.
In the space C(J, Rx), we consider the metric

d(u,v) = sup {doo(u(x,y),v(x, y)}.
(x,y)eJ

Due to the compactness of J in RZ, it is easy to see that (C(J, Rr), d) is a complete metric
space.
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For an arbitrary altering distance function 7, we denote by B, the class of functions
¢ : [0, 00) — [0, co) which satisfy the following conditions:

i) @ is monotonic increasing.
i) @) <tfort > 0.

pon(t) t>0

iii) The function B : [0, c0) — [0, 1) defined as B(¢) = { n) isin Sp.

0, t=0

Theorem 6 Consider Problem (1)—~(2), with a continuous function f satisfying the hypoth-
esis (hy), and suppose that there exist a strictly increasing altering distance function
satisfying ¥ (t) <t ift > 0, and ¢ € By such that the following inequality holds

1
dOO(f(x5 y’ u(x, y))a f(xv )77 U(-xa y))) S %90 (W(doo(u(x, y)v v(-x5 )’)))) ’ (x7 )’) € Jv
(23)
foru <wvin C(J,Rx). Then the existence of a (1)-lower solution (or a (1)-upper solution)

necC 2(J,Rx) for the Problem (1)—(2) provides the existence of a unique integral solution
of type 1 to the Problem (1)—(2).

Proof Consider the operator 77 : (C(J,Rx),d) — (C(J,Rx), d) defined by (18).

Using (h;) and following the same reasoning as in Step 1 of Theorem 3, we obtain the
nondecreasing character of the operator 77 in C(J, Rr).

Forall u < vin C(J, Rr), we have, from (23),

dOO((Tlu)(x’ y)7 (TIU)(X, )’)) = dOO(Iny(x! Y, M(X, y))7 Ixyf(xa Y, U(X, y)))

/y/xdoo(f(s, t,u(s,t)), f(s,t,v(s, t)))dsdt
0 JO

IA

1 [y
< */ / @ (Y (doo(u(x, y), v(x, y)))) dsdt.
ab 0 0

Since doo (u(x, ¥), v(x,y)) < d(u,v) for all (x, y) € J, by using the nondecrease property
of ¥ and ¢, we get ¥ (doo (u(x, y), v(x, ¥))) < ¥(d(u, v)) and

oW (doo(u(x, y), v(x, ¥)))) < (¥ (d(u, v)))
for all (x, y) € J. It follows, for all (x, y) € J, that

1 v ¥
doo ((Thu)(x, y), (T1v)(x,y)) < *</)(1/f(d(u,v)))/ / dsdt
ab 0 0

= éxw Y (d@,v))) <o (Wdu,v))).
Thus, for u < vin C(J, Rx),
d(Tiu, Tiv) < ¢ (Y(d(u, v))).
From the nondecreasing character of v/, we get, for u < v in C(J, Rx),
Y (d(Tiu, Tiv)) < ¥ (¢ (Y (du, ) < ¢ (Y(du,v)))

o (W(d, v) B
= Ww(d@h v)) = B(du, V)Y (d(u, v)),
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if d(u, v) > 0, and the inequality is trivially valid if d(u, v) = 0. Here, we have

poyr (1) &
(1) = 70 ift >0,
0 ift =0,

which belongs to Sp, by hypothesis.

Finally, let u € C2(J,Rx) be a (1)-lower solution for the Problem (1)—(2). It is clear
again that u < Ty, since u(x, y) < n(x)+m()n1(0)+ Ly f(x, y, w) = (T ) (x, y),
(x, y) € J. Similarly, if there exists a (1)-upper solution w for the Problem (1)—(2), then we
have u > Ty . Note that (C(J, Rr), d) is also regular.

Overall, the operator T satisfies all the hypotheses of Theorem 2 in case 8 € Sp. In
consequence, 77 has a fixed point in C(J, Rr). Noticing that every pair of elements of
C(J, Rx) has an upper and a lower bound, it follows that the operator 77 has a unique fixed
point. O

Theorem 7 Consider Problem (1)—(2) with f continuous satisfying the hypotheses (hy),
(h3), (hg) and suppose that there exist a strictly increasing altering distance function
satisfying Wy (t) <t ift > 0, and ¢ € By such that the inequality (23) holds for u < v in
C(J,Ryx).

Then the existence of a (2)-lower solution (or a (2)-upper solution) u € C2(J,R5)
ne (J, Rx) for the Problem (1)—(2) provides the existence of a fuzzy integral solution of
type 2 to the Problem (1)—(2).

Furthermore, if the condition (hs) holds, then the Problem (1)—(2) has a unique integral
solution of type 2 on J.

Proof Using analogous arguments for the operator 7 in Theorem 4, we deduce the
existence of a (unique) integral solution of type 2 to the Problem (1)—(2). O

Example 1 Denote Rx* = {z € Rx : 0 < z}, where 0 is defined by 0(r) = 1 if 7 = 0 and
0(¢) = 0 in other cases. In this example, we consider the following fuzzy partial hyperbolic
equation under generalized Hukuhara derivatives

kDxyu = f(x,y,u(x,y)), (x,y) € J =[0,a] x [0, b],
u(x,0) =0, x € Jg,, 24)
u(,y) =0, y € Jp,

where f : J x R — Rx". Note that u(0, 0) = 0 is deduced for a solution.

Theorem 8 Consider f : J x Rr — Rz continuous and nondecreasing with respect to
the third variable and suppose that, ifu < v in C(J, Rx), then

dOO(f(x9 Y M(.Xf, )’)), f(-x7 Y, v(-x5 )’)))

1
=5 In (1 + min{d2, (u(x, y), v(x, ¥)), doo (u(x, y), v(x, Y))}> (25)

for all (x,y) € J. Then Problem (24) has a unique nonnegative fuzzy integral solution of
type 1. In addition to the hypotheses, if (h3) and (hg) are satisfied, then Problem (24) has a
nonnegative integral solution of type 2 (unique if (hs) holds).
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Proof Consider the cone P = {u € C(J,Rx) : u > 6}, where we also denote by 0
the constant function equal to 0 at any point. Obviously, (P, d) is a complete metric space
(and regular). The operator 77 defined as (Thu)(x,y) = Iy f(x,y,u) is nondecreasing
and maps P into 1tse1f smce Jy,ulx, y)) is a nonnegative continuous function for each
u € P.Besides, T) (O) >0 (O is a lower solution). From Theorem 6 with ¢(t) = In(1 + 1),
Y(t) = min{z2, 1}, we derive the conclusion.

Note that the condition f:J xRy - Rrtcanberelaxedto f : J x Rr — R if
we impose that f(x, y, 0)>0 for every (x, y) € J, due to the nondecreasing character of
T1, which yields Tiu > T (0) > 0foru e P.

Note also that, in this example, the weak solution of type 2 is sought in the space of
functions u € C(J, Rx) such that u > 0 and f(x,y,u(x,y)) is crisp for every (x, y) € J,
so condition (hy4) (and, hence, (h3)) is satisfied if f(x, y, z) is crisp for each (x, y) € J and
z € Rz crisp. Under this restriction, (hs) also holds since, given u, v > f) we can take as a
crisp lower bound of u, v the constant function 0. O

4 Conclusions

In this study, we have firstly presented some new generalized theorems on fixed points
for nondecreasing mappings from a partially ordered metric space to itself. These results
develop some previous results of [3, 14, 27] and admit them as special cases. Secondly,
we have investigated the existence and uniqueness of fuzzy solutions to a boundary value
problem for a class of fuzzy partial hyperbolic equation under generalized Hukuhara deriva-
tives. Via these results, the function placed in the right-hand side of the equation does not
need to be Lipschitz continuous. In spite of this condition, f is only demanded to satisfy a
generalized contractive-like condition. However, a hypothesis of existing a lower or upper
solution of considered problem is required. In real world applications, the use of lower and
upper solutions method is hampered by the difficulty to exhibit such functions. This method
does not require to find a solution of a boundary value problem but find lower and upper
solutions. This replacement reminds us to the Liapunov’s second method. Furthermore, in
many theorems, the assumptions at hand provide lower and upper solutions and their use
simplifies the argument. The questions arise whether it is easy to recognize that a set of
assumptions provides such lower and upper solutions? Is it easy to find them? In general,
there is no clue to finding these solutions. This drawback motivated more works to study
the way to construct the lower as well as upper solutions in differential equations theory.
Some efforts to offer a construction of lower and upper solutions can be seen Lemma 1.5.2
in [15] for initial value problems of first order ordinary differential equations, Chapters VI
to X in [8] for showing how to build in specific cases appropriate lower and upper solutions
of some classes of two points boundary value problems. For partial differential equations,
we can cite here some works [12, 13]. This observation is our primary motivation in future
work for stating conditions that ensure a given function is a lower or an upper solution of
our considered problems.
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