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Abstract Automating the process of software testing is a
very popular research topic and of real interest to industry.
Test automation can take part on different levels, e.g., test
execution, test case generation, test data generation. This sur-
vey gives an overview of state-of-the art test data generation
tools, either academic or commercial. The survey focuses
on white- and gray-box techniques. The list of existing tools
was filtered with respect to their public availability, their
maturity, and activity. The remaining seven tools, i.e., Agi-
tarOne, CodePro AnalytiX, AutoTest, C++test, Jtest, RAN-
DOOP, and PEX, are briefly introduced and their evaluation
results are summarized. For the evaluation we defined 31
benchmark tests, which check the tools capabilities to gener-
ate test data that satisfies a given specification: 24 primitive
type benchmarks and 7 non-primitive type and more com-
plex with respect to the specification benchmarks. Most of
the commercial tools implement a test data strategy that uses
constant values found in the method under test or values that
are slightly modified by means of mathematical operations.
This strategy turns out to be very effective. In general, all
tools that combine multiple techniques perform very well.
For example PEX uses constraint solving techniques, but
in cases where the constraint solver reaches its limitations
it uses random based techniques to overcome those limita-
tions. Especially, the two commercial tools AgitarOne and
PEX that combine multiple approaches to test data genera-
tion are able to pass all 31 tests. This survey reflects the status
in 2011.
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1 Introduction

Software is in every part of our life. It is software that wakes
us up in the morning, makes us coffee, tells us the early
morning news. It is software that drives us to our working
place, that controls the traffic lights, that moves the elevator.
It is software that flies planes and keeps nuclear reactors
under control. And these software components are getting
more and more complex, have to be maintained and updated.
Therefore, testing is crucial. In academia and industry many
people are working on new technologies that reduce both
bugs in software and costs to find them.

Automating the test process still consists of multiple
facets, ordered with respect to increasing complexity: (a) exe-
cuting tests, (b) generating empty test classes and methods,
(c) generating test cases, and (d) generating test data. Many
tools exist that automate test execution, for example the JUnit
framework. Most of the state-of-the-art integrated develop-
ment environments (IDEs), such as Microsoft Visual Studio,
and Eclipse, include tools that automatically generate empty
test classes and methods. Current research efforts focus on
automatically generating test cases and test data. The former
automates the process of finding out which method sequence
may reveal an error. The latter automates the generation of
primitive values and especially non-primitive objects that can
be used in test cases.

This survey attempts to give an overview of available
commercial and academic tools with respect to their test
data generation capabilities. Therefore, we compiled a list
of test generation tools, filtered them with respect to their
level of availability, maturity, and activity. The remaining
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seven tools, i.e., AgitarOne, CodePro AnalytiX, AutoTest,
C++test, Jtest, RANDOOP, and PEX, are challenged with in
total 31 benchmark tests: 24 benchmark tests show the tools
capabilities to generate primitive values; 7 benchmark tests
show how well they perform on non-primitive types and com-
plex specifications. The information collected in this survey
reflects the status in 2011.

This survey continues as follows: Sect. 2 introduces the
criteria for tool selection and evaluation. Thereafter, Sect. 3
presents the result of evaluating the tools. Each tool is shortly
introduced and the evaluation result is discussed. The related
work is mentioned in Sect. 4. The survey concludes in Sect. 5.

2 Evaluation procedure

AgitarOne, CodePro AnalytiX, AutoTest, C++test, Jtest,
RANDOOP and PEX are the seven tools that satisfy all
criteria to be part of this survey. Section 2.1 (a) shows a
classification of all candidate tools, and (b) introduces the
selection criteria availability, maturity and activity. Further-
more, Sect. 2.2 (a) introduces the evaluation criteria, and (b)
describes the evaluation procedure.

2.1 Candidate tools

Figure 1 presents the map of all relevant tools on automatic
test generation. The tools are categorized with respect to two
dimensions:

—_

source code required/present
2. specification usage

BLACK BOX GRAY BOX

EXE [10]
PEX [45]
Jtest [39]

SpecExplorer [48] Korat [7]

RANDOOP [34]

oracle and input

WHITE BOX

AutoTest [29]
AnalytiX [25]
C++test [37]
Cute [42]
AgitarOne [5]
DART [20]
Klee [9]

Specification

UniTesK [27]
JavaTesK CTesK

oracle
only

no

JPF [50]

no source source

Fig. 1 Classification of evaluated tools
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On the one hand we distinguish tools with respect to their
access to source code. On the other hand we distinguish
between tools that use no specification, use specification as
test oracle only, and tools that use specification as test oracle
as well as for steering the test input generation.

Figure 1 clusters the tools with respect to the well-known
terminology [1, p. 21] of black-box, white-box, and gray-box
testing. Black-box tests are derived from external descrip-
tion of the software, e.g., specifications. White-box tests
are derived from source code internals, e.g., branch condi-
tions. The term gray-box testing is used for test generation
approaches that use both, source code internals as well as
external descriptions of the software.

This survey focuses on state-of-the art test data generat-
ing tools. To ensure the quality of this survey we have to
further filter the candidate list. First, only white-box or gray-
box testing tools are considered for this survey. Second, the
remaining tools are rated with respect to availability, matu-
rity, and activity.

Availability Tools have to be publicly available. Either as
free download or as commercial tool.

Maturity Only tools that are already applied to industrial
size applications are considered. We therefore rate all
tools from 1 to 4:

commercial tool

applied to (at least one) industrial size case study
applied to (at least one) case study

no information about case studies available

il

Activity Tools have to be maintained. In other words, only
tools updated within the last 3 years (i.e., since 2009) are
considered.

Citation The amount of (scientific) publications that
include references to the tool. Figures are extracted from
Google scholar in December 2011. The delta value in
brackets shows the amount of additional citations since
October 2010.

Table 1 lists all white- and gray-box testing tools and sum-
marizes the rating with respect to the introduced classification
criteria. AgitarOne, CodePro AnalytiX, AutoTest, C++test,
Jtest, RANDOOP, and PEX satisfy the criteria and are there-
fore part of the evaluation for this survey presented in Sect. 3.
They are highlighted in the table.

2.2 Evaluation criteria

We aim for a uniform comparison and evaluation of the state-
of-the art test data generation tools. Therefore, in Sect. 3 each
tool is shortly introduced, its test data generation technique
is explained in detail, and finally the evaluation result is pre-
sented and discussed.
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Table 1 Candidate list Tool | Avail. | Mat. | ACt. | Citations
AgitarOne [5] v 1 2010 | 64 (+14)
AnalytiX [25] v 1 | 2010 0 (4+0)
AutoTest [29] v 1 | 2010 | 39 (+13)
Check’n’Crash [15] | v/ 4 | 2005 | 121 (+22)
C++test [37] v 1 | 2011 0 (+0)
Cute [43] v 3 | 2006 | 519 (+124)
DART [20] X 3 | 2005 | 765 (+196)
Eclat [33] v 3| 2005 | 144 (+26)
EXE [10] X 3 | 2008 | 389 (+124)
Klee [9] v 3| 2009 | 271 (494)
Jerasher [14] v n/a | 2007 | 210 (+31)
The highlighted tools are white- JPF [50] * / 3 2010 271 (+73)
or gray-box testing tools that Jtest [39] v 1 2011 0 (+0)
N Korat 7] /|3 | a007 | 1o (47
 First JPF test data generation PEX [45] / 1 2010 199 (+88)
publication RANDOOP [36] v 1 | 2010 | 199 (+63)

The short introduction of the tool is summarized in a table
that includes information on input and output of the tool, sup-
ported programming and specification languages, licensing
issues and the user pace.

Additionally, we summarize in a table the particular test
data generation techniques incorporated by the tool. This
summary includes the following attributes:

Approach primitive types What approaches are used to
generate values for Boolean, byte, character and integer
types (e.g., random, constraint solver)?

Approach non-primitive types What approaches are used
to generate instances for all object types?

Specification usage In what sense does the approach use
given specification (e.g., as oracle only, to steer input data
generation)?

Specification dependencies Is the approach able to deal
with specifications where one parameter value depends
on another, e.g., paraml > param2.size()?
Quantifiers Can the approach deal with quantifiers in the
specification?

Object pooling Does the tool store already instantiated
objects for later reuse?

Manual objects Is it possible to add manually constructed
objects to the tool?

Special values Which hard-coded values does the tool
use (e.g., min and max value of a data type)?

The actual evaluation of the selected tools is based on
analysing automatically generated tests for the given bench-
marks. To find out the limitations of each tool we came up

with a very structured set of benchmark tests. The benchmark
tests are based on the different problem divisions [44] of the
annual SMT solver competition (SMT-COMP): (a) integer
difference logic, (b) real difference logic, (c) linear integer
arithmetic, (d) linear real arithmetic, (e) non-linear integer
arithmetic, and (f) (quantified) arrays.

In addition we added non-linear real arithmetic and simi-
lar expressions for Boolean, character and string types. Fur-
thermore, we added the following tests that explicitly test
specification dependencies with respect to parameters:

Dependencies between parameters One parameter
depends in any attribute from the value of another para-
meter.

Requested null objects Explicitly requesting a null para-
meter.

Object type parameters Explicitly requesting an object
in a given state.

Triangle example [32] The specification for a scalene
triangle.

Tables 2 and 3 show the specifications used for each of the
benchmark tests. The evaluation of the tools should find out,
which tool is able to generate data that satisfies the given
specification. Therefore, we implemented for each bench-
mark test a method that requires input values that satisfy
the corresponding specification. We stated the requirement
either as precondition or as assertion in the first line of the
benchmark method. Tools that are able to execute the return
statement of the benchmark method are able to call it with
input data that satisfies the benchmark tests specification. An

@ Springer



730

S. J. Galler, B. K. Aichernig

Table 2 Type support tests

Type Specification (arithmetic expression)
Constant Simple linear arithmetic Simple non-linear arithmetic Inequality
Boolean a = true a=>b - a = false
Character a =" b’ - - a>'b
Integer a=3 a=3+45 a=3%5 a=>>5
Float a=32f a=32f+51f a=32fx*5.1f a>51f
Double a=32d a=32d+5.1d a=32dx5.1d a>32d
String a ="abcd” a'=null && a.matches("[a — z][0 — 9]+") al=null&& a !="" && a !="abcd"

Each of the given specifications is used as precondition for a method

The evaluation result tables for each approach show for what type of specification the approach was able to generate satisfying data

Table 3 Structural tests

Specification

Test Parameters
Parameter dependencies a: int, b: String

Null object a: Stack

Object type a: Stack

Array type a: int[]

Forall quantifier a: List0 < String >
Exists quantifier a: List< String >
Scalene triangle example [32] a,b,c: double

b l=null && b.Length = a && a > 32

a = null

a'=null && a.Count >=2

a'=null && a.Length > 2 && a[l] =1

a!'=null && a.Count =2 && Vs € a : s =" abc”

a!'=null && a.Count =2 && 3s € a : s =" abc”
a+b>c&&b+c>a&&a+c>b&&al=b&&al=c&&b!=c

Each of the given specifications is used as precondition for a method

The evaluation result tables for each approach show for what type of specification the approach was able to generate satisfying data

example benchmark method implementation is presented for
each tool.

Note, throughout the paper we use logic notation for all
given specifications, i.e., the single assignment character rep-
resents equality. Furthermore, we had to require non-null
objects and non-empty string instances for object types and
string types, respectively, to avoid NullPointerAccess excep-
tions while evaluating the Design by Contract™ specification
or Java assertion statements.

3 Evaluation

AgitarOne, CodePro AnalytiX, AutoTest, C++test, Jtest,
RANDOOP and PEX meet all filter criteria and were there-
fore evaluated. The presentation order of the evaluation
results are determined by the time of publication of the orig-
inal paper or launch of the tool.

3.1 Jtest
3.1.1 General information
Jtest is a comprehensive testing product of Parasoft [38] for

Java first introduced in 1997. It supports development teams
in building new or improving quality of legacy Java applica-
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tions likewise. Jtest facilitates static analysis, runtime analy-
sis, code review process automation and unit testing. Static
analysis includes coding standard checks, data flow analysis
and common well-known coding style rules. Runtime analy-
sis mainly provides different kind of coverage information,
detects race conditions and security attack vulnerabilities.
The code review process is supported through notification,
documentation and tracking functionalities. In this evalua-
tion we focus on the unit testing support of Jtest.

Jtest supports automatic generation of JUnit tests and auto-
matic generation of regression tests. It can be used with and
without Design by Contract™ specifications. In the former
case, the methods postconditions are used as oracle. Further-
more, only tests that satisfy the precondition are exported to
JUnit test files. In the latter case, Jtest uses thrown exceptions
and assertion errors as oracle. For regression tests, the ini-
tial test execution run determines the expected return values,
which are recorded and used in further execution runs. Jtest
incorporates a powerful test data generation engine, whose
features are discussed in detail in Sect. 3.1.2. Furthermore,
Jtest includes a tracing facility, which can be used to cap-
ture and replay interaction of Java applications with remote
clients and servers.

Table 4 summarizes Jtest’s general information. Jtest does
not depend on the presence of Design by Contract™ spec-
ification, but it improves test quality and reduce test effort
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Table 4 Jtest: general

information

Institution Parasoft
Version (tool) 8.4
Source code language Java

Specification language
Required input
Optional input

Output

Introduced in

Last updated in

User pace

License/price

Documentation

Test classification

Jcontract by Parasoft, very similar but less expressive than JML
Source code

Design by Contract™ specification in Jcontract syntax

JUnit test classes

1997

2010

Parasoft has more than 10.000 worldwide customers,
58 % of fortune 500 companies
Commercial license, 14-days evaluation license

Comprehensive user manual (ca. 750 pages), well
structured with examples and step-by-step tutorials
All tests that satisfy the precondition are exported

Table 5 Jtest: test data generation details

Approach primitive

Combinations of predefined values are candidates (integer: 0, —1, 1, 10, —10, ..., MAX int, MIN INT), but as can

be seen in the test results, more sophisticated technologies are present (not documented which)

Approach non-primitive

Stubs are created for all external resources, such as databases, third-party libraries, file system and network 1/O.

For EJBs Jtest even provides a dummy container

Approach uses specification

Yes, details are not published, but manual inspection of all generated tests let us assume that there exists some

mechanism to use the specification for test data generation

Parameter dependency Yes
Object pooling
Manual objects
Special values

Quantifiers Not supported

Jtest integrates an object repository which is populated by Jtest itself
Yes, the object repository may be populated with manually generated objects

Jtest pre-populates the object pool with special values, such as maximum and minimum value of a data type

if present. It is a commercial tool with a 14-days evaluation
license and comes with extensive documentation.

3.1.2 Data generation approach

Jtest mainly operates on an object repository. This repository
is pre-populated with test data for all primitive types: e.g.,
the minimum and maximum value, 0, —1, +1 are instances of
the value pool for the integer type. The pool can be manually
populated with values.

Jtest uses those values and tries possible combinations for
a given method under test. In addition, Jtest includes some
more sophisticated value generation strategies for primitive
as well as for non-primitive data types. It is not documented
which technologies are used for generating primitive values
that satisfy a given precondition, but our evaluation showed
that Jtest was able to generate values that were not initially
in the pool.

Furthermore, Jtest automatically generates stub objects.
A stub is an object that overrides the real objects implemen-

1 /xx

2 x Q@Qpre (a==3.2f % 5.1f)

3 * @post ($result == true)

4 */

5 public boolean floatNonLinear (float a)
6 {

7 return true;

8 1}

Fig. 2 Jtest: example evaluation criteria method. Jtest was only able
to generate valid tests after adding the f to all float constants

tation and returns only hard coded values [21]. Jtest stubs are
able to return different values each time a method is called.

In case the value combination satisfies the precondition
of the method under test, the test is executed, the result is
recorded and a JUnit test method is exported. The postcon-
dition is evaluated and violations are reported.

Table 5 summarizes Jtest’s different strategies for test data
generation.
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3.1.3 Evaluation

Figure 2 shows an example implementation of a benchmark
method. For the evaluation we executed the Jtest command
”Generate Unit Tests” followed by ”Run Unit Tests (Report
All Severities)”. The result is a set of JUnit tests and a report
containing coverage information.

Table 6 summarizes the result of the evaluation on the set
of test data benchmark problems. Jtest managed to generate
valid input data for all benchmarks. Therefore, we conclude
that Jtest incorporates some more sophisticated technologies
than mentioned in the official documentation.

Table 7 shows the results of the structural benchmark tests.
Jtest is able to generate values even for specifications that
include variables where one variable is constrained by the
value of another variable. The approach does not work for
more complex dependencies as imposed by the scalene tri-
angle specification, or quantifiers.

3.2 C++test
3.2.1 General information

Parasoft’s C++test [37] is a commercial software quality
improvement tool for C/C++, introduced in 1999. It comes as
stand alone IDE or Eclipse plugin. C++test supports coding
standard checks, static analysis, runtime analysis, and auto-
mates code review and unit test generation. C++test incor-

Table 6 Jtest: results of data type benchmark tests

Type Constraint

Constant Linear Non-linear Inequality

Boolean v - v
Character
Integer
Float
Double

String

NN NN
SENIENIEN
SUENIEN
SN N N

Table 7 Jtest: results of structural tests

Test Result

Parameter dependencies
Null object

Object type

Array type

Forall quantifier

Exists quantifier

I SN N NN

Scalene triangle example
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porates best practice rules such as those proposed by Mey-
ers [30]. C++test can be seen as the little brother of Jtest. Both
have very similar feature lists, but due to advanced technolo-
gies provided by Java, e.g., Java reflection, Jtest implements
more sophisticated data generation techniques than C++test.

Table 8 summarizes general information of C+-+tests.
C++test does not support any kind of specification. It is best
used for generating regression tests, which detect changes in
the systems under test behavior over time.

3.2.2 Test data generation

C++test does not support any form of specification but sim-
ple assertion statements. Therefore, all generated combina-
tions of test input data are exported as unit tests. Other tools
that support Design by Contract™ specifications can already
classify tests called with values that are not supported by the
method due to the precondition specification.

Based on the evaluation we can identify two different test
data generation strategies: one for primitive and one for non-
primitive types. For primitive types C++test selects randomly
a value of

— apre-defined pool of values, such as minimum and maxi-
mum value, —1, +1 and O for integer types, a string value
that has more than 256 characters,

— the path of the file containing the method under test,

— the method under tests signature,

— constant values given within the method under tests body.

A non-primitive value is always constructed by means of a
constructor call. In case a method requires multiple parame-
ters, random combinations are generated. Manual inspection
of the generated test shows that not all combinations are gen-
erated. It is not documented, which combinations are gener-
ated.

C++test does not explicitly use any form of an object
pool. But it is able to use manually written factory methods.
These methods allow to establish a repository of valid object
instances that are used in automatically generated tests. Fur-
thermore, C++test supports stubs: user-defined and automat-
ically generated stubs. It only generates stubs if no user-
defined version is available. If it is not able to generate a
complete stub definition, it will generate a template which
has to be customized manually later.

The summary of C++test data generation techniques is
given in Table 9.

3.2.3 Evaluation
Since C++test does not support any Design by Contract™

specification we implemented all benchmark problems by
means of assertion statements in the first line as can be seen
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Table 8 C++test: general

information

Institution Parasoft
Version (tool) 7.3
Source code language C/C++

Specification language
Required input
Optional input

Output

Year

User pace

License/price
Documentation

Test classification

No specification

Source and binary

Unit tests
2010

Parasoft has more than 10,000 worldwide customers, 58 % of fortune
500 companies
Commercial license with 14-day trial

‘Well documented (tutorial, user manual, step-by-step tutorial, examples)

All tests are exported

Table 9 C++test: test data generation details

Approach primitive

C++test chooses a value from a pool of random values, pre-defined constants, constants extracted from source, and

other values, such as the methods signature and the source files path

Approach non-primitive
Approach uses specification No
Parameter dependency
Object pooling
Manual objects
Special values

Quantifiers

A public constructor of the requested class is used for instantiation

C++test generates combinations of randomly chosen values. Not all combinations are exported

Yes, by means of manually written factory methods

Yes, the manually written factory methods for the pooling can instantiate any object instance

Pre-defined set of values, i.e., string that contains more than 256 characters, min/max values for the given data type
Not applicable, since no specification is supported

in Fig. 3. Note that, we could not evaluate the string linear
benchmark test due to the missing native regular expression
support of C++.

For each of those benchmark methods we let C++test gen-
erate unit tests. Therefore, we followed Parasoft’s recom-
mendation for automatically generating and executing unit
tests [37]:

1. Generate test cases
2. Generate stubs

3. Build test executable
4. Executes test cases

C++test generated more than 200 tests. Most of them
fired the assertion statement and were therefore classified

bool floatNonLinear (float a)

assert (a
return true;

}

Fig. 3 C++test: example evaluation criteria method

3.2f % 5.1f);

Uk W N~

Table 10 C++test: results of data type benchmark tests

Type Constraint
Constant Linear Non-linear Inequality

Boolean v v - v
Character v - - v
Integer v v v v
Float v v v v
Double v v v v
String v - - v

as meaningless. But some parameter combinations success-
fully passed the assertions. Tables 10 and 11 summarize the
evaluation result.

For the character benchmark tests C++test used the integer
number of the character (i.e., the character b is represented
by the integer value 98 in the ASCII format) within the spec-
ified assertion and the off by one values (i.e., 97 and 99).
Furthermore, it created two tests that passed the maximum
and minimum character value, respectively, to the method
under test. These two simple techniques for data generation
enabled C++test to pass all character benchmarks.

@ Springer
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Table 11 C++test: results of structural tests

Test Result

Parameter dependencies
Null object

Object type

Array type

Forall quantifier

Exists quantifier

X X X X & X X

Scalene triangle

C++test generated nine tests for the integer constant
benchmark. Besides the special predefined values already
mentioned in the general description (0, —/+1, max/min
value) C++test uses the values within the assertion along with
the off by one values. Furthermore, C++test uses the result
of mathematical expressions present in the source code. For
example, C++test generated tests that pass eight (3 4- 5 taken
from the linear integer specification) and 15 (3 * 5 taken
from the non-linear integer specification) to the method under
test.

The predefined values for float and double type values
include in addition to the already mentioned values from the
integer domain, the minimum negative and positive value.
But the resulting test cases do not include any slightly modi-
fied values by means of mathematical operation, such as the
off by one values for integer and character types.

For non-primitive types C++test always chooses a con-
structor. Therefore, C++test is not able to generate test input
that is required to be NULL. Furthermore, C++test does not
try to modify the object any further, i.e., no other methods are
called after the constructor to change the object state. This
conclusion is based on our empirical evaluation of C++test.
The C++test User’s Guide [37] does not say anything about
the object creation strategy.

C++test failed also on the array and quantifier benchmark
tests. For the array it passed null, which did not satisfy the
specification. C++test has the technologies at hand to pass
the quantifier benchmark tests, but unfortunately it did not
use the required combination of parameter values.

3.3 AgitarOne
3.3.1 General information

In 2004 Agitar Technologies released AgitarOne, a commer-
cial tool based on academic research results. AgitarOne can
be used as standalone IDE, as Eclipse add-on, or from the
command-line. It includes automated JUnit test generation,
code rule enforcement technologies and a management dash-
board. Furthermore, it suggests assertions it revealed while
dynamically analyzing the software under test.

@ Springer

In our evaluation we focus on the automated JUnit test gen-
eration feature. Since AgitarOne does not base its analysis
on a specification language, it misses an oracle for all gener-
ated tests. Therefore, AgitarOnes is useful for automatically
generating a regression test suite that captures the current
behavior of the software under test.

During test generation AgitarOne collects observations
of the code’s behavior. Those observations are similar to
invariants detected by Daikon [17]. In fact, Daikon and Agi-
tarOne use very similar technologies, which were developed
independently at about the same time. The user can then
decide whether those observations should be promoted to
assertions. Thus, AgitarOne helps the software engineer to
write specification by means of Java assertions. Those asser-
tions are used in later iterations of the test generation process
(Table 12).

AgitarOne includes a mocking library and is able to run
automatically generated and hand-written JUnit tests side-
by-side. It is a good example of transforming academic
research into a user-friendly and scaling commercial product.

3.3.2 Data generation approach

Agitar Technologies coins the term agitation [5] for the
process of test data generation. It includes: (a) static and
dynamic analysis of the software under test, (b) automatic
input generation, (c) exercising the code based on the gen-
erated input, and (d) collecting observations by means of
mathematical relationships between variables.

Static and dynamic analysis focuses on collecting path
constraints. A constraint solving system then provides
required input data to generate tests that steer the exe-
cution along a specific path. In all those analysis steps,
AgitarOne focuses on performance and scalability. Thus,
AgitarOne prefers a fast “good guess” over a correctly cal-
culated value which requires more time. The following para-
graphs are based on *From Daikon to Agitator’ [5] and man-
ually inspecting the generated JUnit tests for all benchmarks.

For all numerical types, i.e., integer, float, double, Agi-
tarOne uses all constants found in the source code, the nega-
tion of them and the constants +/— a delta value from the
original constant. For example, AgitarOne finds the integer
constant five in the source code, then it uses the constants
four, five and six as test input. For double values, it uses a
delta of 0.001.

AgitarOne provides a string solver that can handle con-
straints imposed by the string API. This solver enables
AgitarOne to generate string values that satisfy a regular
expression specified through the matches(...) method of the
java.lang.String class. Furthermore, AgitarOne uses NULL,
the empty string, any string constants from the source code
and random combinations of alphanumeric values (Table 13).
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Table 12 AgitarOne: general

information ..
Institution

Agitar technologies

Version (tool)
Source code language

Specification language

Required input
Optional input
Output

Introduced in
Last update in

User pace

License/price
Documentation

Test classification

5.1.0.000021
Java

None. AgitarOne can handle normal Java assertion statements, and
even suggests assertions based on dynamic source code analysis
Source code

A set of JUnit tests, including coverage information Furthermore,
AgitarOne provides a management dashboard to clearly structure
and summarize all related information

2004

2010

Hundreds of organizations worldwide, from Global 100 to Silicon
Valley startups
Commercial tool with 30-day trial version

Scientific publication, installation guideline

Al tests are exported

Table 13 AgitarOne: test data generation details

Approach primitive

In addition to constraint solver AgitarOne uses constants found in the source code, and values close to them by

means of mathematical addition and subtraction operations

Approach non-primitive

Approach uses specification

Parameter dependency

assertions
Object pooling
Manual objects

Randomly generating objects by calling constructor and other methods of the requested type. Furthermore,
AgitarOne includes a mocking library
AgitarOne has not specification language support, but is able to use Java assertions to steer the generation process

Values with dependencies between each other can be generated as long as they are specified by means of Java

Yes, AgitarOne uses factories for each type, which behave similar to object pool

AgitarOne allows manual refinement of test input data, and provides factories for each data type, which can also

be manually adapted to return manually specified objects. Furthermore, AgitarOne provides a pattern—strategy
technology, which allows to specify which generation strategy should be used for different automatically

detected patterns in the source code
Special values
Quantifiers

in loops

AgitarOne uses pre-defined values, such as min/max value for each type

AgitarOne does not have a special specification language, but understands Java assertions very well, even those

Object types are generated by randomly calling a con-
structor and zero or more (state-changing) methods of the
requested type. Required arguments are generated recur-
sively. All generated objects are kept in a pool to be modified
and reused at a later stage in the test generation process.
Furthermore, AgitarOne includes a mocking library and
enhanced technologies to specify the expected behavior of
those mock objects. It records the interaction with the mock
object and generates a unit test that expects the same behav-
ior.

3.3.3 Evaluation

We implemented all benchmark tests by means of Java asser-
tions and checked if AgitarOne is able to generate tests

public boolean floatNonLinear (float a)

{

assert a = 3.2f *x 5.1f;
return true;

}

Fig. 4 AgitarOne: example evaluation criteria method

Uk W N =

that cover the return statements after the assertion. If so
AgitarOne generated a value that satisfies the specification.
Figure 4 shows one of the implemented benchmark methods.

AgitarOne generated 112 JUnit tests. Tables 14 and 15
show that AgitarOne passed all benchmark tests. AgitarOnes
capability to generate tests for the forall and exists bench-
marks is very impressive. Due to the lack of a supported

@ Springer



736

S. J. Galler, B. K. Aichernig

Table 14 AgitarOne: results of data type benchmark tests

Type Constraint

Constant Linear Non-linear Inequality
Boolean v v - v
Character v - - v
Integer v v v '
Float v v v v
Double v v v v
String v v - v
Table 15 AgitarOne: results of structural tests 1 public void testExists ()

2 throws Throwable {
Test Result 3 List arrayList = new ArrayList (100);
Parameter dependencies v 4 boolean %dd = .
Null obiect Y 5 arrayList.add ((Object) null);
u. oblee 6 arrayList.add(” testString” );

Object type v 7 arrayList.set (0, ”abc”);
Array type v 8 boolean result =
Forall quantifier v 9 new Benchmark (). Exists (arrayList );
Exists quantifier v 10 assertTrue (”result”, result);
Scalene triangle v 1}

specification language we had to manually write the quanti-
fiers by means of Java assertions (see Fig. 5). The automat-
ically generated JUnit test is presented in Fig. 6. AgitarOne
creates a new array and adds random values (Fig. 6, Lines 5—
6). Finally, it determines that it has to set at least one element
in the array to “abc” (Fig. 6, Line 7) to satisfy the assertion
statement in Line 10 of Fig. 5.

The forall benchmark test looks very similar to the exists
benchmark test, but it asserts in each iteration that the current
value has to be equal to “abc”. However, the generated JUnit
test features AgitarOnes Mockingbird mock library. Figure 7
shows the generated test. Wherever complex objects have to
be constructed, AgitarOne replaces the actual object with a

1 public boolean Exists(List<String> a)
2 |

3 assert al=null && a.size () = 2;
4 boolean exist = false;

5 for (int i=0; i<a.size (); i++) {
6 if(a.get(i).equals(”abc”)) {
7 exist = true;

8 }

9 }

10 assert exist = true;

11 return true;

12}

Fig. 5 AgitarOne: exists benchmark
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Fig. 6 AgitarOne: generated test for the exists benchmark

mock object (Line 3). The Lines 5-12 define the behavior of
the mock object. For each expected method call the return
value is defined. Furthermore, the sequence of the method
calls is defined and asserted.

In this case, the ArrayList has a size of two, and will return
“abc” for both calls of get—once with argument 0, once with
argument 1. This generated test satisfies the assertion.

Note, some times AgitarOne used the mock library for
the exists test too. This let us conclude that some non-
deterministic approaches are used.

3.4 AutoTest
3.4.1 General information

AutoTest [12] started as research tool at ETH Ziirich and
is by now part of the commercially available Eiffel Studio.
Eiffel Studio is the integrated development environment for
Eiffel. Eiffel is until now the only programming language
with built-in support for Design by Contract™ specifications.
AutoTest automatically generates tests for Eiffel programs.
It uses different random based approaches for generating test
input data. AutoTest exports only tests that reveal an error.
Furthermore, AutoTest implements two different minimiza-
tion algorithms to reduce the amount of exported tests.
Table 16 summarizes the general information about
AutoTest. It is limited to the Eiffel programming language
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public void testForAll() throws Throwable {

Benchmark benchmark = new Benchmark ();

ArrayList a = (ArrayList)Mockingbird. getProxyObject (ArrayList.class);

Mockingbird . enterRecordingMode ();

Mockingbird .setReturnValue (false ,a,” size” ,” ()int” ,new Object []

{},new Integer (2),1);
{},new Integer (2),1);

Mockingbird . setReturnValue (false ,a,” get” ,” (int )java.lang.Object” ,

1
2
3
4
5 Mockingbird .setReturnValue (false ,a,” size” ,” () int” ,new Object []
6
7
8

9 Mockingbird . setReturnValue (false ,a,” size” ,” () int” ,new Object []

new Object [] {new Integer (0)},”abc” ,1);

{},new Integer (2),1);

10 Mockingbird . setReturnValue (false ,a,” get” ,” (int)java.lang.Object” ,

12 Mockingbird .setReturnValue (false ,a,” size” ,” () int” ,new Object []

new Object [] {new Integer (1)} ,”abc” ,1);

{},new Integer (2),1);

13 Mockingbird . enterTestMode (Benchmark. class );

14 boolean result = benchmark. forAll(a);
15 assertTrue ("result”, result);
16}

Fig. 7 AgitarOne: generated test for forall benchmark

Table 16 Eiffel: general

. . Institution
information

ETH Ziirich, Eiffel Incorporation

Version (tool)
Source code language
Specification language

Required input

6.6.8.3355 GPL
Eiffel
Eiffel

Source code and Design by Contract™ specification. The specification

is required because AutoTest exports only tests that cause a
postcondition or invariant violation

Optional input
Output

Last update in

User pace

Test generation can be customized through a configuration file
A set of Eiffel test classes (inheriting from EQA_TEST_SET)
Introduced in 2005
2010

Group of researcher at ETH and worldwide customers such as AXA

Rosenberg Investment Management, Boing, EMC?

License/price
The years mentioned in the table
refer to AutoTest, the test
generation tool of Eiffel Studio,
not Eiffel Studio itself

Documentation

Test classification

Both, commercial and open source license
Online documentation, scientific publications

Through the configuration file different minimization algorithms can
be activated to reduce the amount of exported tests

with its built-in support for Design by Contract™ specifi-
cations. Eiffel has very prominent clients as listed, but the
information which of those use AutoTest as well is not avail-
able.

3.4.2 Data generation approach

AutoTest implements a random based test data generation
approach. It uses the Design by Contract™ specification as
oracle only. In other words, AutoTest generates test input first
and then checks whether it satisfies the precondition of the
method under test or not.

AutoTest has two slightly different approaches for gener-
ating primitive and object type input data [29].

Primitive types For the Eiffel primitive types INTEGER,
BOOLEAN, CHARACTER, and REAL AutoTest maintains
a list of preset values for each type. Candidate values for the
INTEGER type are, e.g., minimum and maximum value as
well as 0, —1, +1, =2, +2, —10, +10. On request it randomly
chooses one of those values.

Object types AutoTest maintains a pool of already created
objects for each type. On request it randomly chooses one
of the existing object instances from the pool. A predefined
probability defines how often (in case of an empty pool
always) a new instance for the requested type is generated
and added to the pool. Furthermore, again with a preset fre-
quency AutoTest chooses randomly an instance from the pool
and calls modifier features (state changing methods) on it to
diversify the pool.
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Table 17 AutoTest: test data

generation details Approach primitive

Approach non-primitive

Approach uses specification
Parameter dependency

Object pooling

Manual objects
Special values

Quantifiers

Randomly choosing one value from a list of predefined values

Randomly generating instances through calls to the public interface of
the type (enhanced random approaches such as ARTOO are
supported as well)

Specification is not used for test data generation, only as test oracle

Not applicable, since specification is not used at test data generation time

Yes, objects are stored for later reuse. Extensions exist that improve
the pool by means of remembering which precondition predicates
the object has already satisfied

Yes, one can add manually generated values to the pool

The pool is pre-filled with values, e.g., min/max value for each type

Eiffel does not provide quantifier keywords

Whenever a new instance has to be created AutoTest exe-
cutes the following steps (taken from [29]):

1. choose one of the creation procedures (constructors) of
the class

2. generate values for all arguments, recursively

3. call the creation procedure with those arguments

Table 17 summarizes all analyzed aspects of AutoTests
test data generation technologies.

Since there is a very close connection between Eiffel Soft-
ware Inc. and ETH Ziirich, research initiatives eventually
become part of Eiffel Studio.

Two AutoTest features recently developed at ETH Ziirich
are ‘Adaptive Random Testing for Object-Oriented Soft-
ware’ [13]and ‘Satisfying Test Preconditions through Guided
Object Selection’ [51].

The former enhances the random selection process of val-
ues from the pool. Instead of randomly selecting a value, it
selects the one value with the highest distance to all already
selected values in previous iterations. The distance of two
integer values is their mathematical difference. The dis-
tance function of objects takes recursively the distance of
all members and the distance in the inheritance hierarchy
into account. Details are explained by Ciupa et al. [13].

The latter enhances the object pool by replacing it with a
map from specification predicates to objects. For each object
itisrecorded which predicates it satisfies. Therefore, the pool
can deliver objects that will likely satisfy the given precon-
dition in case similar preconditions are given for multiple
methods within the same system under test.

3.4.3 Evaluation
Figure 8 shows the implementation syntax of one of the

benchmark methods in Eiffel. require and ensure are the
Eiffel keywords for specifying a methods pre- and postcon-
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1 floatNonLinear (a :REAL) :BOOLEAN
2 require

3 a = 3.2 x 5.1

4 do

5 Result := true

6 ensure

7 Result = false

8 end

Fig. 8 AutoTest: example evaluation criteria method

dition, respectively. Note, AutoTest only exports test cases
that violate the postcondition. Therefore, we implemented
all methods such that they cause a postcondition exception,
i.e., all methods return true and the postcondition requires
false. All test cases that satisfy the precondition will fail on
the postcondition and therefore get exported as unit tests.

AutoTest generated 117 tests. Tables 18 and 19 summarize
the results.

AutoTest was able to generate valid test input for all
inequality tests. Since each specification consists of only one
inequality expression, the likelihood to select a value differ-
ent than the one given in the specification is very high.

Furthermore, AutoTest was able to generate tests for the
constant and linear integer benchmark. In both cases it gen-
erated exactly the required value which let us assume that

Table 18 AutoTest: results of data type benchmark tests

Type Constraint
Constant Linear Non-linear Inequality

Boolean v v - v
Character X - - v
Integer v v v
Float X X v
Double X X v
String X - - v
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Table 19 AutoTest: results of structural tests

Test Result

Parameter dependencies
Null object

Object type

Array type

Forall quantifier

Exists quantifier

X X X X X &« X

Scalene triangle

AutoTest may include some more sophisticated approaches
for integer values than random. For all other tests AutoTest
failed, which is reasonable because it is very unlikely to gen-
erate the value 76.32 randomly, which for example is required
to satisfy the non-linear float benchmark.

3.5 CodePro AnalytiX
3.5.1 General information

Google, Inc. bought CodePro AnalytiX from Instantiations,
Inc. earlier in 2010. Along with the change in ownership, the
previously commercial tool became publicly available under
Apache License 2.0.

CodePro AnalytiX is a tool that helps to improve the qual-
ity of Java programs. It seamlessly integrates into Rational
Developer, IBM WebSphere Studio or any Eclipse develop-
ment environment [25]. CodePro AnalytiX includes—as all
commercial tools—a rich set of metrics and a user-friendly
reporting of them. Furthermore, CodePro AnalytiX is able to
find similar code snippets in the system under test and can
check the source code against security and style conventions.
In the following we focus on CodePro AnalytiXs capabilities
of automated JUnit test generation.

CodePro AnalytiX provides a rich set of configuration
possibilities such as (a) which parts of the project should be
tested? (b) how many tests should be generated? (c) if tests
that cause an exception should be exported? (d) where the
generated tests should be saved? For each method under test
CodePro AnalytiX

generates input values for all parameters,

— determines combinations,

computes the result of executing the method under test,
validates the result, and

generates JUnit test files.

The process of test input data generation is described in
Sect. 3.5.2. Typically, not all combinations of generated test
input data can be tested, due to limited resources. Therefore,
CodePro AnalytiX includes some rules to reduce the amount

of combinations to a reasonable level. Afterwards, the result
of executing the method under test with the determined set
of combinations is calculated. CodePro AnalytiX records the
result value of a non-void method and all thrown exceptions
and determines how it can check these results in the JUnit
test. Finally, exporting the result to JUnit test files is straight-
forward.

CodePro AnalytiX claims to support simple Design by
Contract™ specifications for class invariants, and method
pre-/postconditions within JavaDoc comments. Unfortu-
nately, we could not see any difference in terms of gener-
ated tests when adding Design by Contract™ specification.
Manually writing a test that definitely violated the contract
of the tested did not result in any Design by Contract™ spe-
cific violation message. Thus, we conclude that Design by
Contract™ support is not working in our setting (Table 20).

3.5.2 Data generation approach

Only few details on the test data generation approach are
available. CodePro AnalytiX analyzes the method under test
to determine the usage of the parameters. Based on that analy-
sis CodePro AnalytiX tries to generate values that help to
explore the different behaviors of the method. For example,
if an integer parameter is used in a switch statement, then it
uses each of the values explicitly listed in non-empty case
labels as well as some values that are not in any of the case
labels [25].

In case CodePro AnalytiX does not find any values in
this first phase it uses pre-defined default values for all well-
known types. Well-known types are all primitive types and
non-primitive types such as java.lang.String.

For all other cases, CodePro AnalytiX searches in the
given order for zero-argument static accessor methods, con-
structors and multi-argument static accessors. It uses the
first entry found to instantiate an object of that type. Values
required as arguments are generated recursively.

CodePro AnalytiX features EasyMock [19]. EasyMock is
a well-known mock library, which provides easy instantia-
tion of mock objects and their configuration of the expected
behavior. CodePro AnalytiX can be configured to use Easy-
Mock objects for all interfaces by default. In addition, one
can manually specify which classes should be mocked as
well (Table 21).

3.5.3 Evaluation results

We started our evaluation with Design by Contract™ specifi-
cations as claimed in the documentation [25]. Unfortunately,
we did not manage to get them working. Therefore, we added
again assertion statements in the first line of each benchmark
method. Figure 9 shows the floatNonLinear benchmark test
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Table 20 CodePro AnalytiX: general information

Institution Google Inc.
Version (tool) 7.0.0
Source code language Java

Specification language

Java assertions at the beginning of a method are interpreted as precondition. Furthermore, CodePro

AnalytiX claims to support Design by Contract™ specification in Java comments with a syntax
similar to Jtest. Unfortunately, it did not work for us

Required input Source code

Optional input

Output JUnit tests
Introduced in Before 2007

Last updated in 2010

User pace Unknown
License/price Apache License 2.0
Documentation

Test classification All tests are exported

Java assertion statements or a tool specific Design by Contract™ specification

It exists only a general overview in PDF and HTML format. In addition, a user forum is maintained

Table 21 CodePro AnalytiX: test data generation details

Approach primitive

CodePro AnalytiX analysis the usage of the parameter within the method under test and tries to

generate values accordingly. In case this approach fails, pre-defined values are used for all known

types (e.g., integer, string, ...
For non-primitive types CodePro AnalytiX calls zero-argument static accessors, constructors and

Approach non-primitive

)

multi-argument static accessors

Approach uses specification

Design by Contract™ specification support did not work for the evaluation, but the approach

filtered values that did not satisfy Java assertions

Parameter dependency

Worked. Furthermore, CodePro AnalytiX includes heuristics to prune the set of all possible

parameter value combinations

Object pooling No
Manual objects
Special values

Quantifiers

Yes, through Factories the user can provide specific instances that should be used as test input data
Yes, CodePro AnalytiX uses pre-defined values

No specification support for those quantifiers, but they can be written as Java assertions

method, including the Design by Contract™ specification
that did not work, and the Java assertion statement in Line 7.

The generated test suite in total 78 tests was able to satisfy
most of the benchmark tests. Tables 22 and 23 summarize the
evaluation result.

CodePro AnalytiX satisfies all primitive constant, lin-
ear and non-linear benchmark tests due to the fact, that the
required input data is present as constants, or mathematical
operations on constants in the source code of the method
under test. For example, CodePro AnalytiX is able to gener-
ate the input value 16.32 for the floatNonLinear() benchmark
given in Fig. 9, since it finds the constant term 3.2 % 5.1 and
the result satisfies the assertion statement.

The inequality benchmarks are not satisfied due to the
same reason. To satisfy those specifications, the result has
to be modified slightly by means of a mathematical addi-
tion operation. But CodePro AnalytiX only uses exactly the
constants present in the source.

For a similar reason CodePro AnalytiX does not perform
very well on the structural benchmarks, which mostly deal
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Table 22 CodePro AnalytiX: results of data type benchmark tests

Type Constraint

Constant Linear Non-linear Inequality

Boolean v - v
Character
Integer
Float
Double

String

NN N NN
SUENIEN
X X X A

SENIENEN

with object type parameters. After calling the constructor of
the object type CodePro AnalytiX does not call any further
methods on it. Therefore, it does not change the initial state
of the object, which in turn does then not satisfy the precon-
dition of the method under test. The same reason prevents
CodePro AnalytiX from generating tests for the forall and
exists benchmark.
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Table 23 CodePro AnalytiX: results of structural tests

Test Result

Parameter dependencies
Null object

Object type

Array type

Forall quantifier

Exists quantifier

X X X A X A A

Scalene triangle

VAT
* @pre a==3.2fx5.1f
x @post $result==true

*/

public boolean floatNonLinear (float a)

{
assert a = 3.2fx5.1f;
return true;

}

Fig. 9 CodePro AnalytiX: example evaluation criteria method

© 00 O O Wi+~

No constants are present in the scalene triangle benchmark
test. Therefore, CodePro AnalytiX uses the set of pre-defined
values only. They are not sufficient to find a combination to
pass the scalene triangle benchmark test.

3.6 RANDOOP
3.6.1 General information

Pacheco et al. introduced in 2007 RANDOOP [34,36] (cita-
tion count: 17/136). In 2008 he ported the Java version to
.NET and used it internally at Microsoft to test a very impor-
tant component of the .NET framework [35].

RANDOQOFP is a tool implementation of feedback-directed
random testing, which addresses random generation of unit
tests for object-oriented programs. A non-primitive type is
created by building a method sequence. Each generated
method sequence is immediately executed to ensure that only
non-redundant and legal objects are used. Two objects are
redundant if their construction sequences are equivalent. In
other words, if the generated code for two sequences mod-
ulo variable names is equal. An object is legal if it satis-
fies all contracts and filters. Contracts are methods that use
the current state of the system and return either violates or
satisfies. User can write contracts by implementing a class
that inherits from randoop.UnaryObjectChecker. In addi-
tion, RANDOOP provides a default set of contracts, such
as NullPointer occurrences and assertion violations. Further-
more, for objects RANDOOP checks if 0.equals(o) holds and

methods such as equals(), hashCode(), and toString() do not
throw any exception.

3.6.2 Data generation approach

RANDOORP is a test generation tool for object-oriented pro-
grams. Therefore, it incorporates only weak data generation
techniques for primitive types.

Primitive types RANDOOP selects randomly an element
from the pool. In the implementation the pool contains a
small set of primitives:

— Boolean: true, false

char: ‘a’, ‘4’

byte, integer: —1, 0, 1, 3, 10, 100
— float: 0.0f, 1.0f, 10.0 £, 100.0 f
double: 0.0d, 1.0d, 10.0d, 100.0d

Object types For object types RANDOOP uses either NULL,
or uses a sequence from the pool. New sequences are
generated by combining two sequences from the pool
with m calls to a randomly selected method. Candidate
methods are public methods of the corresponding class.
RANDOQOP adds m calls to the existing sequence, since
especially container classes often require more than one ele-
ment in the container. Therefore, it makes sense to call for
example add(...) multiple times in a row. A newly gener-
ated sequence is executed to determine that it is not redun-
dant and constructs an object not violating any contracts
(Table 24).

3.6.3 Evaluation results

We evaluated the Eclipse plugin of RANDOOP for Java. The
.NET implementation is equivalent to the Java implementa-
tion. RANDOQOP per default uses Java assertion statements
to filter sequences that generate illegal object states. There-
fore, we implemented our benchmark methods by means of
Java assertions, as can be seen in Fig. 10.

In addition to the class containing the benchmark meth-
ods, we told RANDOOP to use java.util. ArrayList,
Jjava.util LinkedList and java.util.Stack and set the null object
generation probability to 0.3. Otherwise, RANDOOP does
not know them but they are required by some of the bench-
mark tests. The results did not improve when we increased
the default timeout from 100 to 300 s, or even 1,000 s
(Table 25).

RANDOQOP targets mainly the challenge of testing object-
oriented programs. It is therefore obvious that it does not very
well perform on any primitive type benchmarks. Table 26
summarizes the expected weak performance of RANDOOP
on the primitive benchmark tests. Comparing the inequal-
ity benchmark specifications with the primitive values in the
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Table 24 RANDOOP: general

inf i
Hormation Institution MIT CSAIL
Version (tool)
Source code language Java, .NET
Specification language Contracts and filters
Required input Assembly
Optional input List of user-defined contracts and filters, and a configuration file that
specifies limits with respect to time, amount of tests generated, and
length of tests generated
Output Unit test suite of all passing and/or failing test cases
Introduced in 2007
Last updated in 2010
Number of researcher
User pace
License/price MIT license
Clients Microsoft
Documentation Scientific publications of the technique (i.e., feedback-directed random
testing), the Java and .NET tools including case study reports
Test classification Each test case is executed and is classified as error-revealing, passing
or illegal. Only error-revealing and passing tests can be exported
(user defines, which of them should). Furthermore, equivalent test
input data, with respect to the objects equals(...) method, is skipped
1 public boolean floatNonLinear(float a) 3.7 PEX
2 {
3 assert a = 3.2f x 5.1f; 3.7.1 General information
4 return true;
5}

Fig. 10 Example evaluation criteria method

pool (see Sect. 3.6.2) shows that the pool contains at least
one element for each type that satisfies the specification, but
for the character type. For the character type the pool con-
tains only an ‘a’, and the benchmark expression requires a
character greater than ‘b’.

More interesting are the structural benchmark tests that
include more object types. Table 27 summarizes RAN-
DOOPs performance on this set of benchmark tests. Unfor-
tunately, RANDOOP did not perform that well either. We
expected that RANDOOP cannot satisfy the specifications
for the parameter dependencies and the scalene triangle
benchmarks. Those two tests require sophisticated primitive
value generation capabilities.

Manually inspecting why RANDOOP did not pass the two
quantifier benchmarks revealed that it was able to generate
Jjava.util List objects with enough elements, but never with
the expected values. This can be reduced to RANDOOPs
weak primitive value generation capabilities.
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Microsoft Research started a few years before the develop-
ment of PEX [45], a white-box test generation tool for .NET.
Meanwhile it is not only a research tool but part of the Visual
Studio 2010 Power Tools that help unit testing .NET appli-
cations. PEX started as a tool that creates a test suite, which
achieves high branch coverage based on dynamic symbolic
execution. Today, it perfectly incorporates other tools and
research results. PEX uses the Z3 [31] SMT solver for solv-
ing the path constraints collected during dynamic symbolic
execution. It uses REX [47] for generating string values spec-
ified by means of regular expressions; PEX supports Code
Contracts [3], which is a Design by Contract™ specifica-
tion language for .NET; and features Moles [16], which is a
light-weight mocking library from Microsoft Research. Fur-
thermore, PEX fully integrates with Microsoft Visual Studio.

Table 28 summarizes the general information about PEX.
It works on the intermediate language of .NET so it can be
used for testing programs in any .NET language. Note, cur-
rently only unit tests for C# can be exported.

The core of PEX is a test data generator. It supports not
only test data generation for Design by Contract™ spec-
ification but features specifications as parameterized unit
tests [46] as well. Parameterized unit tests are unit test meth-
ods that have parameters. In other words, a parameterized
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Table 25 RANDOQOP: test data generation details

Approach primitive
Approach non-primitive

Approach uses specification
Parameter dependency

Object pooling
Manual objects
Special values

Quantifiers

Selects a value from a fixed pool of values
Either use null, or an existing sequence from the pool

It uses contracts and filters to check the constructed sequence before it gets executed on the
method under test or exported to a unit test

Not applicable, since specification is given in terms of contracts. And RANDOOPs contracts are
methods, that take the current state of the system and return satisfied or violated

Yes

Yes
Yes, the pool of primitive values is, e.g., populated with —1, 0, 1, ‘a’, true, and others

Not applicable, since no formal specification used (see parameter dependency)

Table 26 RANDOOP: results of data type benchmark tests

unit test specifies the behavior of the method under test for

all possible input values. One specific parameter combination

Type Constraint ‘ " - )
is equivalent to a traditional unit test.
Constant Linear Non-linear Inequality
Boolean v v - v 3.7.2 Data generation approach
Character X - -
Integer v x v PEX starts with simple random input for a given method
Float x x v under test. While executing the method PEX collects run-
Double x X X v time information, e.g., symbolic values for all variables and
String X X - v path constraints. At each condition statement PEX collects
information about the branching criteria. PEX re-executes
Table 27 RANDOOP: results of structural tests the. method Wlth input Valuesl that sat1s1.°y all path conditions.
This process is called dynamic symbolic execution [9,20]. It
Test Result . . . .
is also known as concrete symbolic (concolic) execution [43].
Parameter dependencies x Therefore, it is able to explore all feasible paths of the
Null object v method under test. The values are calculated by passing the
Object type v path constraint to the Z3 SMT solver. Z3 is able to solve con-
Array type v straints on propositional logic, fixed-sized bit-vectors, tuples,
Forall quantifier x arrays and quantifiers. Arithmetic constraints over floating
Exists quantifier % point numbers are approximated by a translation to ratio-
Scalene triangle % nal numbers. Heuristic search techniques are used outside

Table 28 PEX: general information

of Z3 to find approximated solutions for floating point con-

Institution

Microsoft research

Version (tool)

Source code language
Specification language
Required input
Optional input

Output

Introduced in
Last updated in
User pace
License/price
Documentation

Test classification

0.91 on Visual Studio 2010 Ultimate

Theoretically any .NET language, but test export is currently only available for C#
PEX supports specification in terms of parameterized unit tests or Code Contracts.
Source code

A specification

Unit tests/parameterized unit tests in one of the supported unit test frame-
work formats (Visual Studio Unit Test, NUnit, Mb Unit, xUnit.net)
2008

2010

At least 10 research cooperations with world-wide research institutions, open source community
Academic and commercial license (Microsoft Visual Studio 2010 Power Tools Software Terms)

Well documented at different technical levels including step-by-step tutorials and scientific publications

Configurable what tests should be exported
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Table 29 PEX: test data

generation details Approach primitive
Approach non-primitive

Approach uses
specification

73 SMT solver [31] and REX [47] for string values
73 and REX: objects are encoded as maps of their members as in ESC/Java [18]

PEX does not only use Code Contracts specification but also collects
all path constraints so that it is able to generate a test input data set

that achieves high branch coverage

Parameter dependency

Object pooling No
Manual objects No
Special values No
Quantifiers

Yes, encoded in SMT constraint

Support of forall and exists

straints [41]. Recently, PEX integrated REX, a technology
for generating string values that are formalized by means of
regular expressions [47].

Implementation details regarding the instrumentation
process for symbolic execution, and the symbolic repre-
sentation of values, pointers and objects can be found in
a lot of technical reports and publications of Microsoft
Research [41,45] (Table 29).

3.7.3 Evaluation results

To evaluate PEX we implemented one method for each eval-
uation criterion. Its method body consists of a single refurn
true statement. Figure 11 shows an example implementation.

We evaluated the data generation facility of PEX by let-
ting it explore all paths. The result is a set of test data com-
binations such that all feasible paths are executed. The Code
Contracts preconditions are recognized and PEX interprets
them as different branching statement. In other words, it tries
to generate test data such that each clause of the specification
is once fulfilled and once not. The result is a set of test input
data. Tests not satisfying the precondition are marked mean-
ingless. Tables 30 and 31 show that PEX is able to pass all
benchmark tests. This does not necessarily mean that PEX
is able to test everything on the spot, but it is definitely the
most advanced tool at the moment.

For all tests that included parameters of type float or dou-
ble PEX issues a ’testability issue in floating point equality’
warning. This warning tells the user that for floating point
operations PEX only uses heuristics. Still PEX was able to
generate correct input data for all those benchmarks.

1 public bool floatNonLinear (float a)

2 {

3 Contract.Requires(a = 3.2f *x 5.1f);
4 return true;

5}

Fig. 11 Example evaluation criteria method
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Table 30 PEX: results of data type benchmark tests

Type Constraint

Constant Linear Non-linear Inequality

Boolean v - v
Character
Integer
Float
Double

String

SN NN
SENIENEN
SIENIEN
NN

Table 31 PEX: results of structural tests

Test Result

Parameter dependencies
Null object

Object type

Array type

Forall quantifier

Exists quantifier

NN NN NN

Scalene triangle

4 Related work

Throughout the paper we focused on tools for object-oriented

languages. This holds for the related work as well. Further-

more, we do not include any UML-based tools. Therefore, we

do not consider tools such as QuviQ testing tools [2], CON-

FORMIQ [24], LEIRIOS [26], and the BZ testing tool [28].
This section is categorized in two parts:

— test data generation tools that were not considered to be
part of the evaluation for this survey due to not fulfilling
the required criteria listed in Sect. 2.1, and

— Black-Box testing tools.
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The tools mentioned in the upcoming sections are ordered
chronologically. We use the citation count to decide which
tools are mentioned and which not. Section 4.1 includes
only those tools that are cited at least 150 times. Section 4.2
requires at least 30 citations. The citation count was deter-
mined through Google Scholar on October 8th 2010.

4.1 Test data generation tools

Korat [7] (citation count: 384) is a test case generation tool
based on Design by Contract™ specification. It uses a meth-
ods postcondition as oracle, and uses the precondition to
generate complex test input data. Korat uses a repOK() and
a finatization() method for constructing all non-isomorphic
test input data up to a given bound. The finatization method
implements the search for new input. Korat observes access
to precondition predicates and class fields to prune the search
space. Furthermore, the bound is specified in the finatization
method. Korat provides a preliminary implementation and
the user is able to enhance it if necessary. The repOK method
implements the precondition check. It returns true if the gen-
erated input satisfies the specification, and false otherwise.

Visser et al. [49] introduced JPF in 2003 as a tool for
model checking Java programs. Itis a very mature tool, which
was already applied to real world case studies. Among them
the real-time operating system DEOS from Honeywell [40]
and prototype Mars Rover [8]. Based on the JPF framework
Visser et al. introduced a test input data generation exten-
sion [50] (citation count: 198) years later. Similar to PEX,
the test input data generation extension of JPF uses symbolic
execution of a repOK method, the methods precondition, to
generate all (non-isomorphic) input data. A manual bound
for the input data size is given. Multiple extensions to JPF
exist that even add Design by Contract™ support, but unfor-
tunately most of them are research prototypes or even not
more than research ideas. JPFs test data generation capabil-
ity is not included in this survey due to missing industrial
size case studies.

In 2005 Sen was co-author of two very successful tools
with respect to their publication count: DART and Cute.
DART [20] (citation count: 569) is a test data generation tool
that tries to cover all paths within the system under test, by
combining concrete and symbolic execution. Cute [43] (cita-
tion count: 395) combines concrete and symbolic (concolic)
execution, as well, but extends it to pointer structures. Note,
concolic execution is equivalent to dynamic symbolic exe-
cution of PEX. DART combines three main techniques: (a)
automated interface extraction, (b) automatic generation of
test driver, and (c) automatic generation of new test input
data based on dynamic analysis of program behavior with
respect to its input data. Program crashes or assertion vio-
lations build the test oracle. DART gathers path constraints
while executing the program under test with initially random

input values. New input values for the same test force the
execution to take a new path (for all reachable paths). Due
to concolic execution DART can replace a path constraint,
which the corresponding constraint/SAT solver cannot solve,
with a concrete value, e.g., true or false. This allows DART to
be used for more complex case studies. Cute is a close work
to DART, but improves some steps in the process of test data
generation. Sen points out in the related work section [43, p.
271] that unlike DART, Cute can handle pointers and data
structures as input parameters and it implements a new con-
straint solver that significantly speeds up the analysis.

EXE [10] (citation count: 258) is the “youngest” test data
generation tool that already achieved enough citations to be
mentioned in this survey. EXE uses symbolic execution to
generate input data that forces the program under test to crash.
The programmer can mark variables, i.e., memory locations,
to be traced symbolically. The program is then instrumented
to execute all feasible paths. In case a path terminates, e.g.,
program crashes, a call to exit(), or an assertion fails, a con-
crete value is generated which can reproduce the error/crash
when executing the original program without instrumenta-
tion. EXE performed well on the BSD and Linux packet fil-
ter implementations, udhcpd DHCP server, the pcre regular
expression library, and three Linux file systems [10].

4.2 Black-Box testing tools

SpecExplorer [11] (citation count: 71) [48] (citation count:
69) is a model-based testing tool from Microsoft for NET
programs. Initially, models had to be written in Abstract State
Machine Language (AsmL) format. Later, the Spec# [4] lan-
guage was developed to get the syntax of the specification
language closer to the syntax of the programming language
used for the implementation [22]. Spec# is a superset of
the prominent C# programming language and basically adds
Design by Contract™ keywords to it. Programs written in
Spec# are thus model programs, that include a formal spec-
ification and can be executed. The latest release of SpecEx-
plorer further reduces the gap, and the model can be written
in C# syntax and fully integrates into the Visual Studio 2010
integrated development environment for .NET. Therefore, a
SpecExplorer solution in Visual Studio 2010 consists of three
projects: (1) the model in C#, (2) the implementation in any
.NET language, e.g., C#, and (3) the test suite, in the Visual
Studio Unit Test format. Being able to write the model in the
same language as the implementation improves applicabil-
ity of the approach and tool since developer can reuse their
knowledge about the programming language. They can focus
on what is the best model abstraction of the implementation,
and not on how to write it [22]. The SpecExplorer Visual
Studio tool is very mature and able to automatically generate
test input data for complex models by means of a combi-
nation of generation techniques. For example it integrates
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combinatorial testing techniques, and SMT constraint solv-
ing [23]. Still the SpecExplorer approach is to separate the
model from the implementation. SpecExplorer is designed
to handle non-deterministic and multi-threaded software.

Furthermore, SpecExplorer provides a facility to spec-
ify accepting states through a condition. This is important
since multi-threaded and non-deterministic programs do not
always terminate. A model program may correspond to an
infinite large automaton. A fest purpose can be used to slice
amodel to the parts a test is interested in. SpecExplorer sup-
ports both offline and online testing. Offline tests are gener-
ated from that model either to provide some kind of coverage
or based on a random walk in the state space. Online tests
are created on the fly as testing proceeds [48]. At each step
one controllable action is selected, based on predefined or
dynamically updated weights, to be executed.

UniTesK [6] (citation count: 40) is a general architecture
for test generation with two specialized versions: JavaTesK
for Java and CTesK for C and C++ programs. UniTesK test
sequence generation tool family works on the specification
only. It requires Mediator instances to link the specification
with a given implementation and keep those two indepen-
dent systems synchronized during test execution. UniTesK
traverses all states of the specification which are limited by an
arbitrary coverage criterion. This coverage criterion can be
described by a set of predicates, whose values are calculated
based on the system’s state, the current operation and all its
parameters. As with all other approaches and tools UniTesK
uses the given specification as test oracle. UniTesK and its
related tools for Java and C are developed to be used in testing
industrial software.

5 Conclusion

For this survey we evaluated only tools that are able to auto-
matically generate tests including test input for a white- and
gray-box scenario. Only tools that (a) are publicly available,
(b) have already been applied on industrial size case studies,
(c) and received an update within the last 2 calendar years,
are considered.

Table 32 summarizes the necessary input to the tool and the
provided output. Most of the tools work on the actual source
code, only C++test and RANDOOP require the compiled
executable, either in addition or instead of the source code.
All tools produce unit tests in the format that is most com-
mon for the corresponding programming language. In other
words, JUnit tests for Java, Eiffel tests for Eiffel, CppTest for
C++. Only PEX, which is the most advanced tool of all since
it is not only a research tool but also part of the Visual studio
distribution, interfaces to multiple unit test frameworks that
are available for .NET applications.
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In addition to the source code, some tools are able to
understand contracts. Depending on the tool these contracts
can be either assertions, as provided by the standard lan-
guage definition of the corresponding programming lan-
guage, or Design by Contract™ specifications integrated
into or supported through add-ons to the programming lan-
guage.

Eiffel is the leading programming language with respect to
integration of Design by Contract™ specifications. From the
very beginning of the language definition, Bertrand Mayer
focused on creating a programming language that fully inte-
grates mathematical correctness techniques and tools into
the language. Based on the success of Eiffel, research groups
began to develop Design by Contract™ add-ons for other lan-
guages as well. The JMLSpec initiative became the more or
less standard for Java applications. Unfortunately, Jtest took
another approach and developed their own set of Design by
Contract™ specifications. The syntax is very similar to JML-
Spec but unfortunately not equal. It is again PEX, that pro-
vides the most flexible and advanced support for additional
specifications. It understands assertions and seamlessly inte-
grates with the Code Contracts (Microsoft) project. In addi-
tion, PEX is the only tool in that evaluation that collects path
constraints based on standard programming language fea-
tures, such as if-statements, for- or while-loops, and method
calls. Therefore, PEX is able to produce not only one single
input that satisfies a given specification as evaluated in this
survey, but a set of input values that tries to achieve path
coverage for the provided software.

Each of the tools were evaluated on a standard set of bench-
marks that are presented in Sect. 2.2. This set of benchmarks
was designed to find out the capability borders of each tool.
The evaluation results are summarized and discussed in detail
in each tool section. Furthermore, Tables 33 and 34 provide
an overview over all tools, such that a tool comparison is
achievable.

Jtestis a very mature tool that can deal with Java programs
with and without Design by Contract™ specifications. The
supported Design by Contract™ syntax is simple but misses
important specification features, such as quantifiers. It satis-
fied most of the benchmark tests due to very useful practical
technique: Jtest uses constants present in the method under
test, and slightly modified values of those constants as test
input. For example, Jtest adds and subtracts one from each
integer value found. Such manipulation rules are available
for all primitive data types.

C++test is the small brother of Jtest. It is Parasoft’s test
generation tool for C/C++ programs. C++test includes most
of Jtest’s features, but due to C/C++ limitations with respect
to Java (e.g., Java reflection), it performs not as well as Jtest
for object types. For primitive types it uses—similar to Jtest,
CodePro AnalytiX, and AgitarOne—constants found in the
source code and manipulates them. Therefore, the four men-
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Table 32 Tool input and output

Required input Optional input Output Section
AgitarOne Source JUnit tests 33
AnalytiX Source Assertions JUnit tests 35
AutoTest Source Eiffel specifications Eiffel tests 34
C++test Source + binary Unit tests 3.2
Jtest Source Jeontract specification JUnit tests 3.1
RANDOOP  Assembly RANDOOP contracts/filters ~ JUnit tests 3.6
PEX Source Assertions, code contracts Visual studio unit tests, NUnit tests, Mb unit tests, XUnit.net tests 3.7

Summary of required and optional input as well as the output of each evaluated tool

Table 33 Primitive data type benchmark results overview

AgitarOne AnalytiX AutoTest C++test Jtest RANDOOP PEX
Sect. 3.3 Sect. 3.5 Sect. 3.4 Sect. 3.2 Sect. 3.1 Sect. 3.6 Sect. 3.7
Boolean
Constant v v v v v v v
Linear v v v v v v v
Non-linear - - - - - - -
Inequality v v v v v v v
Character
Constant v v X v v X e
Linear - - - - - - -
Non-linear - - - - - - -
Inequality v v v v v X v
Integer
Constant v v v v v v v
Linear v v v v v X v
Non-linear v v X v v X v
Inequality v v v v v v v
Float
Constant v v X v v X v
Linear v v X v v X v
Non-linear v v X v v X v
Inequality v v v v v v v
Double
Constant v v X v v X v
Linear v v X v v X v
Non-linear v v X v v X v
Inequality v v v v v v v
String
Constant v v X v v
Linear v v - - v X v
Non-linear - - - - - - -
Inequality v v ' v v v v

tioned tools together with PEX (that uses a completely differ- ~ public constructors of the requested type. Therefore, C++test
ent approach) are able to generate tests for all evaluated prim- ~ was able to generate the “trivial” test that checked if the tool
itive data type benchmarks. For object type tests C++testuses  is able to generate an object in general. But it failed on all
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Table 34 Object type benchmark generation results overview

AgitarOne AnalytiX AutoTest C++test Jtest RANDOOP PEX
Sect. 3.3 Sect. 3.5 Sect. 3.4 Sect. 3.2 Sect. 3.1 Sect. 3.6 Sect. 3.7
Parameter dependencies v v X X v X v
Null object v v v X v v v
Object type v X X v v v v
Array type v v X X v v v
Forall quantifier v X X X X X Ve
Exists quantifier v X X X X X v
Scalene triangle example v X X X X X e

other tests that required some form of advanced generation
technique.

AgitarOne is very similar to Jtest. It successfully made
the transformation from a research project to a commercial
application. It is one of two tools (the other is PEX) that
passed all benchmark tests. Again, the key to success is the
strategy to use slightly modified values found in the method
under test by means of mathematical operations. In addi-
tion, AgitarOne generates mock object stubs for all object
types that can be used to manually add objects of interest.
It is the only tool that provides that kind of mechanism. Of
course, others such as PEX use mock objects as well but they
are able to fully generate them automatically. AgitarOne dif-
ferentiates itself from Jtest for primitive data generation by
incorporating constraint solving techniques.

AutoTest and RANDOOP are the only two pure random
tools that qualified to be part of this survey. AutoTest per-
formed a little bit better on the primitive type benchmark
tests than RANDOOP. This can be explained by the focus
of the tools. AutoTest randomly chooses values for primitive
types, whereas RANDOOP selects a value from a prede-
fined pool. On the structural benchmark tests RANDOOP
performed better. Since both tools work on different pro-
gramming languages they do not compete against each other.
Therefore, Eiffel is still the only programming language that
fully incorporates Design by Contract™ specifications and
has a precise mathematical semantics. RANDOOP on the
other hand competes with Jtest, CodePro AnalytiX, and Agi-
tarOne for Java programs, and with PEX for .NET programs.
In both categories it is outperformed by all other mentioned
and evaluated tools.

CodePro AnalytiX is another commercial tool for test-
ing Java applications. It incorporates similar technologies
as Jtest, but misses the functionality of modifying constants
found in the method under test. Furthermore, it does not
include any constraint solving techniques. These are the rea-
sons why CodePro AnalytiX do not pass that much primi-
tive type benchmark tests as Jtest does. CodePro AnalytiX
claims to support Design by Contract™ specification, which
we could not relate to. It looks like Design by Contract™
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support is planned for the future but not part of the current
release that was given to us for evaluation purposes.

PEX features the most sophisticated and recent data gener-
ation techniques. Research on string generation, mock object
instantiation, parameterized unit tests, and constraint solving
are perfectly incorporated in PEX. This allowed PEX to pass
all benchmark tests. One has to note that PEX is the only eval-
uated tool that does not only try to generate unit tests, but a
set of unit tests that achieves code coverage. It therefore col-
lects path constraints with each generated test and tries to
generate values that take another path in the next generation
iteration.

Nevertheless, Tillmann et al. [45] list limitations of PEX
that are mentioned here to point out common limitations to
other tools as well:

Concurrency PEX works for single threaded programs
only.

Native code Native code cannot be instrumented and
therefore PEX cannot collect constraints on it. Neverthe-
less, PEX will try to generate input even without exact
knowledge about the native code.

Nondeterminism PEX assumes that the program under
test is deterministic. In case PEX determines non-
deterministic behavior through comparing actual with
expected behavior (from previous runs) the search space
is pruned and a warning is issued.

Symbolic reasoning PEX uses Z3 for instantiating con-
crete values from (path) constraints, but SMT solvers do
have limitations which therefore apply to PEX as well.

The first two issues hold for all tools. The third for all
tools that try to achieve coverage in a systematic way. The
remaining issues only for tools that use constraint solving.

The impressive evaluation results shown by AgitarOne
and PEX are due to progress in solving technologies in recent
years. Random testing did not perform very well in this eval-
uation. We therefore conclude that it does not perfectly fit for
testing with respect to coverage. Nevertheless, random test-
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Table 35 Tool generation techniques overview
AgitarOne AnalytiX AutoTest C++test Jtest RANDOOP PEX
Sect. 3.3 Sect. 3.5 Sect. 3.4 Sect. 3.2 Sect. 3.1 Sect. 3.6 Sect. 3.7

Primitive types

Manual v v v

Pre-defined values v v v v

Random v

Constants extraction v v v v

Constants extraction + manip. v

Combinatorial testing v v v

Constraint logic v v
Object types

Null objects v v e v v

Manual objects v v

Pre-defined objects

Random constructor v v v v v

Random constructor + manip. v v

Mock/stub generation v v v

Constraint logic v

This table lists all incorporated generation techniques of the evaluated tools with respect to primitive and object data types

ing should be intensively used for robustness testing, which
means testing for unexpected input values.

We do not want to classify the tools according to their
generation technique, since the evaluation showed that those
tools that incorporate different techniques work best. Instead
Table 35 gives an overview what different techniques each
of the evaluated tools incorporates, according to their pub-
lications and the manual inspection of the generated tests.
The following paragraphs shortly explain the authors under-
standing of the row captions.

Manual The tool provides a mechanism to add manual
values or objects that are used in generated tests. Typ-
ically, tools allow to write some lines of code that add
manual values or manually constructed objects to a pool
of values/objects.

Pre-defined values The tool randomly selects one value
from a set of hard-coded values for each data type. For
example, AutoTest fills its INTEGER pool from which
it randomly selects one value with, minimum/maximum
value, 0 +1, —1, +2, —2, +10, and —10.

Random The tool randomly generates a value on the fly.
Constants extraction The tool extracts constants from the
source file, or uses other constant values such as the name
of the method, class, or path of the source file.
Constants extraction + manipulation Those tools manip-
ulate the extracted constants by a pre-defined set of rules.
For example, AgitarOne generates integer type input val-
ues that differ by one from those extracted in the source
(extracted value: 6; tested values: 5,6,7).

Combinatorial testing In case more than one input value
has to be generated, tools try to generate (a subset of) all
possible combinations of values they have stored in their
pool. This row is very unspecific, since all tools generate
more than one test, and no tool generates all combina-
tions. Therefore, all tools do some form of combinatorial
testing but none of them incorporates the strict definition.
Constraint logic Those tools build up a constraint sys-
tem that models the testing problem and uses tools such
as constraint solvers, or SMT solvers to generate input
values that satisfy the constraint system. Typically, those
tools incorporate tricks and tweaks to improve generation
results that are not well documented or easy to analyze.
Therefore, we do not distinguish between different con-
straint logic approaches.

Null objects Those tools use the null object as test input.
Random constructor Those tools construct objects by
randomly choosing one of the public constructors and
executing it with random parameters.

Random constructor + manipulation Those tools further
manipulate the object state by calling randomly any other
methods on the object after construction.

Mock/stub generation Those tools generate stub or mock
objects. A stub object is only a class or method definition
without implementation. A human being has to look at
all the generated stubs and write code that returns mean-
ingful values/objects (similar to factory methods). Mock
objects include already an implementation describing an
object sequence that is for example extracted from a test
execution.
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The evaluation summarizes the capabilities of the tools
to generate input values that satisfies either a given pre-
condition or an assertion (in case the tool does not support
Design by Contract™ specifications). In our point of view it
is valid to use this evaluation mechanism since the asserted
expressions are not specific to Design by Contract™ but can
occur through out the source code as (branching-)conditions
as well. The used expressions are synthetic, i.e., look very
constructed. This is due to the fact that we wanted to clearly
find the boundaries of a tool with respect to value generation
capabilities. All used expressions are trivial and focus on one
feature at a time. In real applications assertion statements
or branching conditions are a combination of those simple
evaluation expressions. We argue that if a tool is not able
to solve the trivial evaluation expression it will not be able
to generate data that satisfies combinations of those expres-
sions. Therefore, we conclude that the presented evaluation
result is a good starting point to find out the boundaries of
state-of-the art test data generation tools and techniques for
object-oriented languages.
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