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Abstract
Inhibitors selective towards the second isoform of prostaglandin synthase (cyclooxygenase, COX-2) are promising nonsteroidal
anti-inflammatory drugs and antitumor medications. Methylation of the carboxylate group in the relatively nonselective COX
inhibitor indomethacin confers significant COX-2 selectivity. Several other modifications converting indomethacin into a COX-2
selective inhibitor have been reported. Earlier experimental and computational studies on neutral indomethacin derivatives
suggest that the methyl ester derivative likely binds to COX-2 with a similar binding mode as that observed for the parent
indomethacin. However, docking studies followed by molecular dynamics simulations revealed two possible binding modes in
COX-2 for indomethacin methyl ester, which differs from the experimental binding mode found for indomethacin. Both
alternative binding modes might explain the observed COX-2 selectivity of indomethacin methyl ester.
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Introduction

Prostaglandin synthase (cyclooxygenase, COX) plays a key
role in the biosynthesis of prostanoids. COX has two isoforms
with similar structure and high sequence identity [1]. The
COX-1 isoform is expressed constitutively whereas COX-2
is induced mainly by pathological processes and would be
an ideal target for nonsteroidal anti-inflammatory drugs
(NSAIDs). In contrast to nonselective NSAIDs, COX-2 selec-
tive inhibitors exhibit fewer side effects and are promising
antitumor drug candidates [2]. The design of COX-2 selective
inhibitors exploits the differences in size and flexibility of the
binding sites of the two COX isoforms [2, 3]. Due to a V523
to I523 substitution, substitutions in the secondary shell (R513

to H513 and V434 to I434) and the relative shift of the mem-
brane binding domain (MBD) resulting in displacement of
R120, the solvent accessible surface in the COX-2 active site
is larger than that in COX-1 [4]. Furthermore, substitutions in
the amino acid sequences of the two COX isoforms result in
higher flexibility of the COX-2 binding site [2, 3]. The homo-
dimeric COX enzymes behave as heterodimers during inhibi-
tion, and communication between the COX monomers has
been observed [5]. The NSAID indomethacin is relatively
nonselective [6, 7]. However, conversion of the carboxylate
group into the neutral methyl ester confers COX-2 selectivity
(1; Fig. 1) [3, 6].

The binding mode of indomethacin in COX-2 is known
from protein crystallography [Protein Data Bank (PDB) ID:
4COX Fig. 2a] [8], but no crystal structure of COX-2 com-
plexed with 1 has been published to date. However, site-
directed mutagenesis studies have revealed different trends for
the binding of carboxylate NSAIDs compared to the neutral
compounds [3]. The binding of the carboxylic acid-containing
indomethacin requires interactions with both R120 and Y355.
On the other hand, COX-2 inhibition by neutral NSAID deriv-
atives (i.e., indomethacin amides and esters) is unaffected by
mutations of R120 [3]. These indomethacin derivatives are ex-
pected to interact primarily with constriction site residues Y355
and Q524 [3, 9]. Furthermore, COX selectivity and binding of
indomethacin ethanolamide derivatives is enantiomer
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dependent (see Supporting Information, Fig. S1) [10–12]. The
lack of a time-dependent inhibition behavior towards COX-1
and a low affinity towards COX-1 due to the lack of a free
carboxylate group might explain the COX-2 selectivity of in-
domethacin R-ethyl-ethanolamide [12–14]. A COX-2 crystal
structure complexed with a carborane derivative of 1 was pub-
lished recently (Fig. 2b). The replacement of the 4-
chlorophenyl ring in 1 with the anionic 7,8-nido-dicarbaborate
preserves the high COX-2-selective inhibitory activity and im-
proves solubility and stability of the drug molecule [15]. The
PDB ID: 4Z0L crystal structure revealed a binding mode dif-
ferent from that of indomethacin but somewhat similar to the
binding mode of indomethacin S-ethyl-ethanolamide in COX-
1. The COX-2 structure itself showed certain notable features in
the 4Z0L structure. The nido cluster resides in a hydrophobic
pocket opened up by the rotation of the L531 side chain and the
MBD showed significant structural flexibility [15]. L531 ex-
hibits similar rotation upon binding of NSAIDs of the oxicam
family [16, 17].

The various modifications made to indomethacin clearly
affected the resulting binding mode. Earlier experimental
and computational studies for neutral indomethacin deriva-
tives suggest that compound 1 likely binds to COX-2 with a
binding mode similar to that observed for indomethacin [11,
12]. However, alternative binding modes for 1 cannot be

excluded and need to be verified. Molecular dynamics (MD)
simulations have been shown to be useful for verifying the
viability of alternative binding modes observed during
docking calculations and might be useful to determine the
most stable binding mode for the COX-2 selective inhibitor
1. A previously unreported alternative binding mode in COX-
2 for the bromo-phenyl analogue of celecoxib was found dur-
ing metadynamics simulations. The alternative binding mode
explained well the experimental observations particular to this
type of inhibitor [18].

Computational methods

Docking studies

Ligand structures were constructed with GaussView 5 [19].
Ligand geometries were optimized with Gaussian 09 at the
HF/6-31G(d,p) level of theory [20]. The atomic charges for
each ligand were derived using the RESP procedure [21–23]
with Gaussian 09 and the antechamber program of the
AmberTools13 package [24]. The crystal structures of COX-
2 complexed with the COX-2-selective inhibitors celecoxib
(PDB ID: 3LN1) [25] and the 7,8-nido-dicarbaborate deriva-
tive of indomethacin methyl ester (PDB ID: 4Z0L) [15] were
downloaded from the PDB. All ligands and non-standard res-
idues except for the heme groups, and all water molecules
were removed with the UCSF Chimera package [26].
Protonation of the cysteine residues forming disulfide bonds
was corrected where necessary. One homodimer of both
COX-2 structures was prepared for docking with AutoDock
Tools 1.5.6 [27]. After adding the missing hydrogen atoms to
the selected protein structures, all polar hydrogen atoms were
kept and all non-polar hydrogen atoms were merged in order
to conform to the AutoDock atom types. Simultaneously,
Gasteiger charges were also assigned to each atom of the
two macromolecules, since the AutoDock4 scoring function

Fig. 2 a Crystal structure of
indomethacin in COX-2 (PDB
4COX). b Crystal structure of the
nido-carborane derivative of 1 in
COX-2 (PDB 4Z0L). R Arginine,
Y tyrosine, S serine, L leucine, V
valine

Fig. 1 Indomethacin and its methyl ester (1)
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was calibrated using Gasteiger partial charges on both the
ligand and the macromolecule [27]. All histidine, lysine and
arginine residues were set up in their protonated state, whereas
all aspartic acid and glutamic acid residues were set up in their
deprotonated state. The optimized geometries of the ligands
were prepared for docking. Ligand nonpolar hydrogens were
merged to conform to the AutoDock atom types. The docking
area was defined using AutoGrid 4.2.5 [27]. A 60 × 44 × 44 Å
three-dimensional (3D) affinity grid with 0.375 Å grid point
spacing was placed around the COX-2 active site including
relevant parts of the corresponding MBD. Docking was per-
formed with AutoDock 4.2.5.1 [27]. A ligand conformational
search was performed using the Lamarckian genetic algorithm
(LGA) [28]. One hundred docking runs starting from random
initial positions and conformations were carried out with the
following LGA parameters: 150 individuals, 4 × 106 energy
evaluations, 27,000 generations, elitism of 1, 0.02 mutation
rate, 0.8 crossover rate, local search frequency of 0.06 and 300
iterations per local search. The clustering of the final docked
conformations was carried out with a tolerance of a root-
mean-square deviation (RMSD) of 1.5 Å. The setup of the
docking protocols and the analysis of the results were per-
formed with AutoDock Tools 1.5.6 [27]. The standard error
of the AutoDock free energy scoring function was 2–
3 kcal mol−1 [27].

Molecular mechanics and MD simulations

The crystallographic water molecules found in the 3LN1 PDB
file were retained. The ff99SB force field [29] was assigned to
the COX residues. The ligand coordinates were taken from the
docking simulations, and ligand hydrogen atoms were added
automatically with the UCSF Chimera package [26]. The gen-
eral AMBER force field for organic molecules (GAFF) was
used to describe the ligands [30]. The heme force field param-
eters were taken from the work of Furse et al. [31]. A weak
harmonic restraint of 20 kcal mol−1 Å−2) was defined between
the heme iron atom and the HIS-388 NE2 atom in both COX-
2 monomers [10]. Each protein-ligand structure was im-
mersed in a pre-equilibrated SPC/E truncated octahedral water
box [32]. The SPC/E solvent boxes extended at least 11 Å
from the solute and included the crystallographic water mole-
cules. The sander program of the Amber12 package [24] was
used for molecular mechanics (MM) minimizations and MD
simulations. Three minimization steps were carried out before
the MD simulations. First: 100 steps of steepest descent and
200 steps of conjugate gradient minimization of the solute
molecules (solvent atoms were held fixed). Second: 300 steps
of steepest descent and 700 steps of conjugate gradient mini-
mization of the solvent molecules (solute atoms were held
fixed). Third: 100 steps of steepest descent and 200 steps of
conjugate gradient minimization of both solvent and solute
molecules without any restraints. Next, with a 2 kcal mol−1

Å−2 restraint on the solute atoms, a two-step MD simulation
was carried out. First: over a period of 50 ps, each system was
heated from 0 to 300 K in the canonical (NVT) ensemble.
Second: over a period of 50 ps, each system was relaxed at
T = 300 K and P = 1 atm in the isothermic-isobaric (NPT)
ensemble. Subsequently, 5 ns MD simulations were run in
the NPT ensemble (T = 300 K and P = 1 atm) without any
restraints and saving the atomic coordinates every 5 ps. A
9 Å cutoff for nonbonded interactions was used during force
calculations with periodic boundary conditions. SHAKE was
used to constrain the bonds with hydrogen atoms [33]. In
order to maintain the system temperature, a Langevin thermo-
stat with a collision frequency of 3 ps−1 was employed [34].
All MD simulations employed a timestep of 2 fs. Production
MD simulations for additional 100 ns were carried out with
the GPU accelerated pmemd implementation of the sander
program [35–37]. Atom coordinates were saved every
200 ps. Every restart of the MD simulations altered the ran-
dom number generator seed [38]. Further analysis of the tra-
jectories was carried out using cpptraj [39].

MM/Poisson−Boltzmann surface area calculations

MM/Poisson−Boltzmann surface area (MM/PBSA) binding
free energies were calculated with the MMPBSA.py program
[40] averaging over every collected snapshot of the last 80 ns.
In the first set, the MM/PBSA calculations used the same
atomic radii as the MM and MD simulations. In the second
set, the atom-type/charge-based radii optimized for the
AMBER atom types were used for the receptor [41]. The iron
ions and porphyrin residues and the corresponding parameters
were discarded for the second set of MM/PBSA calculations.
The ligand radii were the same as the radii used for the MM
andMD simulations. The total non-polar solvation free energy
was modeled as two terms throughout: the cavity term and the
dispersion term [42, 43]. Normal mode calculations were not
carried out, since the systems in question are of similar
entropy.

Results and discussion

Docking of 1 into COX-2:celecoxib crystal structure (PDB
3LN1) revealed three possible binding modes (Fig. 3). The
lowest energy docked pose (Fig. 3, Pose 1) was similar to
the binding mode of indomethacin from PDB 4COX. The
second lowest energy docked pose (Fig. 3, Pose 2) was similar
to the binding mode of the 7,8-nido-dicarbaborate-derivative
from PDB 4Z0L, the 4-chlorophenyl moiety of 1 pointing
towards L531. The indole moiety of the third docked orienta-
tion (Fig. 3, Pose 3) is flipped along the amide bond compared
to both Pose 1 and the experimental binding mode of the
relatively nonselective indomethacin. The ester group in
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Pose 3 forms polar interactions with R513 instead of R120.
Similar predictions have been obtained from docking simula-
tions using the PDB 4Z0L crystal structure (Fig. S2a).
Naturally, the differences between the two COX-2 structures
somewhat influenced the outcome of the docking predictions.
However, the predicted overall interaction patterns between
COX-2 and 1 were very similar from both docking simula-
tions. The 4-chlorophenyl group of 1 in Pose 2 readily oc-
cupies the hydrophobic sub-pocket in the PDB 4Z0L struc-
ture, and the carboxylate ester group of 1 in Pose 3 reaches
more easily the R513 residue, compared to the docking poses
obtained with the PDB 3LN1 structure.

In Pose 2, the methoxy group protrudes into the side pocket
near V523 and might explain the COX-2 selectivity of 1

compared to indomethacin. The bulkier I523 residue in COX-
1 might make the binding of 1 in this orientation less favorable
compared to COX-2. In Pose 1, the methoxy group does not
protrude so deep into the side pocket near V523. Furthermore,
the relatively nonselective inhibitor indomethacin binds to
COX-2 in an orientation similar to Pose 1. Pose 3 might also
explain the high COX-2 selectivity of 1 compared to the parent
indomethacin, since residue 513 is a histidine in COX-1. COX-
1 H513 does not reach as far into the COX active site as COX-2
R513 does and might not be able to form a hydrogen bond with
the methyl ester group of 1. Furthermore, the bulkier I523 res-
idue in COX-1 could restrict access to the side pocket [4].

Docking of indomethacin carboxylate into the 3LN1 COX-
2 structure did not predict any interaction between the carbox-
ylic acid moiety and R513. Only the experimental binding
mode found in PDB 4COX and the alternative orientation
similar to the binding mode of the 7,8-nido-dicarbaborate-de-
rivative from PDB 4Z0L have been identified for the indo-
methacin carboxylate (see Fig. S2b).

MD simulations have been carried out using the COX-
2:celecoxib structure (PDB ID: 3LN1) in order to verify the
predictions obtained from the docking simulations. The ligand
atoms fluctuated considerably more during the 105 ns MD
simulation started from Pose 1, compared to the other two
trajectories (Fig. 4). Pose 2 and Pose 3 showed smaller ligand
atom fluctuations and an overall higher stability during the
whole 105 nsMD simulations compared to Pose 1. The values
are only slightly lower for Pose 3 compared to Pose 2. All
three orientations showed relatively similar ligand atom fluc-
tuations during the last 80 ns, Pose 1 being again an exception.
The fluctuation of the COX-2 backbone atoms showed a rel-
ative stability for all three systems (see Fig. S3). However, the
different orientation of the ligand resulted in different trends.
The MD simulations started from both Pose 1 and Pose 2
resulted in rather similar backbone atom fluctuations of both
COX-2 monomers. The backbone atoms of the COX-2 mono-
mer complexed with 1 in Pose 3 showed higher fluctuations
during the 105 ns MD simulations compared to the other two
systems. On the other hand, the backbone atoms of the

Fig. 3 1 docked into COX-2 (PDB 3LN1).Orange Pose 1, green Pose 2,
blue Pose 3

Fig. 4 Root-mean-square
deviation of all internal distance
pairs (dRMSD, in Å) of 1 from
105 ns molecular dynamics (MD)
simulations started from the three
different orientations
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Bempty^ partner monomer showed similar fluctuations during
the MD simulations started from all three orientations of 1,
especially during the last 80 ns.

The last 80 ns MD trajectories were used for the MM/
PBSA binding free energy calculations (Table 1). Based on

the gas phase molecular mechanical energy change (ΔEMM),
Pose 3 is clearly favored over the other two orientations.
However, the desolvation free energy (ΔGsol) gave complete-
ly different trends depending on the setup of the calculations
(see Computational Methods). The first set of MM/PBSA

Table 1 Binding free energies
(ΔGbind) in kcal mol−1 for the last
80 ns simulations obtained from
the two sets of MM/PBSA calcu-
lations. Standard deviations are in
parentheses

ΔEMM
a ΔGsol

b ΔGbind
c

1st set
Pose 1 −59.94 (7.25) 61.48 (9.10) 1.54 (4.72)
Pose 2 −70.64 (5.61) 73.82 (4.91) 3.18 (5.29)
Pose 3 −79.08 (3.56) 81.90 (3.44) 2.82 (3.86)

2nd set
Pose 1 −60.20 (7.02) 54.99 (6.83) −5.21 (4.30)
Pose 2 −70.60 (5.67) 64.43 (3.77) −6.16 (5.10)
Pose 3 −78.66 (3.54) 68.54 (3.33) −10.12 (4.12)

a Gas phase molecular mechanical energy change
bDesolvation free energy change.
cΔEMM +ΔGsol

Fig. 5 Coordinates taken from
the last frame of the 105 ns MD
simulations started from a Pose 1,
b Pose 2 and c Pose 3. COX-2 C
atoms and ribbon: gray, 1 C
atoms: orange, N atoms: blue, O
atoms: red, Cl atoms: green.
Hydrogen atoms are not shown
for clarity. Selected hydrogen
bonds are shown in Å
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calculations did not favor the binding of 1 to COX-2 in any of
the three poses. On the other hand, the second set of MM/
PBSA calculations clearly favored Pose 3 over the other two
orientations. The standard deviation was similar for all three
systems (Table 1). It has been shown that the performance of
standard MM/PBSA methods is strongly dependent on the
atomic radii and varies with the tested system; the effects from
binding-site water molecules are neglected [44, 45].

The MD simulations started from Pose 1 revealed no long-
lived hydrogen bonds between 1 and COX-2 residues
(Fig. 5a). The methyl-ester group of 1 formed only intermit-
tent hydrogen bonds with R120. Furthermore, the fluctuation
of the methyl-ester group of 1 most probably resulted in the
large ligand RMSD values (Fig. 4). The carbonyl group of 1
formed a hydrogen bond with S530 only during the first
~10 ns. The 4-chlorophenyl moiety and the methoxy group
of 1 interacted with COX-2 Y385 and V523, respectively, and
with surrounding residues.

During the 105 ns MD run started from Pose 2, the carbon-
yl group of 1 formed intermittent hydrogen bonds with Y355
whereas the carboxyl methyl-ester of 1 formed a long-lived
hydrogen bond with S530 (Fig. 5b). The 4-chlorophenyl moi-
ety of 1 in Pose 2 points towards L531 and forces it to rotate
away during the 105 ns MD run. The same displacement of
L531 has been observed in the crystal structure of COX-2
complexed with the 7,8-nido-dicarbaborate-derivative of 1
[15] and upon binding of NSAIDs of the oxicam family [16,
17]. Similar to the 7,8-nido-dicarbaborate in the PDB 4Z0L
structure, the 4-chlorophenyl group of 1 forms mainly hydro-
phobic interactions with the COX-2 residues in the newly
opened side pocket (Fig. 5). Due to the higher flexibility of
the COX-2 binding site compared to the COX-1, isoform 1
oriented according to Pose 2 might be more easily accommo-
dated into COX-2 and might explain the observed COX-2
selectivity of 1 [2, 3, 15].

The methyl-ester moiety of 1 formed a hydrogen bond with
R513 during the 105 ns MD run started from Pose 3 (Fig. 5c).
During the last ~70 ns, the indole moiety of 1 formed a
OH⋯π interaction with Y355. The 4-chlorophenyl group
interacted with COX-2 Y385 and surrounding residues. Due
to the structural differences between COX-1 and COX-2, Pose
3 might also explain the observed COX-2 selectivity of 1. The
bulkier I523 residue in COX-1 could restrict access to the side
pocket around residue 513. Furthermore, H513 in COX-1
does not reach as far into the COX active site as COX-2 R513.

Conclusion

Although earlier experimental and computational studies for
neutral indomethacin derivatives suggested a binding mode

for 1 similar to the experimental binding mode of the parent
indomethacin [11, 12], docking of 1 into multiple COX-2
crystal structures revealed two additional plausible binding
modes. Subsequent 105 ns long MD simulations predicted
for the orientation of 1 similar to the experimental binding
mode of indomethacin in COX-2 the largest ligand atom fluc-
tuations and the least favorable electrostatic and van derWaals
interactions with COX-2. Instead, the 105 ns long MD simu-
lations identified both alternative poses as viable binding
modes in COX-2 for 1. Pose 2 is similar to the experimental
binding mode of the 7,8-nido-dicarbaborate-derivative of 1.
The higher flexibility of the COX-2 binding site compared to
the COX-1 isoform might explain the observed COX-2 selec-
tivity of 1 [2, 3, 15]. 1 oriented according to Pose 2 might be
more easily accommodated into COX-2 than into COX-1.
However, Pose 3 might be also a valid binding mode in
COX-2 for 1. The stabilizing polar interaction of 1 oriented
according to Pose 2 with COX-2 R513 is not viable in the
COX-1 isoform due to the different amino acid sequences of
the two isoforms and also might explain the observed COX-2
selectivity of 1. Furthermore, in both Pose 2 and Pose 3, 1
formed stabilizing interactions with residues other than R120
and its binding to COX-2 would probably not be affected by
mutations of R120, in accordance with site-directed mutagen-
esis studies of neutral NSAIDs [3].
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