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Abstract Constructing an active site on an inert scaffold is still
a challenge in chemical biology. Herein, we describe the incor-
poration of aNewton-direction-based fast loop-closure algorithm
for catalytic residue matching into our enzyme design program
ProdaMatch. This was developed to determine the sites and ge-
ometries of the catalytic residues as well as the position of the
transition state with high accuracy in order to satisfy the geomet-
ric constraints on the interactions between catalytic residues and
the transition state. Loop-closure results for 64,827 initial loops
derived from 21 loops in the test set showed that 99.51 % of the
initial loops closed to within 0.05 Å in fewer than 400 iteration
steps, while the large majority of the initial loops closed within
100 iteration steps. The revised version of ProdaMatch contain-
ing the novel loop-closure algorithm identified all nativematches
for ten scaffolds in the native active-site recapitulation test. Its
high speed and accuracywhenmatching catalytic residueswith a
scaffold make this version of ProdaMatch potentially useful for
scaffold selection through the incorporation of more complex
theoretical enzyme models which may yield higher initial activ-
ities in de novo enzyme design.
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Introduction

Over the course of evolution, living systems have developed
native enzymes as a means to catalyze the chemical reactions
that are required for their survival and reproduction [1]. Some of
themost striking features of enzymes as biocatalysts are that they
show high catalytic efficiency often at or near the diffusion limit,
and they catalyze reactions in a manner that leads to enormous
rate enhancements in water at neutral pH values and mild tem-
peratures [2]. These properties have led to the use of enzymes by
the pharmaceutical and chemical industries to catalyze a great
variety of chemical transformations in environmentally benign
synthetic processes [3]. However, the high catalytic efficiencies
of enzymes are always coupled to their exceptional chemo-,
regio-, and stereoselectivities, limiting their usefulness for cata-
lyzing reactions with non-native substrates. To overcome this
obstacle, protein engineering approaches such as directed evolu-
tion and rational design have been extensively used to broaden
the scope of enzyme-catalyzed chemical transformations [4–6].
Random mutagenesis-based directed evolution technology has
been successfully employed to develop efficient enzymes for
alternative substrates starting from those with very weak but
nonselective activities. However, it is more difficult to develop
enzymes for nonbiological reactions that do not have a natural
counterpart. Therefore, experimental screening approaches for
evolving enzymes that are capable of catalyzing synthetic sub-
strates need to start with substrates that possess activities above
background levels. Structure-based computational enzyme de-
sign technology is currently being rapidly developed to meet this
challenge [7, 8]. In contrast with catalytic antibody technology,
de novo enzyme design is not limited to the immunoglobulin
scaffold; it can utilize the set of all known protein scaffolds,
many of which have proven tractable for further optimization
of enzyme activity using either directed evolution or computa-
tional redesign [9].
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The computational enzyme design process can be roughly
divided into four steps [10]: (i) construction of a theozymemodel
for the target reaction [11]; (ii) matching catalytic residues with
potential scaffolds from a scaffold library; (iii) selection of suit-
able amino acids at the binding sites; and (iv) experimental val-
idation. The second step is critical to the successful design of an
active enzyme for the target reaction, and several programs have
been developed to fulfill this task, including Dezymer [12], Orbit
[13], RosettaMatch [14], OptGraft [15], ScaffoldSelection [16],
ProdaMatch [17], AutoMatch [18], and Saber [19].
RosettaMatch was experimentally shown to create de novo en-
zyme catalysts for reactions including the Kemp elimination
[20], the retro-aldol reaction [21], the Diels–Alder reaction
[22], hydrolytic reactions of esters [23], and the Morita–Baylis–
Hillman reaction [24]. Orbit was used to identify enzyme-like
proteins for hydrolytic reactions of esters [25] as well as de novo
enzymes for the Kemp elimination reaction [26].

ProdaMatch [17] was recently developed to match multiple
residues with a scaffold in the expectation that the complex
theozyme geometries of these residues might lead to higher
starting activities in the more demanding reactions.
ProdaMatch is a rotamer-library-free approach where the cata-
lytic residues can adopt unusual high-energy-motif geometries
which may be required for enzyme catalysis but are not includ-
ed in rotamer libraries because they always comprise low-
energy conformers of naturally occurring amino acids. The ge-
ometries of the catalytic residues and the catalytic relative ge-
ometries of the catalytic residues and the transition state (TS)
are determined by the loop-closure algorithm. The use of a
continuous optimization-based algorithm can effectively curb
the combination explosion caused by the discrete sampling of
these geometries. Also, the loop-closure problem in our former
implementation of ProdaMatch can be solved via an extended
cyclic coordinate descent (CCD) algorithm. CCD is an iterative
approach that is based on univariate optimization and is ineffi-
cient, as just one direction is adjusted in each step, though it is
also simple and easy to implement. In the matching process,
thousands of loop-closure problems need to be solved quickly,
which means that this matching process must be as efficient as
possible. Given the inefficiency of the CCD algorithm, part of
the tradeoff for achieving optimal matching efficiency is that
inaccurate loop closure will sometimes occur. Additionally, in-
accurate loop closure may destroy the catalytic relative geom-
etries of the catalytic residues and the TS.While this problem is
not appreciable for benchmark tests on native scaffolds, it be-
comes more pronounced for de novo design on inert scaffolds
with complex theozyme models. Moreover, similar to loop clo-
sure for protein structure prediction [27], the CCD algorithm for
enzyme design favors large changes in the variables, and the
optimized bond lengths and angles are always at the boundaries
of their allowed ranges, leading to considerable deviations from
the perfect geometries. Another popular loop closure method,
CSJD [28, 29], which is based upon an analytical root-finding

algorithm and outperforms CCD in terms of accuracy and
speed, may not readily converge, as many bounded bond-
length and bond-angle variables must be optimized besides
the unbounded torsion angles in loop-closure problems associ-
ated with enzyme design. To tackle these problems, a quasi-
Newton-direction-based fast loop-closure algorithm was devel-
oped to shorten the time required for highly accurate residue
matching in ProdaMatch during computational enzyme design.

Materials and methods

Given the constraints on the catalytic relative geometriies of
the catalytic residues and the transition state in the target re-
action, the catalytic residue site selection problem in enzyme
design can be defined as a matching process that anchors the
catalytic residues onto the potential sites in the active pocket
of a protein scaffold. Assuming that the number of catalytic
residues is m, and that there are n sites in the active pocket to
which those residues can attach, the total number of combina-
tions for this matching problem is n × (n − 1) ×… × (n − m +
1). When the number of catalytic residues is small, this prob-
lem is tractable, even when performing an exhaustive search.
The matching algorithm, ProdaMatch, developed in our earli-
er work [17], enumerates all of the combinations sequentially.
After the sites have been putatively specified for all catalytic
residues, the conformations of the catalytic residues as well as
the catalytic relative geometries of the catalytic residues and
the transition state are determined by the continuous optimi-
zation approach. Each catalytic geometrical relationship be-
tween species can be described by one bond length, two an-
gles, and three torsion angles (see Fig. 1 in [17]). If the con-
tinuous optimization approach can identify allowable confor-
mations for all catalytic residues and suitable catalytic geo-
metrical relationships between the transition state and catalytic
residues, this particular combination will represent a feasible
match for the target reaction. Since discrete sampling of con-
formations of catalytic residues and catalytic geometrical re-
lationships is avoided through the application of the continu-
ous optimization approach, the total number of combinations
tested in ProdaMatch is effectively reduced. After all of the
catalytic residues have been assigned to their corresponding
sites during the enumeration process, the continuous optimi-
zation process is initiated by anchoring atoms N, CA, and CB
of the first catalytic residue onto the corresponding positions
of atoms N, CA, and CB at its candidate site. A loop is formed
from the atom CA of the first catalytic residue to the atom CA
of the second catalytic residue via the transition state, and
atoms CB and CA of the second catalytic residue are allowed
to move. Therefore, the goal of the continuous optimization
approach is to adjust the side-chain torsion angles of the two
catalytic residues and the parameters associated with the cat-
alytic geometrical relationships, such as bond lengths, bond
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angles, and torsion angles, such that atoms CB and CA of the
second residue are superimposed on the corresponding atoms
CB and CA at the fixed site. After the loop between the first
two catalytic residues has been closed, the position and orien-
tation of the transition state are determined, and loops from the
transition state to the remaining catalytic residues are formed.
Similar loop closure processes are performed to identify the
conformations of the remaining residues and the parameters
associated with the catalytic geometrical relationships be-
tween the transition state and the remaining catalytic residues.
Mathematically, the optimization problem for loop closure in
enzyme design can be formulated as follows:

min f xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2CA þ d2CB

2

s

s:t: dL≤d≤dU;
θL≤θ≤θU

χL≤χ≤χU

; ð1Þ

where the objective function is given by the root-mean squared
deviation (RMSD) of atoms CA and CB of the moving residue,
which is an implicit function of variables such as the bond length,
bond angle, and torsion angle used to characterize the incumbent
loop [i.e., x=(d,θ,χ)]. dCA and dCB are the distances between
atoms CA and CB of the moving residue and the corresponding
atoms at the fixed site. The lower and upper bounds (denoted by
the superscript letters “L” and “U” in the equation) of the bond

lengths and bond angles are given by the standard values and
deviations of the bonds, and the lower and upper bounds of the
torsion angles are always set to −180° and 180°. The initial
structure of the loop can be constructed from the standard bond
lengths and bond angles, while the initial values of the torsion
angles are either 180°, 60°, or −60°. To solve optimization prob-
lem (1) quickly and with high accuracy, three pseudo-Newton-
direction-based algorithms were developed that take advantage
of the special mathematical structure of problem (1).

When the loop is long and has multiple torsions, it
can be closed without the need to adjust the bond
lengths and bond angles. Torsion angles are always free
to rotate, and their values can be easily mapped into the
interval [−180°, 180°] by virtue of the periodic charac-
teristics of trigonometric functions with respect to tor-
sions. Therefore, the bond lengths and bond angles are
first fixed at their standard values, and problem (1) is trans-
formed into an unconstrained optimization problem. An un-
constrained optimization algorithm based on the quasi-
Newton direction calculated by means of the BFGS formula
[30] was developed to solve problem (1), as follows:

Algorithm I: unconstrained optimization algorithm

Step (0). Starting point is x0, convergence tolerance
ε = 10− 5, inverse Hessian approximation
H0= I, and count k=0,

His69

ZAF
Glu270

2.113Å
2.424Å

ZAF

Glu270

His69

2.113Å 2.115Å

a

b

Fig. 1a–b Superposition of the
matched and back-calculated
geometries of the second catalytic
residue in the main loop of
scaffold 6CPA under different
loop-closure resolutions: a 0.3 Å,
b 0.05 Å. The matched transition
state and catalytic residues are
shown as ball-and-stick models,
and the O, N, and C atoms are
shown in red, teal, and gray,
respectively. The back-calculated
catalytic residue is shown as a
green stick model. Distances are
indicated by dotted cyan lines;
values are in Å
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Step (1). If ‖∇f(xk)‖ < ε or RMSD < 0.05, stop.
Otherwise continue.

Step (2). Compute the search direction pk=−Hk∇f(xk).
Step (3). Compute the step length λk from a line search

procedure as

min
λ

f xk þ λpk
� �

: ð2Þ

Step (4). Set xk + 1= xk+λkp
k, defineΔxk= xk + 1− xk and

ΔGk=∇f (xk + 1)−∇f (xk ), and compute Hk + 1

by means of the BFGS formula as

Hkþ1 ¼ I−
Δxk ΔGk

� �T
Δxkð ÞTΔGk

 !
Hk I−

ΔGk Δxk
� �T

Δxkð ÞTΔGk

 !
þ Δxk Δxk

� �T
Δxkð ÞTΔGk

:

ð3Þ
where the superscript letter “T” indicates the
transpose.

Step (5). Set k= k+1 and go to step (1).

In algorithm I, the gradient vector ∇f(xk) of the objective
function f(x) at xk is computed using the finite difference meth-
od as the objective function of problem (1); that is, the RMSD
of atoms CA and CB of the moving residues is an implicit
function of the torsion angles:

∂ f
∂xi

xk
� � ¼ f xk þ εei

� �
− f xk
� �

ε
; ð4Þ

where ε is a small positive scalar and ei is the i
th unit vector. In

this work, the step length was computed by means of an in-
exact line search procedure based on the Armijo condition
combined with quadratic backtracking [30, 31] as

Line search procedure

Step (0). Set λ=1.
Step (1). Compute f(xk+λpk).
Step (2). If the Armijo condition f(xk+λpk) ≤ f(xk) +

δλ∇f(xk )Tpk holds, the step length is found,
so stop. Otherwise continue.

Step (3). Let α=max{η, λq}, where

λq ¼
λ∇ f xk

� �T
pk

2 λ∇ f xkð ÞTpk þ f xkð Þ− f xk þ λpkð Þ
� � :

ð5Þ
Set λ=αλ and go to step (1).

The parameters δ and η in the above procedure are set to
0.0001 and 0.1. Parameter η is introduced to avoid obtaining a
step length that is too small; it adds robustness and reliability
to quasi-Newton methods, particularly if the starting point is a
poor choice. Another issue is that the objective function in
problem (1) is nonlinear and nonconvex, so the quadratic

interpolation of the step length approximation given by Eq.
(5) may produce incorrect results. To account for this, a pro-
tection measure can be used to force λq = 0.1 if f (xk +
λpk) < f(xk) +λ∇f(xk)Tpk, which avoids entry to a dead loop
if the objective function at the incumbent point is concave.

When the loop is short, the bond lengths and bond angles
must be adjusted to close the loop with high accuracy. In this
case, loop closure problem (1) can be reformulated as a gen-
eral bound-constrained optimization problem in order to pres-
ent the necessary conditions for optimal solutions explicitly as

min f xð Þ
s:t: li≤xi≤ui; i ¼ 1; 2;…; n

; ð6Þ

where li and ui represent the lower and upper bounds on the
variables xi. When the variable, such as the torsion angle, has
no bounds, the lower and upper bounds are set to ∓ infinity.
The bound-constrained optimization problem is a special case
of the constrained optimization problem [32], and the condi-
tions required for optimal solutions can be derived from the
Karush–Kuhn–Tucker conditions for problem (6) and simpli-
fied as follows:

∇ f i x
*

� �
≥ 0 ; when x*i ¼ li

∇ f i x
*

� � ¼ 0; when li < x*i < ui
∇ f i x

*
� �

≤ 0 ; when x*i ¼ ui

; ð7Þ

where x* is one of the optimal solutions of problem (6). The
projected gradient was defined as

∇ f xð Þ ¼
∇ f i xð Þ ¼ min 0; ∇ f i xð Þf g if xi ¼ li
∇ f i xð Þ ¼ min 0; ∇ f i xð Þf g if li < xi < ui

∇ f i xð Þ ¼ max 0; ∇ f i xð Þf g if xi ¼ ui

8><
>: : ð8Þ

A projected quasi-Newton-direction-based active-set algo-
rithm was developed in this work to solve problem (6) as
follows:

Algorithm II: bound-constrained optimization algorithm

Step (0). Starting point is x0, convergence tolerance
ε = 10− 5, inverse Hessian approximation
H0= I, and count k=0,

Step (1). If the projected gradient at the incumbent point

satisfies ∇ f xk
� ��� ��< ε or RMSD<0.05, stop.

Otherwise continue.
Step (2) Compute the quasi-Newton direction pk ¼ −

Hk∇ f xk
� �

, and the search direction can be
obtained by means of projection as

pk ¼
pki ¼ 0; if xki ¼ li and p

k

i < 0;

pki ¼ 0; if xki ¼ ui and p
k

i > 0;

pki ¼ p
k

i ; otherwise:

8>><
>>: ð9Þ
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Step (3). Compute the step length λk using the same line
search procedure, i.e., min

λ
f xk þ λpk
� �

, as

that in Algorithm I, but compute the initial step
length via

λ0 ¼ min 1:0; min
pki <0

li−xki
pki

� 	
; min

pki >0

ui−xki
pki

� 	( )
:

ð10Þ

Step (4). Set xk + 1= xk+λkp
k, defineΔxk= xk + 1− xk and

ΔGk=∇f (xk + 1)−∇f (xk), and compute Hk + 1

by means of the BFGS formula, i.e., Eq. 3.
Step (5). Set k= k+1 and go to step (1).

Similar to Algorithm I, the gradient vector ∇f(xk) is comput-
ed by means of the finite difference method described by Eq. 4.
In the bound-constrained optimization algorithm, the bond
lengths and bond angles are adjusted simultaneously with the
torsion angles. Consequently, in the optimal solutions to prob-
lem (1) obtained by the bound-constrained algorithm, the bond
lengths and bond angles prefer to lie at the boundaries and
significantly deviate from the standard values. To overcome this
issue, a combined algorithm that integrates the unconstrained
optimization algorithm with the bound-constrained optimiza-
tion algorithm was developed to solve problem (1):

Algorithm III: combined optimization algorithm

Step (0). Starting point is x0, convergence tolerance
ε=10− 5, maximum number of iterations is
predefined, and count k=0. The initial bond
lengths and bond angles are set to standard
values.

Step (1). If count k is greater than the maximum number
of iterations and RMSD>0.05, stop; loop clo-
sure has failed. Otherwise continue.

Step (2). Run the unconstrained optimization algorithm
(Algori thm I). If RMSD < 0.05, stop.
Otherwise continue.

Step (3). Fix the torsion angles at the optimal solutions
obtained in step (2) and continue.

Step (4). Run the bound-constrained optimization algo-
rithm (Algorithm II) with fixed torsion angles.
If RMSD <0.05, stop. Otherwise continue.

Step (5). Fix the bond lengths and bond angles at the op-
timal solutions obtained in step (3) and continue.

Step (6). Set k= k+1 and go to step (1).

In the inner loops of the combined algorithm, the maxi-
mum number of iterations of the unconstrained optimization
algorithm and the bound-constrained optimization algorithm
are set to 30 and 50, respectively. The maximum number of

iterations of the combined algorithm in the outer loop is set to
5, and the combined algorithm is evaluated by the total num-
ber of iterations, which is the sum of the iterations of the
unconstrained optimization algorithm and the iterations of
the bound-constrained optimization algorithm in the inner
loops of the combined algorithm.

Results and discussion

Impact of loop-closure accuracy on the catalytic
geometrical constraints

In the matching algorithm of ProdaMatch, the sites and geom-
etries of the catalytic residues are determined by the solutions
to loop-closure problems, where the main loop consists of the
first two catalytic residues bridged by the TS, while each of
the side loops is composed of the atoms of one remaining
catalytic residue and the corresponding atoms of the TS. The
coordinates of the atoms CA and CB of all but the first cata-
lytic residue are obtained from the loop-closure calculation,
and the calculated CA and CB atoms may deviate from the
fixed atoms in the crystal structure depending on the comput-
ing tolerance set in the loop-closure algorithm. However, the
geometries of the catalytic residues will ultimately grow from
the CA and CB atoms in the crystal structure, and the inaccu-
racy of the calculation of the loop-closure algorithm (such as
CCD, as used in the original ProdaMatch) may lead to the
violation of the catalytic geometrical constraints between the
TS and the catalytic residues. To explicitly illustrate this draw-
back, we used the 6CPA case study from the benchmark test
set compiled by Zanghellini et al. [14] to validate thematching
algorithms employed in enzyme design. The PDB (Protein
Data Bank) code 6CPA represents a bovine carboxypeptidase
A type of hydrolase with four catalytic residues in its active
pocket—His69, Glu72, His196, and Glu270—which were
used to match with the transition-state analog from
carboxypeptidase-A-catalyzed hydrolysis, ZAF. The catalytic
residues His69 and Glu270 together with the TS comprise the
main loop in the matching process, and the geometries of
His69 and Glu270 as well as the position and orientation of
the TS are determined by the solution to the loop-closure
problem. During the loop-closure process, the torsion angles
of the catalytic residues and those involved in the catalytic
geometrical relationships between the catalytic residues and
the TS are free to rotate, and the standard bond lengths and
bond angles are taken directly from the crystal structure
6CPA. The allowed ranges of the bond lengths and bond an-
gles correspond to deviations from the standard values of
±0.1 Å and ±10°, respectively. In the main loop, the coordi-
nates of the atoms CB and CA from the second catalytic res-
idue are determined by the loop-closure problem, so the cata-
lytic geometrical constraints between the TS and the second
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catalytic residue are directly affected by the loop-closure tol-
erance. The standard values of these constraints, i.e., the bond
angles between atom P22 of ZAF, atom O20 of ZAF, and
atom OE2 of Glu270 and between atom O20 of ZAF, atom
OE2 of Glu270, and atom CD of Glu270, as well as the bond
length between atom O20 of ZAF and atom OE2 of Glu270
and the matched results obtained from ProdaMatch at different
loop-closure tolerances are given in Table 1. The true values
of the catalytic geometrical constraints were obtained based
on the coordinates of Glu270, which were back-calculated
starting from the crystal backbone atoms N, CA, and CB,
but using the matched torsion angles. Here, the three matched
torsion angles of Glu270 were calculated via the matched
coordinates of atoms OE1, CD, CG, CB, and CA and the
coordinates of atom N in the crystal structure. When the
loop-closure tolerance was set to 0.3 Å, the catalytic geomet-
rical constraints between the TS and Glu270 were violated,
though the matched values were in the feasible range.
Specifically, the true value of the bond angle between atom
P22 of ZAF, atom O20 of ZAF, and atom OE2 of Glu270 was
less than the lower bound of its feasible range, and the true
value of the bond length between atom O20 of ZAF and atom
OE2 of Glu270 was greater than the upper bound of its feasi-
ble range. The matched and back-calculated geometries of
Glu270 are shown in Fig. 1a, where the bond lengths between
atom O20 of ZAF and atom OE2 of Glu270 are presented.
However, such violations disappeared when a stricter loop-
closure tolerance was used. Based on the results shown in
Table 1 and Fig. 1b, the matched and back-calculated results
for the catalytic geometrical constraints between TS and
Glu270 all lie in the feasible ranges when the loop-closure
tolerance is set to 0.05 Å. Moreover, the matched and back-
calculated geometries of Glu270 almost overlap with each
other. However, the number of iterations of the original

loop-closure algorithm CCD will inevitably increase with
higher tolerance resolution. The relationship between the
number of iterations of the CCD algorithm and the
loop-closure tolerance is shown in Fig. 2, where the
data were collected from 1000 initial loops under dif-
ferent loop-closure tolerances. When the loop-closure
tolerance is set to 0.05 Å, >500 iterations are needed
by the CCD algorithm to close the 188 initial loops.
This is obviously not acceptable because thousands of
loops need to be closed in the matching process. From
an algorithmic perspective, CCD is a steepest descent
algorithm, and the zigzagging phenomenon always appears
when it approaches the minimum point as the step length is
determined by the accurate line search method. As a result,
CCD always requires a greater number of iterations with a
high convergence tolerance. To get achieve a good balance
between speed and accuracy, a quasi-Newton-direction-
based novel algorithmwas developed to close the loops quick-
ly under high convergence tolerance.

Loop-closure results using the combined algorithm

The loop-closure performance of the combined algorithm was
assessed using the benchmark test set for the recapitulation of
native active sites compiled by Zanghellini et al. [14], which
was also used in our earlier work [17] to validate the original
ProdaMatch. Ten crystal structures in the test set as well as the
corresponding catalytic residues in their active sites are shown
in Table 2, and all loops to be closed in the matching algorithm
for these ten scaffolds are also presented in Table 2. Assuming
that we have n catalytic residues to match with a particular
scaffold, we need to close onemain loop and (n − 2) side loops
for this scaffold based on the definition of the loop-closure
problem in the matching process. When the number of

Table 1 Matched and back-calculated results obtained with different loop-closure resolutions for the catalytic geometrical constraints between ZAF
and Glu270 in scaffold 6CPA

Catalytic geometrical constraints a Standard valuesb (deviation) 0.3 Å 0.05 Å

Site pair Type Atom1 Atom2 Atom3 Atom4 Matched Back-cal c Matched Back-cal c

ZAF–Glu270 Angle P22 O20 #OE2 – 136.84 (±10°) 126.84° 125.65° 139.38° 139.57°

Angle O20 #OE2 #CD – 123.45 (±10°) 113.45° 123.26° 117.48° 121.89°

Length O20 #OE2 – – 2.21 (±0.1 Å) 2.11 Å 2.42 Å 2.11 Å 2.12 Å

Torsion angle CH3 P22 O20 #OE2 80.78° (free) 56.67° 41.84° 53.19° 57.26°

Torsion angle P22 O20 #OE2 #CD 60.16° (free) −53.00° −28.93° 77.74° 72.60°

Torsion angle O20 #OE2 #CD #CG −155.93° (free) 127.36° 111.41° −156.51° −153.30°

Lengths are given in Å. Angles and torsion angles are given in degrees
a Atoms on the latter residue in a site pair are prefixed with #
b Standard values are derived directly from the crystal structures
c Columns labeled BBack-cal^ represent catalytic geometrical parameters which are back-calculated by using thematched geometrical values to grow the
side chain of Glu270 from its backbone
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catalytic residues is greater than two, selection of the two
catalytic residues for constructing the main loop for each scaf-
fold proceeds according to three criteria: (i) the two catalytic
residues should simultaneously have catalytic geometrical re-
lationships with the TS; (ii) the catalytic residues are selected
preferentially if they accurately position the TS based on the
catalytic geometrical relationships between them; and (iii) the
catalytic residues with the fewest torsion angles are preferred.
In total, we have 21 loops to close. The RMSDs of the TS
structures calculated by the loop-closure processes for main
loops may hinder the proper evaluation of the algorithmic
performance of the novel algorithm for closing side loops.
Therefore, in this work, all side loops grew from the functional
atoms of the TS or preceding catalytic residues in the crystal
structure instead of their calculated structures. For each loop in
the test set, multiple initial loops were generated depending on
the number of torsion angles in this loop. The bond angles and
bond lengths of each loop were set to their standard values.
However, each torsion angle of the loop, which came from
either the catalytic geometrical relationship between the cata-
lytic residue and the TS or from the geometries of the catalytic
residues, was assigned one of three discrete values: 180°,
+60°, or −60°. Therefore, in total, 3k initial loops were gener-
ated for each loop, where k is the number of torsion angles in
the loop. To limit the total number of initial loops for very long
loops to a maximum of eight torsion angles, all but the first
eight torsion angles were set to 180°.

The loop-closure results obtained upon using the combined
algorithm for the 21 loops in the test set are shown in Table 2.
The loop was considered closed when the RMSD of the CB
and CA atoms of the moving and fixed catalytic residues was

less than 0.05 Å. Of the 64,827 initial loops generated from
the main or side loops, 99.51 % of them closed to within an
RMSD of 0.05 Å in fewer than 400 steps. Among the closed
initial loops, 72.13 % of themwere only closed by running the
unconstrained optimization algorithm, indicating that the
bond lengths and bond angles retained their standard values
during the loop-closure processes to maintain the perfect ge-
ometries. The proportion of the side loops that closed,
91.33 %, is lower than that of the main loops, 99.99 %.
Moreover, among the closed side loops, 51.89 % were only
closed by running the unconstrained optimization algorithm,
which is much lower than the 73.22 % of the main loops
which were closed. The poor loop-closure performance of
the side loops was caused by the fact that the loop lengths of
the side loops are always much shorter than those of the main
loops (here, the loop length is defined by the number of tor-
sions, the number of angles, and the number of lengths in a
loop). As shown in Table 2, in the BLoop length^ column, the
shortest main loop had seven torsion angles, but the longest
side loop had only six freely rotatable torsion angles. To close
the side loops within the convergence tolerance, the bounded
bond length and bond angle variables had to be adjusted by
running the bound-constrained optimization algorithm.

The maximum number of iterations of the combined algo-
rithm was limited to 400, as discussed in the BMaterials and
methods^ section. Histograms for the number of iteration
steps required to close the loops in the test set are shown in
Fig. 3 for the scaffolds 1NEY and 3VGC, whereas those for
other scaffolds are presented in Fig. S1 in the BElectronic
supplementary material^ (ESM). The large majority of the
initial loops closedwithin 100 steps, which was almost tenfold
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the speed of the CCD algorithm using the same convergence
tolerance. Furthermore, the proportion of the main loops that
were closed, 92.12 %, when using CCD with the same toler-
ance and iteration limit was much lower than that of the com-
bined algorithm (99.99%), although the proportion of the side
loops that were closed using CCD (94.18 %) is moderately
higher than that achieved using the combined algorithm
(91.34 %). For all initial loops, the number of steps required
to close side loops was higher than the number required to
close main loops. The side loops always had fewer torsion
angles than the main loops, and the unconstrained optimiza-
tion algorithm alone could not close the loops to within an
RMSD of 0.05 Å. Therefore, the bound-constrained optimi-
zation algorithm was always invoked to further reduce the
RMSD. This was a slower process than the unconstrained
optimization algorithm, as its step length was restricted by
the upper and lower bounds on bond lengths and bond angles.
However, the large majority of the initial side loops were
closed within 200 steps to within an RMSD of 0.05 Å. This
implies that the combined optimization algorithm can close
loops very quickly, and its accuracy can be evaluated by com-
paring the RMSDs of the TS with those in the crystal struc-
ture. As shown in Table 2, many of the closed main loops for
all of the scaffolds position the TS to an RMSD of <2.0 Å. The
best RMSDs of the TS for all of the scaffolds except for 1H2J
were <1.0 Å. The matched and crystal geometries of scaffolds
1NEY and 3VGC are shown in Fig. 4, and those of other
scaffolds are presented in Fig. S2 of the ESM. The matched
TS geometries in scaffolds 1NEY and 3VGC overlap almost
completely with those in their respective crystal structures and

are supported by the RMSD values given in Table 2 (i.e.,
0.353 for 1NEY and 0.349 for 3VGC). This indicates that
the novel loop-closure algorithm can anchor the active site
very accurately, but it still needs to be coupled with an
energy-scoring function that can be used to identify either
the closed main loop with the smallest RMSD of the TS or
the loops with the smallest RMSDs.

Recapitulation of native active sites

The novel loop-closure algorithm described herein was de-
signed to close loops in the matching process for catalytic
residue site selection during enzyme design. It was imbedded
into our matching algorithm, ProdaMatch, and implemented
in the program PRODA, the PROtein Design Algorithmic
package [17, 33, 34]. The native active-site recapitulation re-
sults obtained by the revised ProdaMatch for ten scaffolds in
the benchmark set compiled by Zanghellini et al. [14] are
presented in Table 3. They were obtained by running
ProdaMatch on a single 2.1-GHz central processing unit
(CPU) from a computer cluster with 64 cores that shared
128 GB of random-access memory. For each scaffold, heavy
atoms of the catalytic residues that were found to lie within
5 Å of the TS in the crystal structure were selected as candi-
date sites to anchor the catalytic residues. The number of can-
didate sites for each scaffold is given in Table 3. The number
of combinations of catalytic residues attached to the sites is
large, which would greatly increase the time spent searching if
all of the initial loops generated for each loop were closed.
Thus, in our matching algorithm, only some of the initial loops
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initial loops closed by the novel
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histograms, the abscissa shows
the number of iteration steps
while the ordinate shows the
number of initial loops
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for each loop are closed. The initial loops generated for each
loop are ranked by an energy score which is calculated as the
sum of (i) the intrinsic collision energies of the catalytic

residues; (ii) the interaction energy between the catalytic res-
idues and TS; and (iii) the interaction energy between the
scaffold template and the catalytic residues as well as the

His94
Glu164

13P

His42

Ser175

SRB

a

b

Fig. 4a–b Superposition of the
matched and crystal geometries
for main loops of the scaffolds a
1NEY and b 3VGC. The
transition state (TS) and catalytic
residues in the crystal structures
are shown as ball-and-stick
models, and the O, N, and C
atoms are shown in red, teal, and
gray, respectively. The matched
transition state and catalytic
residues are shown as cyan stick
models

Table 3 Recapitulation of native active sites using the revised ProdaMatch for ten scaffolds

PDB Catalytic residues Number of sites a Number of matches Rankb Number of matches
using CCD (rank)c

RMSD of TS (Å) d CPU time

1C2T Asn106, His108, Asp144 27 28 20 456 (162) 7.56 20 h 50 m

1DQX Asp91, Asp273, Lys93, Lys59 29 16,164 37 28,826 (1034) 1.79 20 h 59 m

1H2J Glu225, Glu136 24 190 39 194 (60) 3.94 9 h 49 m

1JCL Lys168, Asp103, Lys202 23 709 56 432 (234) 3.77 24 h 20 m

1NEY Glu164, His94, Lys11 20 222 2 245 (−) 1.73 3 h 56 m

1OEX Asp35, Asp217 21 35 4 71 (27) 6.31 25 m

1P6O Cys89, Cys92, His60, Glu62 18 28 10 1719 (392) 1.25 1 h 14 m

3VGC Ser175, His42, Asp87 34 26 7 8 (−) 1.75 3 h 58 m

4FUA His155, His94, His92 19 83 1 98 (−) 2.96 3 h 53 m

6CPA His69, Glu270, His196, Glu72 23 156 1 266 (1) 1.47 24 h 7 m

a The column BNumber of sites^ shows the number of candidate sites for anchoring the catalytic residues
b The column BRank' shows the rank of the native match among all identified matches
c A dash in parentheses indicates that the native matches were not identified
d The column BRMSD of TS^ shows the RMS deviation of the matched TS from that in the crystal structure

49 Page 10 of 13 J Mol Model (2016) 22: 49



TS. The interaction energy between atoms is calculated by a
linear repulsive term described by Equation 2 in our previous
work [35]. Up to 1000 initial loops for each loop are closed
using the combined algorithm. The purpose of the above
screening process is to eliminate many of the initial loops
which intrinsically collide with the scaffold template.

Table 3 shows that all nativematches for the ten scaffolds were
identified by the revised ProdaMatch, which utilizes the novel
loop-closure algorithm to close loops, although the loop-closure
tolerance was decreased sixfold, from 0.3 to 0.05 Å. The native
matches rank in the top ten of all of the identified matches for the
six scaffolds. The number of matches and the ranks of the native
matches obtained by the ProdaMatch algorithm using CCD (as
shown inTable 3) indicate that thematching results obtained using
CCD with the same tolerance and iteration limit were very poor,

and the native matches for scaffolds 1NEY, 3VGC, and 4FUA
were not identified. The TS positions and the side-chain geome-
tries of the catalytic residues in the calculated nativematches were
well constructed, and the RMSDs of the identified TSs in five
scaffolds for native matches were less than 2.0 Å. The native
active-site recapitulations for two scaffolds, 1NEY and 6CPA,
which both ranked as the top native match among all identified
matches and had low RMSDs of the TSs, are shown in Fig. 5.
ProdaMatch, by virtue of the novel loop-closure algorithm, can
position the TS in five scaffolds. However, in some scaffolds, such
as 1C2T and 1OEX (shown in Fig. S3 of the ESM), the position
of the TS deviates significantly from that in the crystal structure,
although the catalytic geometrical relationships between the TS
and the catalytic residues are all satisfied. In Table 2, the best
RMSDs of the TSs identified by the closed main loops for all

Fig. 5a–b Superposition of
native and predicted active sites: a
scaffold 4FUA; b scaffold 6CPA.
The transition state (TS) and
catalytic residues in the crystal
structures are shown as ball-and-
stick models, and the O, N, and C
atoms are shown in red, teal, and
gray, respectively. The matched
transition state and catalytic
residues are shown as cyan stick
models
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scaffolds are less than 2.0 Å, and nine of them are less than 1.0 Å.
These discrepancies occur because only 1000 initial loops for each
main loop are selected at most by the proposed scoring function
for closure in thematching processes, but all of them are closed for
the loop-closure test, as shown in Table 2. Clearly, the initial loops
that resulted in the best RMSDs of the TS in the loop-closure test
were missed by our scoring function in the native active-site re-
capitulation test. As accurately establishing the position of the TS
is critical for enzyme catalysis in de novo enzyme design, more
effective scoring functions for selecting initial loops as the main
loops are still required. The CPU time spent on the test cases by
the revised ProdaMatch is shown in Table 3; all matching pro-
cesses for all scaffolds were completed in approximately one day.
Parallel computation is easy to implement, and a previously ex-
pensive computer cluster with several hundred CPU cores is now
relatively inexpensive. As such, ProdaMatch—by virtue of the
novel loop-closure algorithm—can be used for scaffold selection
in enzyme design projects where several thousand PDB scaffolds
are included in a scaffold library.

Conclusions

Herein, a Newton-direction-based novel loop-closure algo-
rithm was developed to close loops in the matching of cata-
lytic residues with a scaffold during de novo enzyme design. It
was shown to be faster than the CCD-based loop-closure al-
gorithm when using higher convergence tolerances, and to
eliminate the potential violation of catalytic geometrical con-
straints between the TS and catalytic residues caused by the
coarse loop-closure tolerance set in the original ProdaMatch
algorithm. Among the 64,824 initial loops derived from 21
loops of the enzyme design test set, 99.51 % were closed by
the novel loop-closure algorithm to within an RMSD of
0.05 Å, while the large majority of the initial loops were
closed within 100 iteration steps, which is tenfold faster than
achievedwith the CCD algorithm using the same convergence
tolerance. In the native active-site recapitulation test, the re-
vised ProdaMatch identified all native matches for ten scaf-
folds, although the loop-closure tolerance was strengthened
from 0.3 to 0.05 Å. Although the native match ranked high
among all identified matches, further development of a scor-
ing function for effectively selecting the initial loops should
improve the accuracy of the position of the TS during native
active-site recapitulation. The revised ProdaMatch algorithm
could potentially be used for scaffold selection because of its
high accuracy and fast speed.
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