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Abstract In this paper we present a methodology to evaluate
the binding free energy of a miRNA:mRNA complex through
molecular dynamics (MD)–thermodynamic integration (TI)
simulations. We applied our method to the Caenorhabditis
elegans let-7 miRNA:lin-41 mRNA complex—a validated
miRNA:mRNA interaction—in order to estimate the energetic
stability of the structure. To make the miRNA:mRNA
simulation possible and realistic, the methodology introduces
specific solutions to overcome some of the general challenges
of nucleic acid simulations and binding free energy computa-
tions that have been discussed widely in many previous
research reports. The main features of the proposed method-
ology are: (1) positioning of the restraints imposed on the
simulations in order to guarantee complex stability; (2) optimal
sampling of the phase space to achieve satisfactory accuracy in
the binding energy value; (3) determination of a suitable trade-
off between computational costs and accuracy of binding free
energy computation by the assessment of the scalability
characteristics of the parallel simulations required for the TI.
The experiments carried out demonstrate that MD simulations
are a viable strategy for the study of miRNA binding
characteristics, opening the way to the development of new
computational target prediction methods based on three-
dimensional structure information.

Keywords miRNA .Molecular dynamics . Thermodynamic
integration . Simulation performance

Introduction

MicroRNAs (miRNAs) are small (approximately 22
nucleotides) noncoding RNAs in plants and animals [1]
that are remarkably similar in size to small interfering
RNAs (siRNA) [14]. MiRNAs are produced by the enzyme
Dicer from endogenous stem-loop RNA molecules, and are
implicated in the control of several biological processes
such as differentiation, cell proliferation and developmental
timing [2, 13, 15]. Over the past decade, miRNAs have
emerged as fundamental molecules involved in the regulation
of eukaryotic gene expression because of their function in
controlling mRNA translation and degradation. After base-
pairing with their target mRNA strands, miRNAs are able to
silence cytoplasmic mRNA by triggering endonuclease
cleavage, promoting translation repression or accelerating
mRNA decapping [4]. These small RNA sequences carry out
their activities within specific ribonucleoprotein (RNP)
complexes, ensuring that each nucleic acid strand is located
in the correct cellular compartment together with the
appropriate complement of proteins it needs to perform its
biochemical function [14].

The strategic role played by miRNAs in numerous
biological processes has made their target prediction an
interesting field of research that has been investigated
widely in recent years. Almost all the existing miRNAs target
prediction algorithms consider similar general principles
based on secondary structure analyses such as the base pairing
pattern, comparative sequence analysis to check conservation,
the examination of multiple target sites and thermodynamic
analysis of the miRNA:mRNA hybrid [3], and share the
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common problem of predicting a far from negligible number
of false positives.

To date, secondary structure has been used because of the
lack of availability of three-dimensional (3D) configurations
of miRNA:mRNA complexes, the large computational effort
required, and the challenges typical of molecular simulations
of nucleic acids in general because of their instability.
Nowadays, 3D structure information of these complexes is
starting to become available [13], which, coupled with
increasing computational power, makes it possible to
perform molecular dynamics (MD) simulations of miRNA:
mRNA interactions to explore their binding characteristics.

In this work, we present a study of the energetic stability of
a specific, experimentally validated interaction [7]: the
interaction between the Caenorhabditis elegans let-7
miRNA fragment and its complementary site LCS2 in the
3′-untranslated region (UTR) of the lin-41 mRNA [13], by
calculating its binding free energy via MD–thermodynamic
integration (TI) simulations. The contribution of this work is
two-fold. First, we devise a methodology for the computa-
tion of free energy of this interesting class of RNA strands,
thus reducing the well known challenges of nucleic acids
molecule simulations [5, 8, 12]. The methodology includes:
(1) positioning of the restraints imposed on the simulations
in order to guarantee complex stability; (2) optimal sampling
of the phase space to achieve a satisfactory accuracy in the
binding energy value; (3) determination of a suitable trade-
off between computational costs and accuracy of binding
free energy computation by the assessment of the scalability
characteristics of the parallel simulations required for the TI.
Second, thanks to the MD simulations, we highlight the
relevance of 3D structure information on free energy
computation. In particular, we observed a stronger pairing
between the RNA strands compared to that estimated by
means of tools based on secondary structure. We believe that
this work represents a step forward in the refinement of
miRNA target stability evaluation, and thus in the deeper
understanding of their regulatory effects, opening the field to
strategies for the integration of 3D structure information into
miRNA target prediction tools.

The rest of the paper is organized as follows. The
Materials and methods section describes the structure under
investigation, explaining the modifications brought to the
initial molecular configuration, and presents the simulation
conditions and the restraints adopted to obtain complex
stability, and then illustrates the technique used to perform
the binding free energy calculation for the specific miRNA:
mRNA interaction. Results and discussion presents the
results achieved by adopting the proposed method, discussing
the choices made to perform the simulations and evaluating
the actual computational costs of the technique. The
Conclusion summarizes the findings and considers potential
further contributions of the research.

Materials and methods

System set-up

In this work we performed three types of simulations on
three different molecular complexes. The main simulation
was performed on the let-7 miRNA:lin-41 mRNA [13] to
compute the binding free energy. Two companion simu-
lations were carried out on the Aa- Ago bound to 22-mer
complex [6], opportunely modified, to determine a realistic
configuration of the restraints to be imposed during the
main simulation, i.e., with and without Ago protein
residues, respectively. The NMR atomic structure of the
miRNA:mRNA complex under investigation was taken
from the Protein Data Bank (PDB; accession code 2JXV).
It is a 33 nt RNA stem-loop model with an internal
asymmetric loop, designed to represent the C. elegans let-7
miRNA fragment bound to its complementary site LCS2 in
the 3′-UTR of the lin-41 mRNA. The original structure
present in the PDB contained two strands linked with a
GAAA tetraloop as well as other base pair differences [13]
compared with the real RNA sequences interacting in
nature [7].

The secondary structure of the model is reported in
Fig. 1.

The original atomic structure (2JXV, [13]) contained a
GAAA tetraloop connecting the two strands, which we
removed in order to better model the interaction between
miRNA and mRNA likely to occur under physiological
conditions [7], in which the two RNA fragments are different
entities not linked by other sequences of nucleotides like the
external GAAA tetraloop, but interact only through hydro-
gen bonds. For this reason, the four nucleotides of the
GAAA tetraloop were excluded in the system investigated.
Therefore, the atomic structure of the RNA complex was
composed by two chains, made up of 14 and 15 nucleotides,
modeling miRNA and mRNA, respectively. The new
secondary structure is shown in Fig. 2.

The modified complex was placed in a periodic cubic box
that was subsequently filled with about 12,000 TIP4P water
molecules to avoid distortions of the structure typical of in
vacuo nucleic acid simulations [5]. The negative net charge
of the system was neutralized with 27 sodium ions placed
randomly in the simulation box. The coordinates were

Fig. 1 Let-7 miRNA:lin-41 mRNA initial model. The dot represents a
wobble base pair
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optimized via 3 ps steepest descent energy minimization,
after which an all atom position restrained simulation for
5 ps under a constant force of 1,000 kJ mol−1nm−2 was
carried out.

The first type of companion simulations were run on the
Aa-Ago bound to the 22-mer self-complementary structure
downloaded from the PDB (accession code 2F8S) [6]. Also
in this case the initial atomic structure, composed of 704
Ago protein residues and 44 RNA residues, was adjusted in
order to make the length of the two chains of this complex
equal to those of the miRNA:mRNA structure of interest.
The first eight nucleotides from the 5′-end of the strand
bound to Ago, considered the ‘guide strand’ since it
presents a specific sequence and structure capable of
guaranteeing the interaction with the protein complex [6],
were removed with the purpose of reproducing the length
of the lin-41 miRNA—part of the model under investigation.
In the same manner, the first seven nucleotides from the
3′-end of the second chain, considered the ‘passenger
strand’ [6], were deleted to emulate the 15-nt long let-7
mRNA fragment under study. In this manner, the structure
obtained, characterized by a chain length equal to that of
miRNA:mRNA complex, allowed us to evaluate the
suitability of the restraints that we applied to the structure,
as explained in more detail below.

The complex was then solvated in a cubic box with
about 28,046 TIP4P water molecules. The system negative
net charge was counterbalanced with 210 sodium ions
placed randomly in the simulation box. Even in this case,
atom positions were optimized via 3 ps steepest descent and
then restrained for 5 ps under a constant force of
1,000 kJmol−1nm−2 and then restrained for 5 ps under a
constant force of 1,000 kJmol−1nm−2. The complex was
subsequently modified by deleting Ago protein residues
to perform the second type of companion simulations,
once again to justify the restraints imposed. The two
chains so obtained were solvated in a cubic box with
6,097 TIP4P water molecules and the negative net charge
counterbalanced with 29 sodium ions. The molecule was
then treated following the setup above described for the
other two models. All simulations were performed using
the ffamber94 Force Field [20] integrated in the Gromacs
4.0.5 distribution [21, 22].

Molecular dynamics simulations

A preliminary set of MD simulations was conducted to
check the conformational stability of the molecular system
and to select the best simulation parameters and conditions
to adopt in the subsequent free energy simulations. During
these MD runs, the temperature was maintained constant at
310 K by means of temperature coupling based on a
velocity rescaling with a stochastic term. All bonds were
kept rigid thanks to the LINCS algorithm. Non-bonded
interactions were calculated using a neighbor list that was
updated every 5 time steps with a grid scheme. The cut-off
distance for short-range interactions was set at 1.2 nm.
Fast particle-mesh Ewald (PME) electrostatics in all the
three dimensions were used to calculate long-range elec-
trostatic forces between atom pairs inside a 1.2 nm cut-off
distance [8].

The interpolation order for PME was set as cubic, with
the relative strength of Ewald-shifted direct potential at a
Coulomb distance at 10−5. The Lennard-Jones potential was
imposed as normal out to Van der Waals switch radius set at
1.0 nm; after this distance it was switched off to reach zero
at 1.1 nm. The center of mass translation was removed. A
leap-frog algorithm was used for integrating Newton’s
equations of motion. Trajectory structures for analysis were
saved at 0.1 ps intervals from a 5 ns long MD simulation.
Due to the not negligible helix shape modifications
investigated in the past in several studies [9], the first and
last nucleotides of both RNA chains were restrained with a

Fig. 3 Thermodynamic cycle used in binding free energy calcula-
tions. Both branches of the cycle must be considered in order to obtain
the free energy of binding between the ligand, mRNA, and the
receptor miRNA

Fig. 2 let-7 miRNA:lin-41 mRNA modified model. The dot
represents a wobble base pair
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force constant of 1,000 kJmol−1nm−2. Trajectory structures
were saved every 0.1 ps.

Two runs of companion MD simulations were per-
formed. The first run on the complete siRNA-Ago complex
and the second on the same molecule reduced as illustrated
before removing Ago protein. Trajectory structures were
saved at intervals of 2 ps from a 1 ns long MD simulation.
The latter was performed under analogous conditions.

Free energy calculations

The TI approach was used to calculate the binding free
energy [10, 23]. The TI technique allows calculation of the
free energy difference ΔG between two states of a system,
A described by a Hamiltonian H(λ=0)=HA and B defined
by a Hamiltonian H(λ=1)=HB, by changing the interaction

parameters that define the Hamiltonian H as a function of a
coupling parameter λ from A to B state as shown in Eq. 1.

ΔGBA ¼ GB � GA ¼
Z 1

0

dGðlÞ
dl

dl ¼
Z 1

0
hdHðlÞ

dl
i
l
dl

ð1Þ
The thermodynamic cycle implemented to achieve

the desired binding free energy value is reported in Fig. 3
[11]. Taking into account the scheme in Fig. 3, the energy
spent in binding let-7 miRNA to its target lin-41 mRNA
was obtained by performing two main simulations with TI:
one for the complex let-7 miRNA:lin-41 mRNA and the
other for the ligand lin-41 mRNA only. In the first, the
system was mutated from an A state, in which miRNA and
mRNA were bound together, to a B state in which only the
miRNA was present. The second instead evaluated the free

Fig. 4 B-factor analysis for let-7 miRNA and lin-41 mRNA. a B-
factors in the molecular dynamics (MD) trajectory structures from the
initial molecular configuration during the unrestrained (trace I) and
restrained (trace II) simulation for Chain A. b The same representation
for Chain B. The vertical black lines separate the first and last
nucleotides of both chains, which were restrained during the
simulation, from the rest of the strand

Fig. 5 Root mean square deviation (RMSD) values for let-7 miRNA
and lin-41 mRNA. a RMSD in the MD trajectory structures from the
initial molecular configuration during the unrestrained (trace I) and
restrained (trace II) simulation for Chain A. b Same representation for
Chain B
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energy of formation of the ligand mRNA, performing a
mutation from an A state in which mRNA was present to a
B state in which it was absent. Mutations from the A to B
state were achieved by gradually switching off the non-
bonded interactions from the initial to the final state. Atom
type for the B state was set as an atom type characterized by
null values for Lennard-Jones σ and ɛ parameters. In this
manner Lennard-Jones energies were progressively reduced
from the A state to reach zero in the B state. Setting even
atomic charges for the B state to zero, all the non-bonded
energies were gradually excluded from the A to B state. It is
worth nothing that, during the simulation involving the let-7
miRNA:lin-41 mRNA complex, in order to implement the
conditions described by the thermodynamic cycle, the B state
was edited for the mRNA only, whereas the parameters set for

the miRNA B state were the same as those of the A state. At
any intermediate state the Hamiltonian of the system was
defined by Eq. 2.

H lð Þ ¼ 1� lð ÞHA þ lHB ð2Þ
Regarding Eq. 2, the ensemble averages of the derivative

of the Hamiltonian were calculated, for both the complex
and for the single mRNA strand, via 1 ns long MD
simulations. The binding free energy was obtained using 13
different numerical lambda values, from 11 to 60, in the
interval between 0 and 1. All the simulations were
conducted by imposing a constant pressure of 1 atm with
Rahman-Parrinello barostat and incorporating both soft-
core potentials. With the purpose of ensuring the stability of
the complex, the first and last nucleotides of each strand
were restrained as indicated above.

The averages of the derivatives obtained from the
simulations were then integrated, giving rise to one energy
value for the first simulation involving the miRNA:mRNA
complex (ΔG1 in Fig. 3) and one for the second involving
only the lin-41 mRNA (ΔG2 in Fig. 3). The binding free
energy was then calculated by subtracting the first quantity
from the second as illustrated in Fig. 3.

Results and discussion

Molecular dynamics

MD simulations without TI were performed initially to test the
stability of the let-7:lin-41 complex, which is known to
depend strictly on several parameters. Indeed, it is due to these
parameters that, in the past, MD simulations of nucleic acids

Fig. 6 Root mean square fluctuation (RMSF) values for let-7 miRNA
and lin-41 mRNA. a RMSF in the MD trajectory structures from the
initial molecular configuration during the unrestrained (trace I) and
the restrained (trace II) simulation for Chain A. b Same representation
for Chain B. The vertical black lines separate the first and last
nucleotides of both chains, which will be restrained during the
simulation, from the rest of the strand

Fig. 7 Hydrogen bonds during MD simulations. Broken black line
Trend of hydrogen bonds formed during the unrestrained simulation,
continuous red line number of hydrogen bonds during the restrained
simulation
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have lagged behind protein simulations. In particular, in
comparison to proteins, nucleic acids have a non-globular
structure, are remarkable charged, and their flexibility is
influenced by their secondary structure [5, 8, 12].

The MD simulations on the two chains that are part of
the complex were analyzed in term of root mean square
deviation (RMSD) and root mean square fluctuation
(RMSF). Moreover, as an average of the overall simulation,
B-factors [26] were calculated since they also reflect
simulation accuracy (Fig. 4a,b). To further consider the
stability of the interaction between miRNA and mRNA
throughout the dynamic simulation, the number of hydro-
gen bonds between the chains every 0.1 ps of simulation
was also evaluated. In this manner, we were able to point
out base pair opening or closing phenomena affecting the
structure during the run.

Concerning let-7 miRNA, called ‘Chain A’, an average
RMSD value of 0.33 nm was obtained (trace ‘I’ in Fig. 5a),
with a maximum RMSD value around 0.54 nm at roughly
1,200 ps of simulation time. The lin-41 mRNA, called
‘Chain B’ presents instead a RMSD mean value of about
0.35 nm, with remarkable deviation with respect to the
initial trajectory in the first part of the run, which reaches its
maximum value of about 0.63 nm at 350 ps of simulation
(trace ‘I’ of Fig. 5b).

With the aim of assessing the contributions of individual
atoms to the RMSD trend just presented, the root mean
square fluctuation (RMSF) in the MD trajectory structures
from the initial molecular configuration was calculated for
both chain A and chain B.

Looking at traces ‘I’ in Fig. 6a,b, it can be seen that the
maximum fluctuations are achieved by both the chains in
connection with the atoms located at the beginning and the
end of the strands, and that considerable deviations are
present also in the areas characterized by the internal
tetraloop: for Chain A in the interval between atom number
265 and 327, and for Chain B between atom number 130
and 220. This behavior is in agreement with that reported in
literature for similar structures [19].

Figure 7 shows the number of hydrogen bonds throughout
the overall simulation for the restrained simulation (red
continuous line) and the unrestrained (broken black line). At
the beginning of the dynamics, there were 33 H-bonds but
this number is not maintained constant throughout the run. In
the unrestrained dynamics, the mean value of hydrogen
bonds increases slightly (mean value = 35); this increase
could be related to the initial base pair opening and closing
activity responsible for the loss of stability of the complex as
pointed out by Wang et al. [24].

In order to maintain the original helix shape during the
run, while at the same time modifying the natural dynamics
of the complex as little as possible, restraints were imposed
only in those positions characterized by higher RMSF

values with the exception of the tetraloop region, simply to
avoid imposing an unrealistic reduction in flexibility on the
complex. So, about 30 atoms at the beginning and end of
both chains were restrained: since, in Amber Force Field, a
nucleotide is composed of about 30 atoms during the
following simulations, the atomic fluctuations of the first
and last nucleotides of both chains were limited. Analyzing
line ‘II’ of Fig. 6a,b, a significant reduction in the average
RMSF values for both chains can be noted. In particular,
concerning chain A, the mean RMSF after imposition of the
restraints is equal to 0.07 nm, less than half that calculated
for the unrestrained simulation (0.25 nm), whereas for the
second strand, the value changes from 0.2 nm without
restraints to 0.08 nm with restraints. Analogous consider-
ations can be made for the RMSD, which is reduced (trace
‘II’ in Fig. 5a,b). The RMSD average value for Chain A is

Fig. 8 RMSD and RMSF values for let-7 miRNA:lin-41 mRNA. a
RMSD in the MD trajectory structures from the initial molecular
configuration during the unrestrained (trace I) and restrained (trace II)
simulation. b Same representation for RMSF. The vertical black lines
separate the first and last nucleotides of both chains, which will be
restrained during the simulation, from the rest of the strand
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now 0.125 nm whereas for chain B it is 0.13 nm. Traces ‘I’
and ‘II’ in Fig. 8a show the RMSD values for the whole
molecular structure achieved during the unrestrained and
restrained simulations, respectively: after the imposition of
restraints, the maximum RMSD value achieved is about
0.18 nm after 4,000 ps of run. Traces ‘I’ and ‘II’ of Fig. 8b
show the RMSF values for the whole molecular structure
during the unrestrained and restrained simulations, respec-
tively: in the first case, the average value is about 0.28 nm,
whereas it is 0.08 nm in the latter.

By imposing restraints, the original helix shape (Fig. 9a)
is better maintained during the run, as can be noted from
the images in Fig. 9d,e, in comparison to what happens for
the unrestrained simulation (Fig. 9b,c).

The four restraints applied to the first and last nucleotides of
the chains can be justified by considering the structure and the
biology that govern both miRNA and mRNA functionality. In
relation to the first strand, in nature, after several enzyme-
dependent modifications, miRNAs are incorporated into
550 kDa RNP complexes, from within which they carry out
their activities [14]. The main component of these complexes
is a bilobal protein from the Ago family [6, 16, 17]; in C.
elegans, for example, it is the RDE-1 protein [15]. As shown

in previous studies on a ternary complex of wild-type
Thermus thermophilus Argonaute [17, 25], and recently
investigated in depth by Wang and coworkers [24], the site
of binding between an RNA fragment and the Ago protein is
attributed to the extension of the complementarities between
the RNA bound to the protein and its passenger strand.

In particular, pairing beyond the seed segment antici-
pates the release of the 3′-end of the guide strand that was
bound to the protein [17], whereas the 5′-end remains
bound to the protein. By hypothesizing a similar interaction
between miRNA, RNP and mRNA, since for let-7 miRNA:
lin-41 mRNA a base pairing beyond the seed sequence was
pointed out in the literature [7], the imposed restraints
allows us to reproduce the conditions found in nature, in
which the miRNP binds the complementary mRNA
sequences located on a long RNA fragment in a stable
way. In particular, as sketched and summarized in Fig. 10,
the restraints applied to the mRNA fragment model the
effect of more than 6,000 nucleotides that in nature
surround the LCS2 fragment on the lin41 mRNA, whereas
for the miRNA, the restraint applied to the 3′-end model the
effect of the RNP complex bound to the opposite end of the
miRNA. On the other hand, the restraints applied to the

Fig. 9 Comparison of helix shape modifications. a Initial molecular configuration of the complex; b, c atomic structure during the unrestrained
simulation at 1 ns (b) and 5 ns (c) of run; c, e molecular complex during the restrained simulation at 1 ns (d) and 5 ns (e) of run
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5′-miRNA model both the effect imposed by the protein
bound to the RNA fragment and also the neighboring
nucleotides in the 3′ direction.

The assumptions adopted when restraints were applied
to the miRNA fragment were considered plausible, taking
into account not only previous biological research [14],
but also other molecular structures considered in the next
two simulations that were modified, as stated above, in
order to better mould the complex under investigation.
The first MD simulation was performed on the whole
Ago-siRNA complex. No discernable helix shape mod-
ifications or base pairs opening were highlighted in this
trajectory. The average RMSD value for the chain bound
to the complex, previously referred to as ‘Chain A’, is here
in fact equal to 0.252 nm, whereas for the other, ‘Chain
B’, has an RMSD value of 0.314, even in the absence of
restraints. The same discussion can be applied to RMSF
values, which are 0.140 for Chain A and 0.179 for Chain
B. In order to verify if this more stable siRNA behavior
was related to Ago bound to the ‘guide’ strand, another

simulation was run on the complex in the absence of
protein residues. It is worth nothing that removing Ago
protein residues led to a remarkable increase in the
deviation of the trajectory structures from the initial
chains’ structure (by an order of magnitude). Since the
secondary structure of the chains was the same in the last
two simulations performed, it is possible to assert a role
for Ago in chain stabilization, as assumed when restraints
were adopted for let-7 miRNA.

Free energy calculations

The free energy of binding values calculated were obtained
by starting with the lambda number set to 11 and increasing
it progressively by increments of four values until (for a
fixed lambda number), the percentage error of the combined
averages of the derivative of the Hamiltonian between two
successive lambda values was less than a threshold set at 4%
with respect to the total variation between λ=0 and λ=1. The
choice of this threshold was obtained as a trade-off between

Fig. 10 Model and explanation
of the molecular system during
the restrained simulation.
a Scheme of the restrained
molecular complex, b summary
of the restraints applied

Table 1 Average percentage errors between successive lambda values

λ values 11 15 19 23 27 31 35 39 43 47 51 56 60

%ε(ΔG1) 11.59 8.28 6.45 5.27 4.46 3.86 3.41 3.05 2.76 2.52 2.25 2.07 1.8

%ε(ΔG2) 11.63 8.31 6.40 5.29 4.47 3.88 3.42 3.06 2.77 2.53 2.32 2.09 1.91
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the need for good sampling of the phase space and the
demands of limited computational time. An average time of
32 h is required for a single energetic lambda value
calculation using 4+4 Intel(R) Core(TM) i7 CPUs 920 @
2.67GHz.

To reach the desired accuracy with a minimum number
of simulations, the number of lambda values considered
was increased progressively by selective sampling. That is,
by adding new lambda values in those intervals character-
ized by a higher percentage error with respect to the
variation of the ensemble averages of the derivative of the
Hamiltonian from λ=0 to λ=1. In this manner we, obtained
a progressive improvement in the energetic information, as
we will show in the following.

The selective sampling procedure started from 11 λ values,
separated by a constant gap in the interval from λ=0 and λ=1.
Under these uniform sampling conditions, a very high
variation in the ensemble averages of the derivative of the
Hamiltonian was seen close to the extreme values of the
interval (i.e., 0 and 1). For instance, the energetic value at
λ=0.1 shows a relative variation from that in λ=0 of more
than 87% with respect to the variation in the whole interval
between λ=0 and λ=1. A similar behavior was observed
around λ=1. For this reason, we increased incrementally the
number of lambda values used to perform the free energy of
binding calculations around the extreme points. The same
strategywas then applied successively in the central regions of
the interval.

Following this strategy, the criterion of the error
threshold was satisfied across the whole interval for both
ligand and complex with 60 lambda values. Using this
sampling conditions, the free energy for the branch relative
to the complex was equal to 4,043.57 kcal/mol, whereas for
the complex it was 3,939.32 kcal/mol. As such, the final
binding free energy obtained was −104.25 kcal/mol. Table 1
lists the average percentage errors between two successive
lambdas for the two branches of the thermodynamic cycle.
Figure 11 shows the plot relative to the complex. Note that
the curve for the ligand is very similar. Looking at Fig. 11,
it is noteworthy that, starting from 51 lambda values, the
shape of the error curve clearly reaches asymptotic behavior
with percentage errors around 2%.

This aspect was further investigated by considering the
accuracy of the free energy results obtained for both branches
of the thermodynamic cycle and for the final binding value.

Once the desired sampling is achieved, characterized by
a maximum percentage error of 4% between two successive
lambda values for the single branches, the accuracy of the
energetic results obtained was in fact analyzed by consid-
ering the percentage error on the binding free energy value
found for the two branches of the thermodynamic cycle. As
in the previous case, we report the percentage error for an
increasing number of lambda values. Remember that the
relative error is computed with respect to the error achieved
using 60 lambda values, for which the threshold error
criterion is satisfied.

Fig. 11 Trend of the average percentage error between successive
lambda values

Fig. 12 Trend of the percentage error on the binding free energy
values

Table 2 Average percentage error on the free energy values calculated

λ value 11 15 19 23 27 31 35 39 43 47 51 56

%ε(ΔG1) 9.05 5.02 0.16 0.058 0.021 0.028 0.020 0.011 0.029 0.019 0.0053 0.0047

%ε(ΔG2) 10.70 6.29 0.38 0.26 0.11 2.67 0.20 0.90 0.055 0.046 0.0012 0.0047

%ε(ΔGBIND) 53.14 43.08 7.86 7.54 2.50 7.06 6.67 6.87 3.20 2.50 .25 .25
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Table 2 lists the calculated errors, whereas Fig. 12 shows
the trend of the error for the final free energy of binding
value. It can be seen that very good accuracy is reached
already with 19 lambda, and a further improvement is
obtained with 51 lambda. In particular, from 51 lambda
values, even if the maximum percentage error between two
successive lambda is slightly higher than the threshold, the
accuracy of the result is almost constant.

By comparing the results of free energy of binding obtained
using 60 lambda values with that predicted by the Server
Vienna [18], we observe a higher absolute value of the energy
computed by MD simulations (i.e., a lower negative energy).
The free energy of hybridization calculated by Vienna is in
fact equal to −18.87 kcal/mol. This highlights the more stable
interaction between the strands. The reason for this difference
could be due to the different strategy used to calculate the
property of interest. Vienna indeed obtains the binding free
energy by considering only secondary structure, thus neglect-
ing the 3D configuration of the interaction.

We believe that by considering also the dynamics of
the complex and its spatial arrangement, it is possible to
give a more realistic prediction of the stability of the
binding, determined by the number and strength of
hydrogen bonds established between the chains. Variations
in atomic disposition or movement lead to variations in the
strength of these hydrogen bonds. Future work will aim to
evaluate the binding free energy for other validated miRNA
targets in order to further investigate the presence of a
correlation between particular atomic configurations and
stable binding.

Scalability analysis

In the following, we report the characterization of the stability
of binding free energy computations on a Symmetric Multi-
processing (SMP) architecture, namely a 4+4 Intel(R) Core
(TM) i7 CPUs 920 @ 2.67 GHz machine. The simulations for
various lambdas were implemented as independent processes.
In order to assess scalability properties, the experiments were
conducted using the set up used for the MD-TI simulations
discussed previously, but with a length reduced to 5 ps. By
profiling short and long simulations, we observed the same
characteristics in terms of system resource utilization (i.e.,
percentage of memory and cache accesses). As such, we
decided we could safely use shorted simulations for the
scalability exploration.

We ran 2, 4, 8, 12, 16, 24, 32 and 64 parallel simulations
during which the average percentage CPU user utilization
for the processes was recorded, in the first three cases every
48 s, and in the last every 78 s, by taking advantage of the
Sysstat utilities designed for Debian 5 Lenny, a collection
of performance monitoring tools for Linux and, in
particular, of the command pidstat, aimed at reporting
statistics for Linux tasks. We will report here only the CPU
user utilization statistics obtained, because the system
utilization for the processes was found to be negligible for
these kinds of simulations. Table 3 reports the average
percentage CPU utilization for the processes, and the mean
simulation times obtained by increasing the number of
parallel processes executed.

As shown by trace ‘I’ in Fig. 13, the real trend of the
average CPU utilization for the processes is very different
from the ideal situation represented by Fig. 13, trace ‘II’.
Trace ‘II’ represents an ideal case obtained by assuming a
perfect independence between processes, i.e., simulation
time is independent of the number of lambdas. In this case,
even if we increase the number of simulations, and thus the
workload imposed on the system (but also the accuracy of
the free energy computation), the simulation time remains
constant until the number of CPUs is larger or equal to the
number of processes. Then it increases in a linear way.

Table 3 Central processing unit (CPU) statistics

Number of parallel processes 2 4 8 12 16 24 32 63

Average simulation time (s) 382 465 555 819 1,081 1,638 2,201 4,332

Average % CPU utilization for processes (%) 99.81 99.73 99.57 69.68 52.20 34.52 29.04 11.55

Fig. 13 Trend of simulation time with an increase of running
processes. Traces I and II are the real and the ideal trend for
simulation time obtained by running an increasing number of parallel
processes, respectively, whereas trace III is that relative to an
increasing number of serial processes. The circles on Trace ‘I’ mark
the number of processes for which tests have been made
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Trace ‘I’ is far from the ideal behavior represented by trace
‘II’, as the simulation time increases as a function of lambda.
This is due mainly to two effects. The first effect is the impact
of memory congestion. Indeed, even if the processes do not
communicate or use shared memory regions, there is a
considerable contention for access to the L2 cache and the
main memory. This contention increases with the number of
processes. The second effect is the context switch and process
migration overhead. The latter arises when the number of
processes exceeds the number of available CPUs (i.e., when
the number of lambdas is larger than 8 in the considered
architecture). Indeed, it can be observed that trace ‘I’ is
characterized by two different trends. The first is from 1 to
8 lambdas, where only the memory contention contributes.
The second, from 8 to 64 lambda, is where the context switch
and process migration overheads are also present, leading to an
increasing slope of the curve. In Table 3, the percentage CPU
utilization for each simulation is reported. The utilization is
almost 100% before 8 lambda and decreases after 8 lambda,
where each process has to share the CPU with others.

However, it is worth noting that, besides the above
discussion, parallelization is unquestionably more advanta-
geous with respect to performing serial simulations, whose
simulation times are reported in Trace ‘III’ of Fig. 13. Overall,
combining the accuracy results shown in Fig. 12 with the
computation costs reported in Fig. 13, we can conclude that a
suitable trade-off between computation and accuracy can be
found with 19 lambda, which is the value for which we have
a big reduction in the free energy computation error from
43.08% to 7.86% (see Table 2).

Conclusion

In this paper, we have presented a methodology to estimate the
binding free energy of miRNA:mRNA interaction via MD
simulations. The methodology has been designed to face the
various challenges of nucleic acid simulations and binding
free energy computations. First, the positioning of restraints
was determined in order to overcome stability problems due to
the remarkable folding activity and the base pair opening of
the complex. As a result, we were finally able to perform MD
simulations under stable conditions.

A second challenge was the accuracy of the TI steps (i.e.,
the number of lambda values for sampling of the derivative of
the Hamiltonian). In this regard, we studied the scalability of
the TI to determine a reasonable trade-off between computa-
tion and accuracy.We have shown that, to achieve a maximum
percentage error between successive lambdas values (for a
fixed number of lambda) lower than 4%, we need to perform
60 parallel simulations (i.e., corresponding to 60 lambda). On
the other hand, a good trade-off between computation and
accuracy is already reached using 19 parallel simulations.

This methodology has allowed us to understand the
implications of 3D structure for miRNA–mRNA interactions
in more depth. That is, the free energy of binding calculated for
the let-7 miRNA:lin-41 mRNA interaction proved the stronger
pairing between the RNA strands compared to that estimated
by means of the Vienna Server [18]. The energy deviation,
about 85 kcal/mol, confirms that 3D atomic arrangements can
play a fundamental role in the recognition of miRNA targets,
and opens the field to strategies for the integration of this
information into miRNA target prediction tools.
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